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Abstract

We solve, theoretically and numerically, the problems of optimal portfolio choice and indif-
ference valuation in a general continuous-time setting. The setting features (i) ambiguity
and ambiguity averse preferences, (ii) discontinuities in the asset price processes, with a
general and possibly infinite activity jump part next to a continuous diffusion part, and
(iii) general and possibly non-convex trading constraints. We characterize our solutions
as solutions to Backward Stochastic Differential Equations (BSDEs). We prove existence
and uniqueness of the solution to the general class of BSDEs with jumps having a drift
(or driver) that grows at most quadratically, encompassing the solutions to our portfolio
choice and valuation problems as special cases. We provide an explicit decomposition of
the excess return on an asset into a risk premium and an ambiguity premium, and a further
decomposition into a piece stemming from the diffusion part and a piece stemming from
the jump part. We further compute our solutions in a few examples by numerically solving
the corresponding BSDEs using regression techniques.
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1 Introduction

Two main problems in asset pricing are portfolio choice and valuation in incomplete markets.
The study of the dynamic portfolio choice problem goes back to Merton [54, 55] who ap-
proached it using stochastic control theory. It has since been considered by numerous authors
in a wide variety of settings. Contributions relevant to the setting considered in this paper
include Cvitanic and Karatzas [17], who prove existence and uniqueness of the solution (op-
timal portfolio) to the utility maximization problem in a Brownian filtration when restricting
investment strategies to convex sets; and Kallsen [46], who solves the continuous-time utility
maximization problem in a market where asset prices follow exponential Lévy processes, both
using the duality or martingale approach. For further references, see the review of Schacher-
mayer [69].

A widely adopted method for valuation in incomplete markets is indifference valuation
(Carmona [10]). It is related to the portfolio choice problem: under indifference valuation, the
price of a claim is such that the agent is indifferent between selling and not selling the claim,
provided that each of the two alternatives is combined with an optimal portfolio choice that
maximizes utility. Particularly popular is exponential indifference valuation due to its analytical
tractability on the one hand — the exponential form induces a convenient translation invariance
property — and its theoretically appealing properties, especially in a dynamic context, on the
other (El Karoui and Rouge [24], Delbaen et al. [18], Kabanov and Stricker [42], Mania and
Schweizer [53]). See also Hu, Imkeller and Müller [38], Becherer [4], Morlais [57, 58], and
Cheridito and Hu [12] for recent work on the problems of portfolio choice and indifference
valuation.

Many decision-making problems, including asset pricing problems, involve ambiguity (prob-
abilities unknown) and it is important to distinguish them from decision-making problems un-
der risk (probabilities given). This distinction is theoretically meaningful and has also been
empirically relevant since the Ellsberg [25] paradox. A rich class of models for decision-making
under ambiguity is that of variational preferences (Maccheroni, Marinacci and Rustichini [51]).
It includes the popular maxmin expected utility of Gilboa and Schmeidler [30], also referred
to as multiple priors, and the multiplier preferences of Hansen and Sargent [34, 35] as special
cases. Under ambiguity, the true probabilistic model is unknown to the decision maker (model
uncertainty); approaches that explicitly account for the possibility that a specific probabilistic
model may not be correct but only an approximation, are commonly referred to as robust
approaches.

Recently, there has been a growing interest in the effects of ambiguity on portfolio choice
and valuation; see, for example, Chen and Epstein [11], Lazrak and Quenez [48], Maenhout [52],
Müller [59], Schied [70], Klöppel and Schweizer [45], Föllmer, Schied and Weber [28], Owari
[61] and Sircar and Sturm [71]. The importance of incorporating ambiguity in the problems
of portfolio choice and valuation is not merely theoretical as ambiguity plays a potential role
in addressing important failures of purely risk-based settings that rule out model uncertainty.
Examples of such failures include the equity premium puzzle and the home-bias puzzle (Chen
and Epstein, [11]). However, all above-mentioned papers featuring ambiguity are restricted to
a continuous Brownian setting and do not allow for any discontinuities (jumps) in the asset
price processes.

In this paper we solve, theoretically and numerically, the two canonical optimization prob-
lems of portfolio choice and indifference valuation, under ambiguity and fairly general ambiguity
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averse preferences, and in a further general continuous-time setting: besides a continuous dif-
fusion component, we allow for a general and possibly infinite activity jump component in the
asset price processes, and for general and possibly non-convex trading constraints regarding
buying and short-selling. As regards the ambiguity averse preferences, we assume that the
economic agent exhibits certain variational preferences. By the nature of jumps, the jump
component of a semi-martingale asset price dynamics model is not unlikely to be exposed
to model risk and with such a model a setting allowing for ambiguity and ambiguity averse
preferences seems particularly appealing.

We prove that the solutions to the optimal portfolio choice and valuation problems can
be characterized as solutions to Backward Stochastic Differential Equations (BSDEs). As a
by-product, which is of interest in its own right, we prove existence and uniqueness of the
solution to the general class of BSDEs with jumps having a drift (or driver) that grows at
most quadratically, encompassing the solutions to our portfolio choice and valuation problems
as special cases. Essentially, this by-product generalizes existence and comparison results by
Kobylanski [46], for BSDEs with at most quadratic growth in a Brownian filtration, to a general
and possibly infinite activity jump setting. We also provide an economic interpretation to the
optimal solutions and to the excess return on an asset, which we explicitly decompose into a
risk premium and an ambiguity premium, and further decompose into a piece stemming from
the diffusion part and a piece stemming from the jump part. We finally provide a numerically
tractable procedure to compute our solutions (by numerically solving the corresponding BSDEs
using regression techniques) and implement this procedure in a few examples.

A BSDE may be seen as a dynamic programming principle in a continuous-time stochastic
setting. BSDEs play an important role in stochastic control; see, for example, Pardoux and
Peng [62], Duffie and Epstein [22], El Karoui, Peng and Quenez [23], Chen and Epstein [11],
Lazrak and Quenez [48], Skiadas [72], Lim [49, 50], Hamadène and Jeanblanc [33], Horst and
Müller [36], and also the early work of Bismut [7]. In a Markovian setting, BSDEs correspond
to semi-linear PDEs. As is well-known, the solution to a utility maximization problem with
a numerical preference representation specified by a BSDE can in turn be characterized as
a solution to a BSDE; see Klöppel and Schweizer [45] and Sircar and Sturm [71] for recent
applications of this technique to portfolio choice and indifference valuation in a purely Brownian
setting. Therefore, a standard approach in utility maximization has been to try converting
the utility maximization problem into a ‘BSDE type’ stochastic control problem. One of the
advantages of this approach to portfolio choice is that, contrary to static duality methods,
BSDEs can also deal with non-convex trading constraints. Another advantage of using BSDEs
is that their solutions can be computed numerically efficiently by Monte Carlo simulation.

Applications of BSDEs to utility maximization problems in incomplete markets in a Brow-
nian setting include (with exponential, logarithmic or power utility) Hu, Imkeller and Müller
[38], Cheridito and Hu [12], and (with a general utility function) Horst et al. [37]; for a setting
with continuous filtration or non-continuous filtration (but with exponential utility), see Mania
and Schweizer [53], Morlais [57] and Becherer [4]. Morlais [58] generalizes some of these results
adopting an exponential utility function and allowing for infinite activity jumps in the asset
price processes, in a purely risk-based setting without ambiguity. In particular, she proves
existence and uniqueness results for a special quadratic BSDE. Mathematically, we general-
ize parts of her and Becherer’s [4] results by proving existence and uniqueness results for all
possibly infinite activity jump BSDEs with a driver function that grows at most quadratically.
Contrary to Morlais [58], Becherer [4] and Kobylanski [46], who prove their results by solving
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the primal problem, we use a duality approach, generalizing parts of the methods developed
by Delbaen, Hu and Bao [19] in a Brownian filtration.

There are only few works studying the portfolio choice and valuation problems in a setting
with jumps and ambiguity. Bordigoni, Matoussi and Schweizer [9] study ambiguity using the
relative entropy and Jeanblanc, Matoussi and Ngoupeyou [41] generalize this work to a non-
continuous filtration, assuming a one-point jump distribution. Björk and Slinko [8] study asset
prices with jumps in a non-utility framework, using different possible pricing kernels to obtain
good-deal bound prices. Independently of our work, Delong [21] and Øksendal and Sulem [60]
have recently also considered model uncertainty in continuous-time jump settings. In Delong
[21], the portfolio choice problem is solved in a setting with a degenerate, one-point jump
distribution in case of a linear utility and multiple priors preferences. Øksendal and Sulem [60]
study the problem of maximizing exponential utility with finite activity (Poissonian) jumps,
using a generalization of multiple priors different from variational preferences. Assuming that
the solutions of certain BSDEs exist and that comparison principles hold, they derive optimality
conditions under assumptions different from ours. We do not only characterize the solutions to
the portfolio choice and indifference valuation problems in a general continuous-time setting,
but also provide new existence and uniqueness results for solutions to the corresponding class
of BSDEs. To the best of our knowledge, we are not aware of other work on the problems of
portfolio choice and indifference valuation that allows for a comparable degree of generality for
all these features — ambiguity, jumps, and general trading constraints — together.

It is known that in a setting without ambiguity, discontinuities (jumps) in the asset price
process have a discernible impact on the optimal portfolio choice (Kallsen [46], Aı̈t-Sahalia,
Cacho-Diaz and Hurd [1]). This impact is especially prevalent when allowing for dependencies
between the jumps, limiting the benefits of international diversification, whence providing a
(further) possible explanation for the empirically observed home-bias in investors’ portfolios.
The impact of constraints on buying and short-selling is documented in a rich literature (see
Rubinstein [66] for a review) and it is important to account for such trading constraints in the
most general fashion.

This paper is organized as follows. In Section 2, we introduce the basic setting and re-
view some preliminaries for BSDEs. In Section 3, we specify in further detail the economic
agent’s preferences. In Section 4, we state the dynamic optimization problems, characterize
their solutions and prove existence and uniqueness of these solutions. Section 5 examines the
decomposition of the excess return on an asset. Section 6 discusses and illustrates the numerical
implementation in some examples. Proofs are collected in the Appendix.

2 Setting and Preliminaries

2.1 Asset Return Dynamics, Trading Constraints and Preferences

We consider an economic agent with initial wealth w0, which he can invest in a risk-less bond
and risky assets. At a given maturity time T , the agent is endowed with an additional payoff
F . A classical problem in asset pricing is the question of how the agent should determine his
optimal investment strategy. To answer this question, one first needs to address the following
issues: (i) How to model the dynamics of the risky assets? (ii) Which constraints to impose
on the trading strategies allowed? (iii) How to evaluate the quality of the agent’s investment
strategy? This section describes our approach to these issues.
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For the dynamics of the risky assets, we assume a continuous-time setting with a general
and possibly infinite activity jump component next to a general continuous diffusion component
with stochastic volatility, and ambiguity. Large jumps in asset prices represent major financial
economic shocks, such as market crashes, shocks resulting from unexpected announcements of
the FED, or environmental disasters causing sudden movements in prices. Ambiguity, which is
sometimes also referred to as model risk or model uncertainty, means that the ‘true’ probabilis-
tic model is unknown to the decision maker. A setting featuring ambiguity seems particularly
appealing when allowing for jumps in asset prices: large jumps are inherently rare and the
jump component of the model may therefore easily be subject to model risk (uncertainty).

Formally, we consider a filtered probability space (Ω,F , (Ft)t∈[0,T ], P ) equipped with two
independent stochastic processes:

(i) A standard d-dimensional Brownian motion W.

(ii) A real-valued point process p defined on [0, T ] × Ω × R \ {0}. We denote by Np(ds, dx)
the associated counting measure (or random measure). (We will usually suppress ω in
the notation.) We assume its compensator (or mean or intensity measure) N̂p(ds, dx) to
be of the form

N̂p(ds, dx) = np(s, dx)ds.

We suppose that the predictable measure np(s, dx) is non-negative for every s ∈ [0, T ],
and that for every ε > 0

∥∥∥∥sup
s

np(s,R \ {(−ε, ε)})
∥∥∥∥
∞

< ∞,

where || · ||∞ denotes the norm given by the (essential) supremum over all ω. Furthermore,
we suppose that ∥∥∥∥∥sup

s

∫

R\{0}
(|x|2 ∧ 1)np(s, dx)

∥∥∥∥∥
∞

< ∞.

We assume that the filtration (Ft)t∈[0,T ] is the completion of the filtration generated by W
and Np. We denote by P the predictable σ-algebra on [0, T ] × Ω with respect to (Ft). Let
Ñp(ds, dx) := Np(ds, dx)− N̂p(ds, dx).

Financial economic shocks arrive at discrete points in time. Every shock comes with a
‘marker’ x. Np(s, dx) is one if there is a shock at time s with marker x and np(s, dx)ds is the
expected number of shocks with size ‘around’ x per time unit ‘around’ time s. All our results
also hold for multi-dimensional markers.

We assume that the financial market consists of a risk-free bond with interest rate normal-
ized to zero, and n ≤ d stocks. The price process of stock i, denoted by Si, evolves according
to the semi-martingale dynamics

dSi
t

Si
t−

= bi
tdt + σi

tdWt +
∫

R\{0}
βi

t(x)Ñp(dt, dx), i = 1, . . . , n, (2.1)

where bi (σi, βi) are R (R1×d, R)-valued, predictable and uniformly bounded stochastic pro-
cesses. bi is commonly referred to as the excess return: the holder of a risky asset should
be compensated for the risk he is bearing. The second term in (2.1) represents noise due to
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‘normal’ market movements and is locally Gaussian. We assume that σ has full rank and σσᵀ

is uniformly elliptic, i.e., εIn ¹ σtσ
ᵀ
t ¹ K̂In, for some constants K̂ > ε > 0. The third term

in (2.1) represents the dynamics due to financial economic shocks. βi(x) is the impact (jump
size) of a shock with ‘marker’ x on the asset price Si. We assume that βi is larger than −1 to
ensure positivity of Si, i = 1, . . . , n. We further assume that βi ∈ L2,∞, i = 1, . . . , n, where

L2,∞ =

{
H̃|H̃ is P ⊗ B(R \ {0}) measurable and

∥∥∥∥∥sup
s

∫

R\{0}
|H̃s(x)|2np(s, dx)

∥∥∥∥∥
∞

< ∞
}

.

This condition is satisfied, for instance, if |βs(x)| ≤ K|x| for |x| small. If n < d, the market is
incomplete. If n = d, the market is typically still incomplete because of the jump component of
the model. Note that if ‖sups np(s,R \ {0})‖∞ < ∞ would hold, so that we only have finitely
many jumps, S may be written as a standard jump diffusion model, originating from Merton
[56]. In this model, asset returns evolve according to

dSi
t

Si
t−

= btdt + σtdWt +
∑

i

I{Ti=t}Ji,

for jump times T1, T2, . . . with corresponding jump sizes J1, J2, . . ..
For i = 1, . . . , n, the process πi

t represents the amount of capital invested in stock i at time
t, and the number of shares is πi

t

Si
t
. The wealth process X(π) of a predictable trading strategy π

with initial capital w0 satisfies

X
(π)
t = w0 +

n∑

i=1

∫ t

0

πi
u

Si
u−

dSi
u = w0 +

∫ t

0
πu(σudWu + budu) +

∫ t

0

∫

R\{0}
πuβu(x)Ñp(du, dx).

We assume that the agent is allowed to choose trading strategies taking values in a compact
and possibly non-convex set U ⊂ R1×n a.s. We call π an admissible trading strategy if it is
predictable and takes values only in U. We denote the set of all admissible trading strategies
by A. Since the set U is compact, for every trading strategy π, the wealth process supt |X(π)

t |
is square-integrable. By our assumptions, there exists a local martingale measure Qf under
which Wt −

∫ t
0 σᵀ

s (σsσ
ᵀ
s )−1bsds is a Brownian motion (and hence S is a local martingale). In

particular, there is no arbitrage in the market.
The agent, choosing an investment strategy (πt) and being endowed with a payoff F , even-

tually holds the portfolio F +X
(π)
T at maturity. The final issue to be addressed is which decision

criterion to use when evaluating the quality of the agent’s portfolio choice. The classical de-
cision criterion in a setting featuring ambiguity is Savage’s [68] subjective expected utility; it
postulates that the economic agent specifies a subjective probability measure P and a utility
function u, and evaluates the portfolio according to U(F + X

(π)
T ) = E

[
u(F + X

(π)
T )

]
. We note

that specifying the measure P in our setting implies specifying (estimating) the excess return
bt, the Gaussian volatility σt, and the impact of the jumps βt(x)n(t, dx): a challenging econo-
metric exercise. It is well-known in decision theory, starting with the Ellsberg paradox [25],
that, faced with ambiguity, agents tend to make decisions that are inconsistent with subjective
expected utility.

Various alternative approaches to decision-making under ambiguity have emerged in the
literature. Among the best-known alternatives is multiple priors, of Gilboa and Schmeidler
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[30] (see also Wald [73] and Huber [39]); it postulates that an economic agent evaluates his
portfolio according to U(F +X

(π)
T ) = infQ∈M EQ[u(F +X

(π)
T )], where M is a set of probabilistic

models (or priors). Multiple priors was significantly generalized by Maccheroni, Marinacci, and
Rustichini [51] to the theory of variational preferences, postulating that an economic agent
evaluates his portfolio according to

U(F + X
(π)
T ) = inf

Q∈Q
{EQ[u(F + X

(π)
T )]− c(Q)}. (2.2)

Variational preferences go beyond multiple priors preferences by allowing to attach a plausibil-
ity index c (the penalty function) to every probabilistic model Q in the class of probabilistic
models Q under consideration. If c(Q) = ∞, the minimum in (2.2) is not attained in this
particular Q, meaning that probabilistic models with infinite penalty are considered fully unre-
liable and are effectively excluded from the analysis. Multiple priors occurs when c(Q) = IM ,
the penalty function that is zero if Q ∈ M and ∞ otherwise, attaching the same plausibility
to all probabilistic models in M . In the case that u is linear, multiple priors corresponds to
coherent risk measures (Artzner et al. [2]) and variational preferences corresponds to convex
risk measures (Föllmer and Schied [26], Frittelli and Rosazza Gianin [29], Ruszczyński and
Shapiro [67]); see Laeven and Stadje [47] for further results on these connections.

We solve the portfolio choice and valuation problems, adopting certain versions of varia-
tional preferences (2.2). To distinguish between U(·) and u(·), we call U an evaluation and u
a utility function. In our continuous-time setting, we (need to) consider the dynamic version
of (2.2), which is given by

Ut(F + X
(π)
T ) := ess infQ∈Q{EQ[u(F + X

(π)
T )|Ft]− ct(Q)}, (2.3)

in which ct(Q) reflects the esteemed plausibility of the model Q given the information up to
time t. The portfolio choice problem is then given by Vt(F ) = maxπ∈A Ut(F +X

(π)
T ), at time t.

The class of all alternative probabilistic models considered is specified as

Q = {Q| If for an event A : P (A) = 0, then also Q(A) = 0} = {Q|Q ¿ P},

i.e., all measures Q that are absolutely continuous with respect to the reference model P are
considered; sets with probability zero under the reference model P still have probability zero
under the alternative model Q. It means, for example, that if, with probability one under P ,
the financial asset has only finitely many jumps, it also has only finitely many jumps under
every Q. We subsequently assume that u is linear, exponential or logarithmic. In the case
that u is linear or exponential, the problem is translation invariant, in particular, the optimal
hedge is independent of the wealth of the agent. In this case we can also explicitly calculate the
indifference valuation. We further consider penalty functions for which a dynamic programming
principle is satisfied; see Section 3 for further details.

2.2 BSDEs

We solve the portfolio choice and indifference valuation problems using backward stochastic
differential equations (BSDEs). We denote by | · | the Euclidean norm and by S∞ the class
of all one-dimensional (Ft)-adapted semi-martingales X which are bounded. Define |X|S∞ =
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‖supt |Xt|‖∞ . Let

H2 :=
{

Z = (Z1, . . . , Zd)|Zi ∈ P for i = 1, . . . , d and E
[∫ T

0
|Zs|2ds

]
< ∞

}
.

Furthermore, we denote by L2(dP × np(s, dx) × ds) all functions measurable with respect to
P ⊗ B(R \ {0}) which are square-integrable with respect to dP × np(s, dx)× ds.

A solution to the (one-dimensional) BSDE with driver g(t, z, z̃) mapping to R and terminal
condition F ∈ L∞(FT ) is a triple of processes (Y, Z, Z̃) ∈ S∞ ×H2 × L2(dP × np(s, dx)× ds)
such that

dYt = g(t, Zt, Z̃t)dt− ZtdWt −
∫

R\{0}
Z̃t(x)Ñp(dt, dx) and YT = F.

In order for BSDEs to be well-defined, g needs to satisfy certain measurability conditions; see
the Appendix. Often times BSDEs are written in the following equivalent form:

Yt = F −
∫ T

t
g(s, Zs, Z̃s)ds +

∫ T

t
ZsdWs +

∫ T

t

∫

R\{0}
Z̃s(x)Ñp(ds, dx).

Since the terminal condition is given at maturity time T , BSDEs have to be computed back-
wards in time, whence their name. As in many applications a terminal reward is specified,
and solutions of BSDEs satisfy a dynamic programming principle, BSDEs are often applied to
solve problems in stochastic control and mathematical finance; see the references provided in
the Introduction.

It is well-known that if g(t, 0, 0) is in L∞(dP × dt) and g is further uniformly Lipschitz
continuous, that is, there exists K > 0 such that

|g(t, z1, z̃1)− g(t, z0, z̃0)| ≤ K

(
|z1 − z0|+

√∫

R\{0}
|z̃1(x)− z̃0(x)|2np(t, dx)

)
,

then a unique solution to the corresponding BSDE exists; see, for example, Royer [65]. However,
we will encounter BSDEs with drivers that grow quadratically. Therefore, new analytical and
numerical tools need to be developed.

Example 2.1 Let F be a bounded payoff and define Yt = E [F |Ft] . Then, YT = F. Moreover,
by the martingale representation theorem (see, e.g., Jacod and Shiryaev [40], Ch. 3, Sec. 4)
there exist predictable processes Z and Z̃ such that Y satisfies

dYt = −ZtdWt −
∫

R\{0}
Z̃t(x)Ñp(dt, dx).

This is the simplest BSDE with g = 0.

Hence, a conditional expectation may be seen as a BSDE with g = 0. It explains why BSDEs
are also being referred to as g-expectations. The name should express that a BSDE may be
viewed as a generalized (usually non-linear) conditional expectation with an additional drift.
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Example 2.2 Let F be a bounded payoff and define Yt = EQf [F |Ft]. Then by the martingale
representation theorem and the Lenglart-Girsanov theorem (Jacod and Shiryaev [40], Ch. 3,
Th. 3.11) Y satisfies

dYt = −Ztσ
ᵀ
t (σtσ

ᵀ
t )−1btdt− ZtdWt −

∫

R\{0}
Z̃t(x)Ñp(dt, dx) and YT = F.

This is a linear BSDE with g(t, z, z̃) = −zσᵀ
t (σtσ

ᵀ
t )−1bt.

In a Markovian setting, g-expectations correspond to viscosity solutions to semi-linear parabolic
PDEs (or PIDEs in the case of jumps); see, for example, El Karoui, Peng and Quenez [23] in
a Brownian setting and Barles, Buckdahn and Pardoux [3] in the case of jumps. In particular,
our results on BSDEs also give rise to results for viscosity solutions to the corresponding PIDEs
in the case of infinite jump activity. However, because BSDEs are more general (since they
do not rely on a Markovian structure) and because our numerical implementation is based on
Monte Carlo simulation which relies on the structure of the BSDE, we believe that it is more
useful to approach the problems under consideration using BSDEs rather than using PIDEs.

3 Ambiguity Averse Preferences and Dynamic Programming

We specify below assumptions on the plausibility index c in (2.2)-(2.3) such that a dynamic
programming principle is satisfied. For this purpose, let us first take a closer look at the
set of alternative models Q = {Q|Q ¿ P}. It is well-known that in a Brownian filtration,
every probability measure Q absolutely continuous with respect to P can be identified with
a stochastic drift q : [0, T ] × Ω → Rd such that Wt −

∫ t
0 qsds is a Brownian motion under

Q. It means that in a Brownian filtration, the setting of ambiguity, in which a collection of
probability measures (priors) is considered rather than a single probability measure, can be
fully described by a collection of drifts q.

Now let us address the question of how to model ambiguity with respect to the jump
component of the model. If Q ∈ Q, we denote by Dt the Radon-Nikodym derivative Dt =
E

[
dQ
dP |Ft

]
. One may see that there exist a predictable stochastic drift q and a function ψ :

[0, T ] × Ω × R \ {0} → [−1,∞), measurable with respect to P ⊗ B(R \ {0}), such that the
Radon-Nikodym derivative can be written as

Dt = exp
{∫ t

0
qsdWs − 1

2

∫ t

0
|qs|2ds +

∫ t

0

∫

R\{0}
ψs(x)Ñp(ds, dx)

+
∫ t

0

∫

R\{0}
[log(1 + ψs(x))− ψs(x)]Np(ds, dx)

}
, (3.1)

for t ≤ τ and τ = inf{t|Dt = 0} ∧ T . In particular, Q is uniquely characterized by q and ψ.
Expression (3.1) is seen as follows: Clearly, the Radon-Nikodym derivative Dt is a martin-

gale. For t ≥ τ , we must have that Dt = 0. Furthermore, the whole path of Dt− is strictly
positive up to time τ , see Lemma A.11 in the Appendix. By Jacod and Shiryaev [40], Ch. 3,
Sec. 4, there exist a locally integrable∗ process H : [0, T ]×Ω → R, measurable with respect to

∗See Definition A.2 in the Appendix.
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P, and a locally integrable function H̃ : [0, T ]× Ω× R \ {0} → R, measurable with respect to
P ⊗ B(R \ {0}), such that

dDt = HtdWt +
∫

R\{0}
H̃t(x)Ñp(t, dx),

with D0 = 1. For t ≥ τ , we must have that Ht = 0 and H̃t = 0. Therefore, defining 0/0 = 0,
we obtain

dDt = Dt−

(
Ht

Dt−
dWt +

∫

R\{0}

H̃t(x)
Dt−

Ñp(dt, dx)

)

=: Dt−

(
qtdWt +

∫

R\{0}
ψt(x)Ñp(dt, dx)

)
, (3.2)

for t ≤ τ . The solution to this SDE is given by the stochastic exponential
E

(∫ t
0 qsdWs +

∫ t
0

∫
R\{0} ψs(x)Ñp(ds, dx)

)
, which equals the right-hand side in (3.1). The stochas-

tic exponential is also referred to as the Doléans-Dade exponential.
Since Dt is non-negative, we must have that ψ ≥ −1, dP × np(t, dx) × dt-a.s. If Q is

equivalent to P , then, by the Lenglart-Girsanov theorem, WQ
t = W − ∫ t

0 qsds is a Brownian
motion and the process Ñ has compensator nQ(s, dx) := (1+ψs(x))np(s, dx), under Q (see, for
instance, Jacod and Shiryaev [40], Ch. 3, Th. 3.11). Consequently, 1 +ψ is the new density of
the jump component under Q. Hence, q may be seen as an additional drift that the reference
model P may have failed to detect, and ψ may be seen as a misspecification of the size and
frequency of the jumps under P . (The model P corresponds to q = ψ = 0.)

A standard example of the plausibility index in (2.2) is the relative entropy (Csiszár [16],
Ben-Tal [6]) defined as

c(Q) = c0(Q) = αH(Q|P ), α > 0, with H(Q|P ) =





EQ

[
log

(dQ

dP

)]
, if Q ∈ Q;

∞, otherwise.

The relative entropy is also known as the Kullback-Leibler divergence; it measures the distance
between the distributions Q and P . The relative entropy is used e.g., by Hansen and Sargent
[34, 35] in the context of model robustness in macroeconomics. The interpretation is that the
economic agent has a reference measure P , but the measure P is merely an approximation
to the probabilistic model rather than the true model. As such, the agent does not fully
trust the measure P and considers many measures Q, with esteemed plausibility decreasing
proportionally to their distance from the approximation P. The parameter α may be viewed
as measuring the degree of trust the agent puts in the reference measure P , with α = ∞
corresponding to a maximal degree of trust, and α = 0 corresponding to a maximal degree of
distrust.

In our setting, it may be seen that

c(Q) = αH(Q|P ) = EQ

[∫ T

0

{
r1(qs) +

∫

R\{0}
r2(ψs(x))n(s, dx)

}
ds

]
, (3.3)
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with q and ψ corresponding to the measure Q according to (3.1), and

r1(q) =
α

2
|q|2 and r2(y) =

{
α[(1 + y) log(1 + y)− y], if y ≥ −1;
∞, otherwise;

see Proposition A.17 in the Appendix. Note that r1 and r2 are maximal at q = 0 and ψ = 0
with r1(0) = r2(0) = 0. These values of q and ψ correspond to the probabilistic model P , hence,
the reference model has the highest esteemed plausibility. Furthermore, the larger |q| and |ψ|,
the less plausible is the corresponding probabilistic model.

We generalize the relative entropy, by postulating that the penalty function c must take the
form of an integral of convex functions depending on the drift, q, and the intensity, ψ. That is,
we henceforth assume:

(H1) ct is of the form

ct(Q) = EQ

[∫ T

t

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds|Ft

]
,

for functions r1 : [0, T ]×Ω×Rd → R+
0 ∪{∞} and r2 : [0, T ]×Ω×R×[−1,∞) → R+

0 ∪{∞}
that are measurable with respect to P ⊗B(Rd) and P ⊗B(R)⊗B([−1,∞)), respectively.
Moreover, for every t, ω, x we assume that r1(t, ·) and r2(t, x, ·) are convex and continuous
on their domain† in q and ψ, respectively, and r1(t, 0) = r2(t, x, 0) = 0 for all t, x.

Note that for a convex function f mapping from Rk → R ∪ {∞}, continuity on the domain
is equivalent with f being lower-semicontinuous if k = 1. However, in higher dimensions,
continuity on the domain is stronger than lower-semicontinuity.

We have motivated condition (H1) by generalizing the frequently adopted relative entropy;
however, an alternative motivation is based on the following. If U is a monetary utility function
(that is, an evaluation under variational preferences with a linear utility function modulo a
change of signs), then Delbaen, Peng and Rosazza Gianin [20] show in a purely Brownian
filtration that Bellman’s principle is equivalent to ct being of the form

ct(Q) = EQ

[∫ T

t
r(s, qs)ds|Ft

]
,

with r : [0, T ] × Ω × Rd → R+
0 ∪ {∞} being convex and lower-semicontinuous in q. Since

Bellman’s principle seems necessary to tackle a dynamic programming problem in continuous-
time, a condition like (H1), generalizing the form obtained by Delbaen, Peng and Rosazza
Gianin [20] to a setting with jumps, seems to be unavoidable.

We want to consider penalty functions that can be bounded from below in terms of the
relative entropy, i.e., there exist K ′

1,K
′
2 > 0 such that c(Q) ≥ −K ′

1 + K ′
2H(Q|P ). In view

of (3.3), this corresponds to r1 and r2 satisfying the following growth condition, henceforth
denoted by (H2): There exist constants K1,K2 > 0 and a bounded function (Ãt(ω, x))t,ω,x ∈
L2,∞ such that for all t, a.s. all ω, all q, x and y

r1(t, ω, q) ≥ −K1 + K2|q|2,
r2(t, ω, x, y) ≥ −Ãt(ω, x) + K2{(1 + y) log(1 + y)− y}.

†A convex function f is continuous on its domain if for xn converging to x with f(xn) < ∞ for all n ∈ N,
limn f(xn) = f(x).

11



We need one more condition: we suppose that (sub)differentials of the penalty functions r1

and r2 can be bounded from below in terms of the differentials of the relative entropy. (The
notion of subdifferentiability is a generalization of the usual definition of differentiability; it
is frequently used for convex functions, see the Appendix for details.) That is, we henceforth
assume:

(H3) There exist constants K̂1, K̂2 > 0, such that for all t, a.s. all ω, and all q,

|∂qr1(t, ω, q)| ≥ −K̂1 + K̂2|q|. (3.4)

Furthermore, for every C > 0, there exist K̂3 > 0 and a bounded function (K̃t(ω, x))t,ω,x ∈
L2,∞, such that for all t ∈ [0, T ], a.s. all ω, all x ∈ R and y ∈ [−C, C],

|∂yr2(t, ω, x, y)| ≥ −K̃t(ω, x) + K̂3| log(1 + y)|. (3.5)

These inequalities should hold for every element of the corresponding subdifferential, where we
set |∅| = ∞.

In case the penalty function is the relative entropy with parameter α, one can choose the
constants in (H2)-(H3) as follows: K1 = K̂1 = Ã = K̃ = 0, K2 = α

2 , and K̂2 = K̂3 = α. Since
(H2) is a rather slow growth condition (which is satisfied for most examples in the literature),
the results presented in this paper are applicable to ‘almost all’ penalty functions. If the
penalty function grows slower than the relative entropy, then, in a purely Brownian setting
(without jumps), the corresponding (dual) superquadratic BSDEs we would derive, do not
have a solution; see Delbaen, Hu and Bao [19]. Therefore, a growth condition like (H2) seems
to be necessary for our approach, unless one would want to consider supersolutions of BSDEs.

4 The Optimization Problems and Their Solutions

4.1 Linear Utility Under Variational Preferences

At time t, we are interested in the following optimization problem:

Vt(F ) = ess supπ∈A Ut(F + X
(π)
T ), (4.1)

where Ut is defined in (2.3) with plausibility index c satisfying (H1)-(H3), A is the set of
admissible trading strategies, F is the (bounded) payoff at maturity and X

(π)
T is the wealth

process. We first assume that the utility function u in (2.3) is linear. Then one may see from
Lemma A.27 in the Appendix that, for every admissible π, Ut(F + X

(π)
T ) is finite. We solve

problem (4.1) with the help of BSDEs. Define

g1(t, z) : = sup
q∈Rd

{
zq − r1(t, q)

}
; (4.2)

g2(t, x, a) : = sup
y∈R

{
ya− r2(t, x, y)

}
, (4.3)

for t ∈ [0, T ], z ∈ R1×d, and a, x ∈ R. For a function z̃ : R \ {0} → R, define further
g(t, z, z̃) := g1(t, z) +

∫
R\{0} g2(t, x, z̃(x))np(t, dx). It follows from Lemma A.7 in the Appendix

that gi are real-valued, suitably measurable, and gi ≥ 0 with equality if z = 0 or a = 0, i = 1, 2.
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So both functions gi assume their minimum at zero. The next theorem shows, as an auxiliary
result, that, under our assumptions, U(F ) is the unique solution to a BSDE with terminal
condition F and driver function g.

Theorem 4.1 Assume that (H1)-(H3) hold. Then Ut(F ) is the unique solution to the BSDE

dUt(F ) =

[
g1(t, Zt) +

∫

R\{0}
g2(t, x, Z̃t(x))np(t, dx)

]
dt− ZtdWt −

∫

R\{0}
Z̃t(x)Ñp(dt, dx),

UT (F ) = F. (4.4)

As a by-product, while proving this theorem, we show in the Appendix that every BSDE with
driver functions g1 and g2, both growing at most quadratically, has a unique solution satisfying
a comparison principle; see Theorem A.21, Remark A.23, and Proposition A.26.

If g1 = g2 = 0 would hold, the evaluation U would correspond to a conditional expectation;
see Example 2.1 of Section 2.2. However, our economic agent is ambiguity averse, considering
all alternative probabilistic models, with different degrees of esteemed plausibility. As a result,
gi ≥ 0 for i = 1, 2, which decreases the evaluation. Z is the stochastic (Malliavin) derivative
of the evaluation with respect to W . Comparing (4.4) with (2.1), we see that Z and Z̃ play
the same role for U(F ) as σ and β for the instantaneous return of the asset price. Therefore,
Z and Z̃ may be seen as measuring the degree of fluctuation (‘variability’) of the evaluation
coming from the Brownian motion and from the jumps, respectively. The larger |Z|, the more
variability is due to the local Gaussian part, and the larger |Z̃|, the more variability is due to
the jump component of the model.

Next, let

f(s, z, z̃) := inf
π∈U

{
−πbs + g1(s, z − πσs) +

∫

R\{0}
g2(s, x, z̃(x)− πβs(x))np(s, dx)

}
. (4.5)

By Theorem A.24 in the Appendix, the BSDE

Yt = F −
∫ T

t
f(s, Zs, Z̃s)ds +

∫ T

t
ZsdWs +

∫ T

t

∫

R\{0}
Z̃s(x)Ñp(ds, dx), t ∈ [0, T ], (4.6)

has a unique solution (Y, Z, Z̃). Then we state the following theorem:

Theorem 4.2 Assume that (H1)-(H3) hold. Then V0(F ) = Y0 + w0 and the optimal strategy
π∗s is a predictable process that attains the infimum in (4.5) for (z, z̃) = (Zs, Z̃s), i.e.,

f(s, Zs, Z̃s) = −π∗sbs + g1(s, Zs − π∗sσs) +
∫

R\{0}
g2(s, x, Z̃s(x)− π∗sβs(x))np(s, dx).

Heuristically, the optimal portfolio choice proceeds as follows: The excess return, b, is
typically positive. Hence, the term −πbs in the minimization problem (4.5) will ‘tempt’ the
economic agent to invest in risky assets (that is, to pick a positive π) so as to benefit from
the excess return. The agent is, however, ambiguity averse. Therefore Z, representing the
variability of the evaluation due to the Brownian component, is penalized by g1(s, Zs) (before
hedging); and Z̃, representing the variability of the evaluation due to jumps, is penalized by∫
R\{0} g2(s, x, Z̃s(x))np(s, dx) (before hedging). The agent chooses a π to partially hedge Z and

Z̃. The aggregate penalty after hedging is given by g1(s, Zs − πsσs) +
∫
R\{0} g2(s, x, Z̃s(x) −

πsβs(x))np(s, dx). Summarizing, when the agent chooses a π ∈ U , he faces a tradeoff between:
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(a) Benefitting from the excess return πsbs.

(b) Diminishing the variability of the evaluation due to the locally Gaussian part. (That is,
choosing π such that |Zs − πsσs| is small.)

(c) Diminishing the variability of the evaluation due to jumps. (That is, choosing π such
that |Z̃s − πsβs| is small.)

Note that (4.5) is a finite dimensional convex optimization problem that can be computed
numerically efficiently; see the examples in Section 6 below. Since the portfolio choice problem
is translation invariant, it is straightforward to see that the indifference valuation is given by
V0(F )− V0(0).

4.2 Exponential Utility Under Multiple Priors Preferences

A utility function that is particularly popular in insurance and financial mathematics (Goovaerts
et al. [32], Föllmer and Schied [27] and Mania and Schweizer [53]) and decision theory (Gol-
lier [31]) is the exponential utility function. When u is exponential, we provide a solution to
the portfolio choice and indifference valuation problems in the case that the penalty function
c in (2.3) is an indicator function. This means that we are in the multiple priors setting of
Gilboa and Schmeidler [30]. Specifically, let γ > 0 and consider the robust expected utility
optimization problem

Vt(F ) = ess supπ∈A Ut(F + X
(π)
T )

:= ess supπ∈A ess infQ∈M −
(

EQ

[
exp

{
−F + X

(π)
T

γ

}∣∣∣Ft

])
, (4.7)

for a weakly compact set M ⊂ Q, further specified below. As exp{−x} ≥ 0, the expectation is
well-defined for every trading strategy.

Contrary to Section 4.1, in which the economic agent is ambiguity averse but not risk
averse (linear utility), the economic agent solving (4.7) is both ambiguity averse and risk
averse. Note that γ > 0 measures the absolute risk tolerance of the agent (with large values of
γ corresponding to a low level of risk aversion and low values corresponding to a high level of
risk aversion). Subsequently, we will assume that M has the form

M =
{

Q ∈ Q
∣∣∣ qs ∈ Cs, ψs(x) ∈ Ds(x) for every s ∈ [0, T ], x ∈ R

}
,

for convex, closed, bounded set-valued predictable mappings C and D, given by D := {ψ|d−(x) ≤
ψs(x) ≤ d+

s (x)} for bounded L2,∞ functions −1 + ε ≤ d−s (x) ≤ 0 ≤ d+
s (x). The case that

C = {0} and D = {0} corresponds to ambiguity neutrality, i.e., to effectively not considering
any alternative probabilistic model at all; in this case, M = {P} would hold.

For the set M thus specified, define

ḡ1(t, z) : = sup
q∈Ct

zq

ḡ2(t, x, z̃) : = γ
(

exp
{

z̃(x)
γ

}
− 1

)(
d+

t (x)I{z̃(x)≥0} + d−t (x)I{z̃(x)<0}
)
. (4.8)

If C = ∅, we set ḡ1 := 0. The next theorem shows that the solution to the optimization problem
(4.7) can be obtained directly from the solution to a BSDE:
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Theorem 4.3 The solution to (4.7) is given by V0(F ) = − exp{− 1
γ (w0 +Y0)}, where Yt is the

unique solution to the BSDE with terminal condition F and driver function:

f(s, z, z̃) := inf
π∈U

{
− πbs +

1
2γ
|z − πσs|2 + ḡ1(s, z − πσs) +

∫

R\{0}
ḡ2(s, x, z̃(x)− πβs(x))np(s, dx)

+ γ

∫

R\{0}

(
exp

{
z̃(x)− πβs(x)

γ

}
− 1− z̃(x)− πβs(x)

γ

)
np(s, dx)

}
, (4.9)

with ḡi defined in (4.8) for i = 1, 2. Furthermore, the optimal strategy π∗s is a predictable process
that attains the infimum in (4.9) for (z, z̃) = (Zs, Z̃s).

Remark 4.4 BSDEs have been a rather popular tool to solve the utility maximization problem
under exponential utility, in a wide variety of settings (the exponential utility maximization
problem is connected to the popular minimal entropy martingale measure and to the Esscher
density). In the case that there are no jumps, i.e., np = 0, and there is no ambiguity, i.e.,
d+ = d− = λ = 0, our general solution above reduces to the solution obtained by Hu, Imkeller
and Müller [38]; see also El Karoui and Rouge [24]. These results have been generalized
for continuous price processes to continuous and non-continuous filtrations, see for instance,
Mania and Schweizer [53] and Becherer [4], in a purely risk-based setting. Recently, Morlais
[58] generalized the results by Becherer [4] by allowing for infinite activity jumps in the asset
price processes. However, none of these works allow for ambiguity, as opposed to our setting.
In the case that there are no jumps but there is (Brownian) ambiguity (i.e., np = d+ = d− = 0),
our general solution above reduces to the solution obtained by Müller [59].

In (4.7), the economic agent is ‘penalized’ on the one hand for the risk he faces (represented by
the γ-exponential utility) and on the other hand for the ambiguity he encounters (represented
by the sets C and D). As a result, the penalty in (4.9) features four terms (the terms with
plus sign):

(1.) The first term is due to the (local) risk coming from the Brownian motion. This term
would equal zero if the agent is not risk averse (i.e., if γ ↑ ∞) or if, after hedging, there
is no locally Gaussian randomness affecting the evaluation (i.e., if Zs − πsσs = 0).

(2.) The second term, ḡ1(s, Zs − πsσs), is due to the (local) model uncertainty about the
Brownian motion. This term would equal zero if the agent is not ambiguity averse, if
there is no model uncertainty about the distribution of the Gaussian part (i.e., if C = {0}),
or if, after hedging, there is no locally Gaussian randomness affecting the evaluation.

(3.) The third term,
∫
R\{0} ḡ2(s, x, Z̃s(x)− πsβs(x))np(s, dx), is due to the (local) model un-

certainty about the jumps. It would equal zero if the agent is not ambiguity averse, if
there is no model uncertainty about the distribution of the jump part (i.e., D = {0} and
d+ = d− = 0) or if, after hedging, there is no randomness due to the jump part affecting
the evaluation (i.e., if Z̃s − πsβs = 0).

(4.) The fourth term is due to the (local) risk coming from the jump part; it is the jump
analog of (1.).

Note that C, the set of alternative models for the drift q, is uniformly bounded. Con-
sequently, we must have that |ḡ1(s, z)| ≤ const|z|. Therefore, in (4.9), the economic agent is
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penalized quadratically, by |Zs − πsσs|2, due to the (local) risk coming from the Brownian
motion, and linearly by a penalty bounded by |Zs − πsσs|, due to the (local) model uncer-
tainty about the Brownian motion. Consequently, if |Zs − πsσs| is small, i.e., if there is ‘little’
Brownian randomness left after hedging, then the penalty due to ambiguity will be larger than
the penalty due to risk. From a Taylor expansion of the third and fourth terms in (4.9), it
may be seen that the same observation is true for the jump part. Therefore, if there is only
‘little’ randomness left after hedging, the evaluation is more (negatively) affected by ambiguity
than by risk. On the other hand, if there is ‘much’ Brownian randomness left after hedging,
(meaning that |Zs − πsσs| is large), then the penalty due to risk is of a higher order than the
penalty due to ambiguity. It is interesting to note, however, that the latter effect is not true
for the jump part, since the penalties for risk and ambiguity arising from the jump part are
of the same order if |Z̃s − πsβs| is large. Since the problem is again translation invariant, it is
straightforward to see that the indifference valuation is given by V0(F )− V0(0).

4.3 Logarithmic Utility Under Variational Preferences

We now consider predictable trading strategies ρ that represent the part of wealth (rather than
the absolute amount) invested in stock i. The admissible trading strategies are supposed to take
values in a compact set C̃ ⊂ R1×n. We assume that C̃β ∈ [−1 + δ,∞) for a δ > 0. We denote
the set of all admissible trading strategies by A; it is the set of all R1×n-valued predictable
processes ρ with ρt ∈ C̃, dP × dt a.s. The wealth process X(ρ) of a trading strategy ρ with
initial capital w0 satisfies

X
(ρ)
t = w0 +

n∑

i=1

∫ t

0
X

(ρ)
u−

ρi
u

Si
u−

dSi
u

= w0 +
∫ t

0
X

(ρ)
u−ρu(σudWu + budu) +

∫ t

0

∫

R\{0}
X

(ρ)
u−ρuβu(x)Ñp(dx, du).

It follows that

X
(ρ)
t = w0E

(∫ t

0
ρuσudWu +

∫ t

0
ρubudu +

∫ t

0

∫

R\{0}
ρuβu(x)Ñp(du, dx)

)
. (4.10)

We solve the optimization problem

Vt = ess supρ∈A ess infQ∈Q EQ

[
γ log

(
X

(ρ)
T

)
+

∫ T

t
r(s, qs, ψs)ds|Ft

]
, γ > 0, (4.11)

with r(s, qs, ψs) = r1(t, qs) +
∫
R\{0} r2(s, x, ψs(x))np(s, dx), satisfying (H1)-(H3). Let

f(s, z, z̃) : = inf
ρ∈C

{
− γρbs − γ

∫

R\{0}

[
log(1 + ρβs(x))− ρβs(x)

]
np(s, dx) (4.12)

+
γ

2
|ρσs|2 + g1(s, z − γρσs) +

∫

R\{0}
g2(s, x, z̃(x)− γ log(1 + ρβs(x)))np(s, dx)

}
.

We consider the BSDE

Yt = 0 +
∫ T

t
f(s, Zs, Z̃s)ds−

∫ T

t
ZsdWs −

∫ T

t
Z̃s(x)Ñp(ds, dx), t ∈ [0, T ]. (4.13)
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Theorem 4.5 The BSDE (4.13) has a unique solution (Y,Z, Z̃) and the solution to (4.11) is
given by

V0 = Y0 + γ log(w0).

Furthermore, the optimal strategy ρ∗s is a predictable process that attains the infimum in (4.12)
for (z, z̃) = (Zs, Z̃s).

Remark 4.6 In the case that there are no jumps and there is no ambiguity, problem (4.11) is
solved by Hu, Imkeller and Müller [38]. The case of ambiguity without jumps is considered by
Müller [59]. For the case of a degenerate jump distribution with a penalty function c given by
the relative entropy, see Jeanblanc, Matoussi and Ngoupeyou [41]. These results all occur as
special cases of our general solution provided above.

5 Decomposition of The Excess Return

Let us consider the case in which the trading set U is specified as [u1
lower, u

1
upper] × . . . ×

[un
lower, u

n
upper], for −∞ < ui

lower ≤ ui
upper < ∞, i = 1, . . . , n. That is, the economic agent is

allowed to buy (shortsell) at most an amount of ui
upper (ui

lower) of stock i. Suppose first that u
is linear. We then have that

f(s, z, z̃) = inf
ulower≤π≤uupper

{
− πbs + g1(s, z − πσs)

+
∫

R\{0}
g2(s, x, z̃(x)− πβs(x))np(s, dx)

}
. (5.1)

The function f consists of a penalty (the two terms with plus sign) minus a reward. Denote by
π∗s the optimal strategy attaining the infimum in (5.1). For the sake of simplicity, let us assume
that g1 and g2 are differentiable in their last component. For a bounded square-integrable z̃,
the Karush-Kuhn-Tucker conditions (see Theorem 28.3 in [64]) then imply that attaining the
infimum in (5.1) is equivalent to the existence of Lagrange multipliers 0 ≤ µ∗s, ζ∗s ∈ Rn such
that

0 = µ∗s − ζ∗s − bs − σs∂g1(s, z − π∗sσs)−
∫

R\{0}
∂g2(s, x, z̃(x)− π∗sβs(x))βs(x)np(s, dx), (5.2)

where the integral is understood componentwise. Furthermore, µ∗s, ζ∗s satisfy the complimentary
conditions, i.e.,

µ∗s · (π∗sσs − uupper)ᵀ = 0 and ζ∗s · (π∗sσs − ulower)ᵀ = 0, (5.3)

where uupper (ulower) denotes the vector consisting of the components ui
upper (ui

lower) and ·
denotes componentwise multiplication. Notice that we interchanged integration and differenti-
ation, which is permitted by the results on the subdifferential in Lemma A.7 in the Appendix.

Note that (5.2)-(5.3) is a convex optimization problem, which can be computed numerically
efficiently. In particular, (5.2) yields that the excess return must satisfy

bs = (µ∗s − ζ∗s )− σs∂g1(s, Zs − π∗sσs)

−
∫

R\{0}
∂g2(s, x, Z̃s(x)− π∗sβs(x))βs(x)np(s, dx). (5.4)
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Hence, under linear utility, the excess return can be decomposed into three parts: The first
term on the right-hand side of (5.4) is due to the trading constraints, the second term is an
ambiguity premium due to model uncertainty about the Brownian motion, and the third term
is an ambiguity premium due to model uncertainty about the jumps. Note that the Lagrange
multiplier µ∗s and ζ∗s represent the sensitivity of f , the difference between penalty and reward,
with respect to the upper and lower hedging constraints. Furthermore, σs∂g1(s, Zs − π∗sσs)
may be seen as the sensitivity with respect to the penalty arising from the locally Gaussian
part. Finally,

∫
R\{0} ∂g2(s, x, Z̃s(x) − π∗sβs(x))βs(x)np(s, dx) may be seen as the sensitivity

of the penalty arising from the jumps. Hence, (5.4) yields that the excess return is the sum
of the agent’s different sensitivities with respect to the constraints and to the two sources of
ambiguity.

Next, let us look at the case of an exponential utility function as considered in Section 4.2,
so that the economic agent is not only ambiguity averse but also risk averse. Using a similar
argument as above, it may be seen that we obtain the following decomposition of the excess
return:

bs =(µ∗s − ζ∗s )− σsZ
ᵀ
s − σsσ

ᵀ
s π∗s

γ
− σs∂ḡ1(s, Zs − π∗sσs)

−
∫

R\{0}
∂ḡ2(s, x, Z̃s(x)− π∗sβs(x))βs(x)np(s, dx)

−
∫

R\{0}

(
exp

{
Z̃s(x)− π∗sβs(x)

γ

}
− 1

)
βs(x)np(s, dx), (5.5)

where equality holds with respect to elements in the subgradients. Note that the first term on
the right-hand side of (5.5) is again due to the trading constraints. The second term is a risk
premium due to the risk arising from the Brownian motion, and the third term is an ambiguity
premium due to model uncertainty about the Brownian motion. Furthermore, the fourth term
is an ambiguity premium due to model uncertainty about the jumps, and the fifth term is a
risk premium due to the risk arising from the jump part.

In the case of a logarithmic utility as considered in Section 4.3, we obtain

bs =
µ∗s − ζ∗s

γ
−

∫

R\{0}

[
βs(x)

1 + ρ∗βs(x)
− βs(x)

]
np(s, dx) + σsσ

ᵀ
s ρ∗

− σs∂g1(s, z − γρ∗σs)

−
∫

R\{0}
∂g2(s, x, z̃(x)− γ log(1 + ρ∗βs(x))

βs(x)
1 + ρ∗βs(x)

np(s, dx). (5.6)

The different terms arising can be interpreted similarly as above. Multiplying both sides in
(5.4)-(5.6) by σᵀ

s (σsσ
ᵀ
s )−1, one obtains similar decompositions for the ‘market price of uncer-

tainty’.

6 Numerical Implementation

6.1 Some Analytics

Reconsider the setting of Section 5, with d = 1. The generalization to higher dimensions is
straightforward. Suppose further for simplicity that the jump component is time-homogeneous
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and features only finite activity jumps with degenerate jump size. In this case, we can integrate
with respect to a Poisson process dNt, instead of with respect to Ñ(dt, dx). Write dÑt :=
dNt − adt, where a is the intensity of N under P. Note that, for fixed ω and t, βt and Z̃t now
correspond to real numbers and not to functions. We furthermore assume that b, σ, and β do
not depend on ω and t.

6.1.1 Example 1:

Let p′ ≥ 2 and consider the penalty function

r(t, q, ψ) := α

(
1
p′
|q|p′ + {(1 + ψ) log(1 + ψ)− ψ}a

)
, α > 0.

For p′ = 2, this penalty function corresponds to the relative entropy (3.3). For p′ > 2, small
values of the drift q, which induces (jointly with ψ) the alternative probabilistic model, are
penalized less, while large values of q are penalized more. Let 1 < p ≤ 2 be such that
1/p + 1/p′ = 1. Then, with linear utility, the corresponding driver f in (5.1) reduces to

f(z, z̃) = inf
ulower≤π≤uupper

{
− πb +

1
pα
|z − πσ|p

+ α

(
exp{− 1

α
(πβ − z̃)} − 1 +

1
α

(πβ − z̃)
)

a

}
. (6.1)

One easily verifies the following proposition:

Proposition 6.1 Let hz,z̃ : R→ R be the function given by

hz,z̃(π) = −b +
σsign(πσ − z)

α
|πσ − z|p−1 − β

(
exp{− 1

α
(πβ − z̃)} − 1

)
a.

The driver function f in (6.1) is explicitly obtained by plugging π∗ := (ulower ∨h−1
z,z̃(0))∧uupper

into the right-hand side of (6.1), i.e., π∗ solves the optimization problem.

6.1.2 Example 2:

Next, let us look at the case of an exponential utility function and consider the set

C =
{
q ∈ R∣∣|q|∞ ≤ λ

}
. Hence, ḡ1(z) = λ|z|, for λ ≥ 0.

Furthermore, let D = {ψ|d− ≤ ψ ≤ d+}. The definition of D implies that for the new intensity
aQ, we have (1 + d−)a ≤ aQ = (1 + ψ)a ≤ (1 + d+)a. Hence,

ḡ2(π, z̃) := γ max
(
d+(−1 + exp{−1

γ
(πβ − z̃)}), d−(−1 + exp{−1

γ
(πβ − z̃)})

)
.

Robust exponential utility functionals are also considered in Laeven and Stadje [47]. Then the
driver function corresponding to the optimal portfolio choice is given by (cf. (4.9))

f(z, z̃) = inf
ulower≤π≤uupper

{
− πb +

1
2γ
|z − πσ|2 + λ|z − πσ|

+
(

γ
(
exp{−1

γ
(πβ − z̃)} − 1 +

1
γ

(πβ − z̃)
)

+ ḡ2(π, z̃)
)

a

}
. (6.2)
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To solve minimization problem (6.2), we take the derivative with respect to π, set it equal to
zero, and divide by σ2. This yields

0 ∈ − b

σ2
+

1
γ

(π∗ − z

σ
)− λ

σ
sign(

z

σ
− π∗) +

β

σ2
a

− β

σ2
a
(
1 + d+I{z̃>πβ} + d−I{z̃<πβ} + I{z̃=πβ}[d−, d+]

)
exp{−π∗β − z̃

γ
} := hz,z̃(π∗).

One easily verifies the following proposition:

Proposition 6.2 The driver function f in (6.2) is explicitly obtained by plugging π∗ :=
(ulower ∨ h−1

z,z̃(0)) ∧ uupper into the right-hand side of (6.2), i.e., π∗ solves the optimization
problem.

We note that in this example h−1
z,z̃(0) can be computed, for instance, by using Newton’s algo-

rithm for every (z, z̃) ∈ R2.

6.2 Algorithm

In the simplified setting of this section, we can write (4.6) as

Yt = F −
∫ T

t
f(s, Zs, Z̃s)ds +

∫ T

t
ZsdWs +

∫ T

t
Z̃sdÑs, t ∈ [0, T ]. (6.3)

Assume that F = H(WT , NT ) for a function H : R2 → R. The discrete-time BS∆E correspond-
ing to (6.3) is given by

Yih = Y(i+1)h − f(ih, Zih, Z̃ih)h + Zih∆W(i+1)h + Z̃ih∆Ñ(i+1)h. (6.4)

Taking conditional expectations on both sides, we obtain

Yih = E
[
Y(i+1)h|Fih

]− f(ih, Zih, Z̃ih)h. (6.5)

We solve (6.4)-(6.5) by backward recursion, using a ‘Longstaff-Schwartz type’ of regression.
For similar (yet slightly different) approaches in the case of a Brownian filtration, see Bender
and Steiner [5] and the references therein.

Define an equi-spaced time grid {0, h, 2h, 3h, . . . , T} consisting of L+1 points with T = Lh.
Simulate M paths of the Brownian motion W and the Poisson process N , generating values
wi,k and ni,k, where wi,k (ni,k) is the value of the k-th path of the Brownian motion (Poisson
process) at time ih. Denote by ∆n(i+1),k = n(i+1),k − ni,k and define ∆w(i+1),k similarly. We
aim to compute the corresponding yi,k, and we know that, at maturity, yT,k = H(wT,k, nT,k).
For this purpose, we first compute approximations to E

[
Y(i+1)h|Fih

]
, Zih and Z̃ih, depending

on the simulated paths. This proceeds in the following way. It follows from (6.4)-(6.5) that

Y(i+1)h − E
[
Y(i+1)h|Fih

]
= −Zih∆W(i+1)h − Z̃ih∆Ñ(i+1)h.

But this entails that we can obtain E
[
Y(i+1)h|Fih

]
, −Zih and −Z̃ih as the argmin of the

minimization problem

min
aih,bih,cih

E
[(

Y(i+1)h − aih − bih∆W(i+1)h − cih∆Ñ(i+1)h

)2
|Fih

]
, (6.6)
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with the minimum attained in a∗ih := E
[
Y(i+1)h|Fih

]
, b∗ih := −Zih and c∗ih := −Z̃ih.

Since all the quantities involved are Fih measurable and the problem is Markov, there exist
functions A,B, C : R2 → R such that A(Wih, Nih) = E

[
Y(i+1)h|Fih

]
, B(Wih, Nih) := −Zih and

C(Wih, Nih) := −Z̃ih. We fix K ∈ N and assume that there exists constants aj1,j2 , bj′1,j′2 , cj̄1,j̄2 ∈
R such that E

[
Y(i+1)h|Fih

] ≈ ∑K
j1=0,j2=0 aj1,j2W

j1
ih N j2

ih , −Zih ≈
∑K

j′1=0,j′2=0 bj′1,j′2W
j′1
ih N

j′2
ih , and

−Z̃ih ≈
∑K

j̄1=0,j̄2=0 cj̄1,j̄2W
j̄1
ih N j̄2

ih . Then (6.6) suggests to calculate the desired approximations
to E

[
Y(i+1)h|Fih

]
, Zih and Z̃ih, given our simulated paths and yi+1,k, using the following

algorithm:

min
aj1,j2

,bj′1,j′2
,cj̄1,j̄2

M∑

k=0

(
y(i+1),k −

K∑

j1=0,j2=0

aj1,j2w
j1
i,kn

j2
i,k −

K∑

j′1=0,j′2=0

bj′1,j′2

[
w

j′1
i,kn

j′2
i,k∆wi+1,k

]

−
K∑

j̄1=0,j̄2=0

cj̄1,j̄2

[
wj̄1

i,kn
j̄2
i,k(I{∆n(i+1),k=0} − ah)

])2
. (6.7)

Note that this is a linear least squares regression in the 3(K + 1)2 constants aj1,j2 , bj′1,j′2 , cj̄1,j̄2 .
(Of course, other choices of basis functions and other types of regressions are also possible.)

Denote the constants that attain the minimum in (6.7) by a∗, b∗, c∗ and set E
[
Y(i+1)h|Fih

] ≈
∑K

j1=0,j2=0 a∗j1,j2
wj1

i,kn
j2
i,k, Zih ≈ −∑K

j′1=0,j′2=0 b∗j′1,j′2
w

j′1
i,kn

j′2
i,k, and Z̃ih ≈ −∑K

j̄1=0,j̄2=0 c∗̄
j1,j̄2

wj̄1
i,kn

j̄2
i,k.

Finally, by (6.5), one can then calculate yi,k by

yi,k =
K∑

j1=0,j2=0

a∗j1,j2w
j1
i,kn

j2
i,k − f

(
ih,−

K∑

j′1=0,j′2=0

b∗j′1,j′2
w

j′1
i,kn

j′2
i,k,−

K∑

j̄1=0,j̄2=0

c∗̄j1,j̄2
wj̄1

i,kn
j̄2
i,k

)
h. (6.8)

6.3 Some Numerical Results

We show below numerical results for various special cases of Example 2 in Subsection 6.1.2.
We consider a European put option with strike price 2 and time-to-maturity of 0.5 years. We
take b = 0.04, σ = 0.2, a = 1, β = 0.03, uupper = 10 and ulower = 0. The number of
simulations is 10,000. Figure 1 plots Y0 as a function of γ. We consider subsequently the case
of (i) no ambiguity (λ = d+ = d− = 0), no hedge; (ii) no ambiguity (λ = d+ = d− = 0),
with hedge; (iii) Brownian ambiguity only (λ = 0.05, d+ = d− = 0), with hedge; (iv) jump
ambiguity only (λ = 0, d+ = 0.5, d− = −0.25), with hedge; (v) both Brownian ambiguity
and jump ambiguity (λ = 0.05, d+ = 0.5, d− = −0.25), with hedge. In the limit, as γ
tends to infinity, the risk-averse γ-exponential utility maximizer becomes risk-neutral: (vi)
no ambiguity (λ = d+ = d− = 0), risk neutrality (asymptote γ = ∞), no hedge; (vii) no
ambiguity (λ = d+ = d− = 0), risk neutrality (asymptote γ = ∞), with hedge. The figure
shows clearly that risk aversion and ambiguity aversion decrease the evaluation, and that
hedging opportunities increase the evaluation.
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A Appendix

A.1 Preliminaries

Let k ∈ N and define X := Rk. Denote by X ∗ the topological dual of X , which can be
identified with Rk. For a convex function f : X → R ∪ {∞}, we define its subgradient as
∂f(x) = {x∗ ∈ X ∗|f(y) − f(x) ≥ x∗(y) − x∗(x) for all y ∈ X}. Since x∗(x) can be identified
with the scalar product of vectors x∗ and x, we sometimes write x∗ x. If the function has
several arguments, then the subdifferential should be taken with respect to the components in
which the function is convex. For example, if f(t, x) is convex in x, then we define ∂f(t, x) =
{x∗ ∈ X ∗|f(t, y)− f(t, x) ≥ x∗(y − x) for all y ∈ X}. For a convex function f : X → R ∪ {∞}
not identical infinity, we denote by f∗(x∗) = supx∈X {x∗(x) − f(x)} the dual conjugate of f
mapping from X ∗ to R∪{∞}. Again, if the function has several arguments, the dual conjugate
should be taken with respect to the components in which the function is convex. The next
result can be found in Rockafellar [64], Theorem 23.5.

Proposition A.1 Let f : X → R∪{∞} be a convex and lower-semicontinuous function. Then
for every x∗0 ∈ X ∗ and x0 ∈ X , the following statements are equivalent:

(i) x0 ∈ ∂f∗(x∗0);

(ii) x∗0 ∈ ∂f(x0);

(iii) f(x0) = maxx∗∈X ∗{x∗(x0)− f∗(x∗)} = x∗0(x0)− f∗(x∗0);

(iv) f∗(x∗0) = maxx∈X {x∗0(x)− f(x)} = x∗0(x0)− f(x0).

Let us recall some definitions:

Definition A.2 A predictable process H : [0, T ]×Ω → R is called locally integrable if
∫ T
0 |Hs|2ds

< ∞ a.s. A P ⊗ B(R \ {0})-measurable function H̃ : [0, T ]× Ω× R \ {0} → R is called locally
integrable if

∫ T
0

∫
[−1,1]\{0} |H̃s(x)|2np(s, dx)ds < ∞ and

∫ T
0

∫
R\[−1,1] |H̃s(x)|np(s, dx)ds < ∞ a.s.

Definition A.3 We call a martingale M a BMO(P ) if there exists a constant c > 0 such that

E [〈M〉T − 〈M〉σ |Fσ] ≤ c, |∆Mσ|2 ≤ c for all stopping times σ.

Furthermore, we call Z : [0, T ]×Ω → R a BMO(P ) process if Z is predictable and there exists
a constant C > 0 such that for every stopping time σ we have E

[∫ T
σ |Zs|2ds|Fσ

]
≤ C. We

call Z̃ : [0, T ] × Ω × R \ {0} → R a BMO(P ) function if Z̃ is P ⊗ B(R \ {0})-measurable,
bounded, and there exists a constant C > 0 such that for every stopping time σ we have
E

[∫ T
σ

∫
R\{0} |Z̃s(x)|2np(s, dx)ds|Fσ

]
≤ C.

If Z and Z̃ are in L2(dP ×ds) and L2(dP ×np(s, dx)×ds), respectively, then Mt =
∫ t
0 ZsdWs +∫ t

0

∫
R\{0} Z̃s(x)Ñ(s, dx) is a square-integrable martingale. Furthermore, if Z is a BMO(P )

processes and Z̃ is a BMO(P ) function, then M is a BMO(P ) martingale. We need the
following result, also known as Kazamaki’s [44] criterion.

Theorem A.4 If M is a BMO(P ) and there exists a δ > 0 such that ∆M > −1 + δ then
the stochastic exponential of M , E(Mt), is a uniformly integrable martingale. Furthermore,
E(MT ) > 0.
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A.2 Proofs

We define

(q ·W )t :=
∫ t

0
qsdWs and (Z̃ · Ñp)t :=

∫ t

0

∫

R\{0}
Z̃s(x)Ñp(ds, dx).

We denote Φ(x) := exp{x}−x−1 ≥ 0 for x ∈ R, and Ψ(x) := Φ∗(x) = (1+x) log(1+x)−x ≥ 0
for x ≥ −1 and infinity else. The Fenchel dual inequality implies that for all x, y ∈ R,

xy ≤ Ψ(x) + Φ(y). (A.1)

To prove Theorem 4.1 we need the following inequalities:

Lemma A.5 The following inequalities hold for all C, α, λ > 0:

exp
{x

α

}
− x

α
− 1 ≤ x2

α2
exp

{
C

α

}
, for all x ∈ [−C, C]; (A.2)

x2 ≤ 2α2eC/α
[
exp

{x

α

}
− x

α
− 1

]
, for all x ∈ [−C,C]; (A.3)

|ex/λ − 1| ≤ eC/λ |x|
λ

, for all x ∈ (−∞, C]. (A.4)

Proof. As eC/α > 1, the first inequality can be seen from the sum expansion of the LHS (left-
hand side) for |x|

α < 1. For |x|
α ≥ 1, one easily verifies that already exp{C/α} is an upper bound

for the LHS in the first inequality. The second inequality for x > 0 can also be seen from
the sum expansion of the RHS (right-hand side). For x < 0, one can compare the derivatives
of the functions f1(x) = x2 and f2(x) = 2α2eC/α[exp{ x

α} − x
α − 1]. Then f ′1(x) = 2x and

f ′2(x) = 2αeC/α(exp{ x
α} − 1). Now f ′1(0) = 0 = f ′2(0) and f ′1(−C) > f ′2(−C). As f ′2 is convex

and f ′1 is linear this entails that f ′1(x) ≥ f ′2(x) for all x ∈ [−C, 0]. Therefore, for x ∈ [−C, 0],
f1(x) = − ∫ 0

x f ′1(y)dy ≤ − ∫ 0
x f ′2(y)dy = f2(x). This shows (A.3) for x ∈ [−C, 0]. Finally, to see

(A.4), define f̂1(x) := |ex/λ−1| and f̂2(x) := eC/λ |x|
λ . Then f̂1(0) = 0 = f̂2(0). Furthermore, for

x ∈ (0, C], we have f̂ ′1(x) = ex/λ

λ ≤ eC/λ

λ = f̂ ′2(x). For x < 0, f̂ ′1(x) = − ex/λ

λ ≥ − eC/λ

λ = f̂ ′2(x).
From these inequalities (A.4) follows. 2

Corollary A.6 Suppose that K̃ is in L2,∞ (see Section 2) and is bounded. Then
∥∥∥∥∥sup

t

∫

R\{0}
Φ(K̃t(x))np(t, dx)

∥∥∥∥∥
∞

< ∞,

∥∥∥∥∥sup
t

∫

R\{0}
Φ2(K̃t(x))np(t, dx)

∥∥∥∥∥
∞

< ∞.

Proof. The first statement follows immediately from (A.2) and the definition of L2,∞. Further-
more, if K̃ is bounded by a constant, say C, then (A.2) and the fact that Φ(x) ≥ 0 yields

Φ2(K̃t(x)) ≤ K̃4
t (x) exp{2C} ≤ K̃2

t (x)C2 exp{2C}.
As K̃ ∈ L2,∞, the second statement follows. 2

For a driver function g(t, z, z̃) = g1(t, z) +
∫
R\{0} g2(t, x, z̃(x))np(t, dx) of a BSDE with jumps,

the following properties play an important role, while proving Theorem 4.1:
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(a) 0 ≤ gi for i = 1, 2 and g1(t, 0) = g2(t, x, 0) = 0 for all t, x.

(b) There exist K̄, K2 > 0 and a bounded Ã ∈ L2,∞ such that for all t ∈ [0, T ], a.s. all ω, all
z ∈ R1×d, and all B(R \ {0})-measurable z̃ : R \ {0} → R we have

g1(t, ω, z) ≤ K̄(1 + |z|2) and g2(t, ω, x, z̃(x)) ≤ Ãt(ω, x) + K2

(
exp

{
z̃(x)
K2

}
− z̃(x)

K2
− 1

)
.

(c) (i) For every t, we have that g1(t, ·) and g2(t, x, ·) are convex and continuous. Fur-
thermore, ∂g1(t, ·) and ∂g2(t, x, ·) are always nonempty. We also write ∂g1(t, z)
and ∂g2(t, x, y) where the subdifferential should be taken with respect to the last
components, z and y, respectively.

(ii) g1 and g2 have modifications such that for every z, x, y the mappings (t, ω) →
g2(t, ω, z) and (t, ω) → g2(t, ω, x, y) are predictable.

(d) There exists K̄1 > 0 such that for every t ∈ [0, T ], a.s. all ω, and all z ∈ R1×d we have
that

|a| ≤ K̄1(1 + |z|), for all a ∈ ∂g1(t, ω, z).

(e) For every C > 0, there exists a bounded function (H̃s(x)) in L2,∞ and C̄, K̄2, ε > 0 such
that for every t ∈ [0, T ], a.s. all ω, all x ∈ R, y ∈ [−C, C], and a ∈ ∂g2(t, ω, x, y) we have

|a| ≤ H̃t(ω, x) + K̄2|y|,
(−1 + ε) ≤ a ≤ C̄.

We will see later that assumption (a) may be relaxed and assumption (b) may be replaced by

(b’) For every C > 0, there exists a bounded Ã ∈ L2,∞ and K ′′ > 0 such that for all t, a.s.
all ω, and all x,

g2(t, ω, x, a) ≤ Ãt(ω, x) + K ′′a2 for all a ∈ [−C,C]. Furthermore,
g1(t, ω, z) ≤ K̄(1 + |z|2) for all z ∈ R1×d.

Note that assumptions (b’), (d), and (e) are generalizations of Kobylanski’s [46] quadratic
growth conditions to a setting with infinite activity jumps.

Lemma A.7 Under the assumptions (H1)-(H3), g1 and g2 defined in (4.2)-(4.3) satisfy (a)-
(e).

Proof. (a): By (4.2), g1(t, 0) = − infq r1(t, q) = 0, where the last equality is satisfied by (H1).
As 0 ∈ ∂r1(t, 0), by Proposition A.1 we get that 0 ∈ ∂g1(t, 0). In particular, the convex function
g1 has its global minimum in zero. It follows that g1 ≥ 0. The proof for g2 is similar.

(b): We write

g2(t, ω, x, z̃(x)) = sup
y∈R

{z̃(x)y − r2(t, ω, x, y)}

≤ Ãt(ω, x) + K2 sup
y∈R

{
z̃(x)
K2

y − (1 + y) log(1 + y) + y

}

= Ãt(ω, x) + K2

[
exp

{
z̃(x)
K2

}
− z̃(x)

K2
− 1

]
,
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where we used (H2) in the inequality. The inequality for g1 follows similarly.
(c)(i): Clearly, g1 and g2 are convex in their last arguments. By (b), g1 and g2 are real-

valued functions. Since g1 and g2 are convex it is well-known that this implies that g1 and g2

are continuous and subdifferentiable.
(c)(ii): Let us show that the mappings (s, ω) → g1(s, ω, z) and (s, ω) → g2(s, ω, x, y) are

predictable. We prove this by arguing that the supremum in (4.2)-(4.3) can be restricted to
be taken over a countable set of predictable mappings. Let M = {(s, ω, q)|r1(s, ω, q) < ∞}.
Note that M is a P ⊗ B(R \ {0}) measurable set. Enumerate Qd with {q1, q2, . . .}. Denote by
dist(·,Ms,ω) the Euclidean distance to the closed set Ms,ω = {q ∈ Rd|r1(s, ω, q) < ∞}. For
j = 1, 2, . . . define the mapping fj(s, ω) := dist(qj ,Ms,ω). By a measurable selection theorem
for every j we may choose a predictable process q̂j(s, ω) ∈ Ms,ω such that

fj(s, ω) = |qj − q̂j(s, ω)|.
We claim that for every (s, ω) the set Bs,ω := {q̂1(s, ω), q̂2(s, ω), . . .} is dense in Ms,ω. To see
this, let q ∈ Ms,ω and let ε > 0. As Qd is dense in Rd, there exists a j ∈ N such that the
corresponding qj is in an ε-environment of q. Therefore,

|q̂j(s, ω)− q| ≤ |q̂j(s, ω)− qj |+ |qj − q| ≤ 2ε,

where we used in the last inequality that |q̂j(s, ω) − qj | ≤ |q − qj | ≤ ε by the definition of q̂j

and the fact that q ∈ Ms,ω. In particular, for every (s, ω) we have that {q̂1(s, ω), q̂2(s, ω), . . .}
is dense in Ms,ω. Next, we claim that

g1(s, ω, z) = sup
j=1,2...

{zqj(s, ω)− r1(s, ω, qj(s, ω))}. (A.5)

Clearly, by definition g1 is larger than or equal to the RHS. However, since the subgradient of
g1 is nonempty, for fixed (s, ω, z), there exists q∗ ∈ ∂g1(s, ω, z) such that

g1(s, ω, z) = zq∗ − r1(s, ω, q∗), (A.6)

see Proposition A.1. Now the fact that {q1(s, ω), q2(s, ω), . . .} is a basis for the domain of
r1(s, ω, ·), and the assumption that r1 is continuous on its domain entail that the RHS of
(A.5) is larger than the RHS of (A.6). Therefore, indeed (A.5) holds. As g1 by (A.5) is the
supremum of predictable processes, (s, ω) → g1(s, ω, z) can be identified with a predicable
process for every z. Since, by (c)(i), g1 is continuous in z, g1 is determined by the z ∈ Qd.
Thus, a modification can be chosen being predictable for all z. Similarly, the statement follows
for (s, ω) → g2(s, ω, x, y) with fixed x, y ∈ R.

(d): By Proposition A.1, we have for t, ω and z that q ∈ ∂g1(t, ω, z) if and only if z ∈
∂r1(t, ω, q). Therefore, (H3) yields |z| ≥ −K̂1 + K̂2|q|. Thus, indeed |q| ≤ K̂1 + |z|

K̂2
.

(e): For t, ω, y ∈ [−C,C], and x ∈ R choose a ∈ R with a ∈ ∂g2(t, ω, x, y). By Proposition
A.1, we have then that y ∈ ∂r2(t, ω, x, a). Therefore, (H3) yields

|y| ≥ −K̃t(ω, x) + K̂4| log(1 + a)|.
Now as K̃t is uniformly bounded by a constant, say C̄, we must have that for all t ∈ [0, T ], a.s.
all ω, y ∈ [−C, C] and x ∈ R that the corresponding a ∈ ∂g2(t, ω, x, y) is uniformly bounded,
and bounded away uniformly from 0. Furthermore, by (A.4) we get

|a| ≤
∣∣∣ exp

( |y|+ K̃t(ω, x)
K̂4

)
− 1

∣∣∣ ≤ e(C+C̄)/K̂4
|y|+ K̃t(ω, x)

K̂4

.
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This shows (e). 2

Remark A.8 Property (b) entails that there exist K ′,K2 > 0 such that for all t ∈ [0, T ], a.s.
all ω, all z ∈ R1×d and B(R \ {0})-measurable z̃ : R \ {0} → R

g1(t, ω, z) +
∫

R\{0}
g2(t, ω, x, z̃(x))np(t, ω, dx)

≤ K ′(1 + |z|2) + K2

∫

R\{0}

(
exp

{
z̃(x)
K2

}
− z̃(x)

K2
− 1

)
np(t, ω, dx). (A.7)

Remark A.9 If g1 and g2 are real-valued, and convex in their last component, then for their
subgradients many of the ‘normal’ rules for differentiation apply, see Theorem 23.8 and Theorem
23.9 in Rockafellar [64].

The next lemma can be proved similarly as Lemma A.7.

Lemma A.10 Suppose that we start with functions g1(t, z) and g2(t, x, z̃) satisfying (c) and
denote by r1 and r2 the corresponding dual conjugates, i.e., for t ∈ [0, T ] we set

r1(t, q) : = sup
z∈R1×d

{
zq − g1(t, z)

}
, for q ∈ Rd;

r2(t, x, a) : = sup
y∈R

{
ya− g2(t, x, y)

}
, for x, a ∈ R.

Then property (b) implies that there exist constants K1, K2, K3 > 0 such that for all t, a.s. all
ω, all q and all B(R \ {0})-measurable ψ : R \ {0} → [−1,∞) we have

r1(t, ω, q)+
∫

R\{0}
r2(t, ω, x, ψ(x))np(t, ω, dx)

≥ −K1 + K2|q|2 + K3

∫

R\{0}
[(1 + ψ(x)) log(1 + ψ(x))− ψ(x)]np(t, ω, dx).

From the definition of variational preferences in (2.3), with u = id, and (H1) we get

Ut(F ) = ess inf
{

EQ

[
F +

∫ T

t

[
r1(s, qs)

+
∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds|Ft

]∣∣∣∣Q ¿ P

}
, (A.8)

which is the object under consideration in Theorem 4.1. For a measure Q ¿ P , let Dt =
E

[
dQ
dP |Ft

]
and τ = inf{t ∈ [0, T ]|Dt = 0} ∧ T.

Lemma A.11 For T > t ≥ τ we have that Dt = 0. Furthermore, if τ∗ = inf{t > 0|Dt− =
0} ∧ T then τ = τ∗.

Proof. From the martingale stopping theorem for T > t,

E
[
DtI{t≥τ} + DtI{t<τ}

]
= E [Dt] = 1 = E [Dt∧τ ] = E

[
DtI{t<τ}

]
.
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Thus, E
[
DtI{t≥τ}

]
= 0. As D is non-negative, the first part of the lemma follows. To see the

second part note that the only possibility for τ 6= τ∗ is that, for fixed ω, the left-hand limit of the
process D is zero at a time instance t, but D jumps (upwards) so that Dt− = 0 < Dt. In other
words, for the increasing sequence of stopping times τm := inf{t > 0|Dt ∈ (1/m, 0)}∧(T−1/m)
we have that D jumps at τ ′ := limm τm. However, as τ ′ > τm, τ ′ is a predictable stopping time,
see Ch. III in Protter [63]. As the jumps of D are totally inaccessible, since they are induced
by a (inhomogeneous) Poisson random measure, τ ′ a.s. cannot coincide with a jump time. 2

The next two lemmas are the analogues of Lemma 2.1 and Proposition 2.1 in Delbaen, Hu and
Bao [19]. They are proved there in a Brownian setting but the proofs also hold in our setting
with obvious modifications:

Lemma A.12 Suppose that (H1) holds. Then for any stopping time σ and F ∈ L∞(FT ),

Uσ(F ) = ess inf

{
EQ

[
F +

∫ τ

σ

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds|Fσ

] ∣∣∣∣Q ∼ P

}
,

where Q ∼ P means that Q and P are equivalent in the sense that they share the same zero
sets.

Lemma A.13 Suppose that (H1) holds. Then for any F ∈ L∞(FT ) the process Ut(F ) defined
by (A.8) has the following properties:

(1) For all Q ¿ P we have that Ut(F ) +
∫ τ∧t
0

[
r1(s, qs) +

∫
R\{0} r2(s, x, ψs(x))np(s, dx)

]
ds is

a Q-submartingale.

(2) If there is a probability measure Q ¿ P with

U0(F ) = EQ

[
F +

∫ τ

0

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds

]
,

then Ut(F ) +
∫ τ∧t
0

[
r1(s, qs) +

∫
R\{0} r2(s, x, ψs(x))np(s, dx)

]
ds is a Q-martingale.

As ri are non-negative and r1(t, 0) = r2(t, x, 0) = 0, clearly, for any m ∈ R and for any
t, we have Ut(m) = m. Furthermore, U is monotone in the sense that F ≤ G implies that
Ut(F ) ≤ Ut(G). Therefore, for any F ∈ L∞(FT ) we have that |Ut(F )| ≤ ||F ||∞. Thus, we can
apply the Doob-Meyer decomposition theorem to obtain that there exists a unique predictable
increasing process At with A0 = 0 and a local martingale Mt with M0 = 0 such that

Ut(F ) = U0(F ) + At −Mt. (A.9)

For k > 0, set Ck = {Q ¿ P |EQ

[∫ T
0

[
r1(s, qs) +

∫
R\{0} r2(s, x, ψs(x))np(s, dx)

]
ds

]
≤ k}. Now

(H2) entails that for every fixed k there is a constant C̄ > 0 such that for every Q ∈ Ck,

EQ

[∫ T

0

(
|qs|2ds +

∫

R\{0}
Ψ(ψs(x))np(s, dx)

)
ds

]
≤ C̄, (A.10)

with Ψ(x) = (1 + x) log(1 + x) − x for x ≥ 1. Denote ÑQ
p (dt, dx) := Ñp(dt, dx) − (1 +

ψt(x))np(t, dx)dt. By Jacod and Shiryaev [40], Ch. 3, Th. 3.11 and Lemma 3.14 for bounded
locally integrable functionals, integrals with respect to ÑQ

p (dt, dx) give rise to local martingales
with respect to Q. The next lemma shows that the local martingale in (A.9) is in fact a BMO(P )
martingale. It prepares Theorem A.21, which is a key step in the proof of Theorem 4.1.
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Lemma A.14 Assume that the process J is a semi-martingale, bounded by a constant C̃, with
Doob-Meyer decomposition J = J0 + A − M and A is increasing or decreasing. Then there
exist a BMO(P ) process Z and a BMO(P ) function Z̃ such that

Mt =
∫ t

0
ZsdWs +

∫ t

0

∫

R\{0}
Z̃s(x)Ñp(ds, dx). (A.11)

Furthermore, for every k ∈ N and Q ∈ Ck, we have that Z ∈ L2(dQ × ds) and Z̃ ∈ L2(dQ ×
nQ

p (s, dx)× ds).

Proof. We only prove the lemma for A increasing. The case that A is decreasing follows
by considering −J. By the (local) martingale representation theorem, there exist predictable
processes Z and Z̃ such that Mt = (Z · W )t + (Z̃ · Ñp)t. Note that the jumps of M are all
totally inaccessible. Since A is predictable, a jump of M cannot coincide with a jump of A. As
the jumps of J are uniformly bounded (since J is uniformly bounded), the jumps of M must
be uniformly bounded too. In particular, M is locally square-integrable. This implies that we
may choose Z and Z̃ in (A.11) such that

P

[∫ T

0
|Zs|2ds < ∞

]
= 1 and P

[∫ T

0

∫

R\{0}
|Z̃s(x)|2np(s, dx)ds < ∞

]
= 1.

Since M cannot have a jump greater than 2||J ||S∞ we also have that |Z̃| ≤ 2C̃.
We first start our analysis for general Q ∈ Ck with corresponding q and ψ. (Note that this

includes the case that Q = P , since then q = ψ = 0.) For every m ∈ N, define

σm = inf
{

t ≥ 0|
∫ t

0

∫

R\{0}
|Zs|2ds ≥ m and

∫ t

0

∫

R\{0}
|Z̃s(x)|2np(s, dx)ds ≥ m

}
.

Then σm → ∞ P -a.s. and therefore also Q-a.s. as m tends to infinity. Clearly, (Z ·WQ)t∧σm

is a square-integrable Q-martingale. That (Z̃ · ÑQ)t∧σm is a square-integrable Q-martingale as
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well, may be seen from:

EQ

[ ∫ T∧σm

0

∫

R\{0}
|Z̃s(x)|2nQ

p (s, dx)ds

]

= EQ

[∫ T∧σm

0

∫

R\{0}
|Z̃s(x)|2(1 + ψs(x))np(s, dx)ds

]

≤ m + EQ

[∫ T∧σm

0

∫

R\{0}
|Z̃s(x)|2ψs(x)np(s, dx)ds

]

≤ m + EQ

[∫ T∧σm

0

∫

R\{0}
[Φ(|Z̃s(x)|2) + Ψ(ψs(x))]np(s, dx)ds

]

≤ m + C̄ + EQ

[∫ T∧σm

0

∫

R\{0}
Φ(|Z̃s(x)|2)ds

]

≤ m + C̄ + EQ

[∫ T∧σm

0

∫

R\{0}
exp(4||J ||2S∞)|Z̃s(x)|4ds

]

≤ m + C̄ + 4||J ||2S∞ exp(4||J ||2S∞)EQ

[∫ T∧σm

0
|Z̃s(x)|2ds

]

< m + C̄ + 4||J ||2S∞ exp(4||J ||2S∞)m,

with Φ(x) = ex − x − 1. In the first inequality, we used the definition of σm. In the second
inequality, we applied (A.1). In the third inequality, we used (A.10). In the fourth inequality,
we used (A.3) and that |Z̃|2 is bounded by 4||J ||2S∞ . In the fifth inequality, we applied again
that |Z̃|2 is bounded by 4||J ||2S∞ . In the last inequality, we used the definition of σm. It follows
that indeed (Z̃ · ÑQ)t∧σm is a square-integrable Q-martingale. Therefore,

MQ
t := Mt −

∫ t

0
Zsqsds−

∫ t

0

∫

R\{0}
Z̃s(x)ψs(x)np(s, dx)ds = (Z ·WQ)t + (Z̃ · ÑQ)t

is a locally square-integrable martingale with local stopping times σm. Next, choose C as in
Lemma A.16 below (with Ā = 2||J ||S∞). Note that, by (A.1),

−ψ(x)z̃(x) = −C

(
ψ(x)

z̃(x)
C

)
≥ −CΨ(ψ(x))− CΦ

(
z̃(x)
C

)
. (A.12)

29



Now, by Itô’s generalized formula, for any stopping times σ and σm we have that Q-a.s.

exp(JT∧σm) = exp(Jσ∧σm)−
∫ T∧σm

σ∧σm

exp(Js−)dMs +
∫ T∧σm

σ∧σm

exp(Js−)dAs

+
∫ T∧σm

σ∧σm

exp(Js−)
(1

2
|Zs|2 +

∫

R\{0}
(exp{−Z̃s(x)} − 1 + Z̃s(x))np(s, dx)

)
ds

= exp(Jσ∧σm)−
∫ T∧σm

σ∧σm

exp(Js−)dMQ
s +

∫ T∧σm

σ∧σm

exp(Js−)dAs

+
∫ T∧σm

σ∧σm

exp(Js−)
(1

2
|Zs|2 − qsZs −

∫

R\{0}
Z̃s(x)ψs(x)np(s, dx)

+
∫

R\{0}
(exp{−Z̃s(x)} − 1 + Z̃s(x))np(s, dx)

)
ds. (A.13)

Taking conditional expectations on both sides in (A.13) yields

EQ [exp(JT∧σm)|Fσ∧σm ]

= exp(Jσ∧σm) + EQ

[ ∫ T∧σm

σ∧σm

exp(Js−)dAs +
∫ T∧σm

σ∧σm

exp(Js−)
(1

2
|Zs|2 − qsZs

+
∫

R\{0}
[−Z̃s(x)ψs(x) + Φ(−Z̃s(x))]np(s, dx)

)
ds

∣∣∣∣Fσ∧σm

]
. (A.14)

As J is bounded by C̃, (A.14) entails that

EQ [exp(JT∧σm)|Fσ∧σm ]

≥ exp(−C̃) + EQ

[
e−C̃

(
AT∧σm −Aσ∧σm

)

+
∫ T∧σm

σ∧σm

exp(Js−)
(1

4
|Zs|2 − 4|qs|2 +

∫

R\{0}
[−Z̃s(x)ψs(x) + Φ(−Z̃s(x))]np(s, dx)

)
ds|Fσ∧σm

]

≥ exp(−C̃) + EQ

[
e−C̃

(
AT∧σm −Aσ∧σm

)
+

∫ T∧σm

σ∧σm

(e−C̃

4
|Zs|2 − 4eC̃ |qs|2

+ eJs−
∫

R\{0}

{
− CΨ(ψs(x))− CΦ(

Z̃s(x)
C

) + Φ(−Z̃s(x))
}

np(s, dx)
)
ds|Fσ∧σm

]

≥ exp(−C̃) + EQ

[
e−C̃

(
AT∧σm −Aσ∧σm

)
+

∫ T∧σm

σ∧σm

(e−C̃

4
|Zs|2 − 4eC̃ |qs|2

+
∫

R\{0}

[− CeC̃Ψ(ψs(x)) + Be−C̃ |Z̃s(x)|2]np(s, dx)
)
ds|Fσ∧σm

]
, (A.15)

where B > 0 in the last inequality stems from Lemma A.16. In the first inequality, we used
|ab| ≤ 4a2 + b2

4 for the term qsZs. The second inequality holds by (A.12). In the last inequality,
we applied Lemma A.16 and the fact that Z̃ is bounded by 2||J ||∞. Now to see that Z is a
BMO(P ) process, note that for Q = P , we have that q = ψ = 0. (A.15) implies then that there
exist a constant C ′ > 0 only depending on C̃ and B, such that for every stopping time σ and
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σm,

E

[
AT∧σm −Aσ∧σm +

∫ T∧σm

σ∧σm

(
|Zs|2 +

∫

R\{0}
|Z̃s(x)|2np(s, dx)

)
ds

∣∣∣Fσ∧σm

]
≤ C ′. (A.16)

Choosing σ = 0 and letting m converge to infinity yields

E

[
AT +

∫ T

0

(
|Zs|2 +

∫

R\{0}
|Z̃s(x)|2np(s, dx)

)
ds

]
≤ C ′, (A.17)

where we used the monotone convergence theorem. (Recall that A0 = 0.) Now (A.17) implies
that Z ∈ L2(dP ×ds) and Z̃ ∈ L2(dP ×np(s, dx)×ds). Therefore, M is a true martingale and
we may choose σm = T. But then (A.16) yields that

E

[
AT −Aσ +

∫ T

σ

(
|Zs|2 +

∫

R\{0}
|Z̃s(x)|2np(s, dx)

)
ds|Fσ

]
≤ C ′.

As AT − Aσ ≥ 0 (since A is increasing), it follows that Z is a BMO(P ) process and Z̃ is a
BMO(P ) function.

For the second part of the lemma, let Q ∈ Ck. It follows from (A.10) and (A.15) with σ = 0
that there exists a constant Ĉ such that for every σm,

EQ

[
AT∧σm +

∫ T∧σm

0

(
|Zs|2 +

∫

R\{0}
|Z̃s(x)|2np(s, dx)

)
ds

]
≤ Ĉ. (A.18)

Letting m converge to infinity and using the monotone convergence theorem (A.18) yields

EQ

[
AT +

∫ T

0

(
|Zs|2 +

∫

R\{0}
|Z̃s(x)|2np(s, dx)

)
ds

]
≤ Ĉ.

This shows that AT ∈ L1(Q), Z ∈ L2(dQ × ds) and Z̃ ∈ L2(dQ × np(s, dx) × ds). What is
left to show is that Z̃ ∈ L2(dQ × (1 + ψs(x))np(s, dx) × ds). First of all note that clearly
x4 ≤ 4||J ||2S∞x2 for all x ∈ R with |x| ≤ 2||J ||S∞ . Hence, by (A.1) and (A.2),

|Z̃s(x)|2ψs(x) ≤ Φ(|Z̃s(x)|2) + Ψ(ψs(x))

≤ exp{4||J ||2S∞}|Z̃s(x)|4 + Ψ(ψs(x))

= 4||J ||2S∞ exp{4||J ||2S∞}|Z̃s(x)|2 + Ψ(ψs(x)). (A.19)

Now we have already shown that |Z̃s(x)|2 ∈ L1(dQ × np(s, dx) × ds). On the other hand,
Ψ(ψs(x)) ∈ L1(dQ× np(s, dx) × ds) because of (A.10). Therefore, it follows from (A.19) that
|Z̃s(x)|2(1 + ψs(x)) ∈ L1(dQ× np(s, dx)× ds), so that indeed Z̃ ∈ L2(dQ× nQ

p (s, dx)× ds). 2

Remark A.15 Suppose that J = J0+A−M , where, rather than assuming that A is increasing,
we assume that there exists a constant b such that At + bt is increasing. This would be the
case if A is given as the integral of a driver function bounded from below. In this case the
conclusions of Lemma A.14 still hold. This can be seen by defining, J̄t := J0 + At + bt −Mt.
Then At + bt, the predictable part of J̄ , is increasing. As J̄ is bounded, we can apply Lemma
A.14 to J̄ in order to obtain the integrability results on Z and Z̃.
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Lemma A.16 Let Ā > 0. There exist C, B > 0 such that for all x ∈ [−Ā, Ā],

Φ(−x)− CΦ
( x

C

)
≥ B|x|2.

Proof. By (A.2)-(A.3),

Φ(−x)− CΦ
( x

C

)
≥

(
1

2eĀ
− 1

C
exp

{
Ā

C

})
x2.

If we choose C large enough, then B := 1
2eĀ − 1

C exp{ Ā
C } > 0. 2

Proposition A.17 For every Q ¿ P we have that

H(Q|P ) = EQ

[∫ T

0

1
2
|qs|2 +

∫

R\{0}
[(1 + ψs(x)) log(1 + ψs(x))− ψs(x)]np(s, dx)ds

]
. (A.20)

Proof. As both sides are non-negative, it is sufficient to prove (A.20) if either the left- or the
right-hand side is finite. First of all assume that we have Q such that H(Q|P ) < ∞. If Q is
equivalent to P , (A.20) corresponds to Proposition 9.10 in Cont and Tankov [15]. If Q is not
equivalent to P , let 0 ≤ λ ≤ 1 and define Qλ = λQ + (1 − λ)P. It is not hard to see using
the dominated convergence theorem that H(Qλ|P ) λ→1→ H(Q|P ). On the other hand, a similar
argument as in (3.2) yields that the density process of Qλ is equal to E((qλ ·W )t + (ψλ · Ñp)t)
with

qλ
t =

λDtqt

λDt + (1− λ)
I{t≤τ} and ψλ

t =
λDtψt

λDt + (1− λ)
I{t≤τ}.

Clearly, for every ω and s, (qλ
s (ω))λ and (ψλ

s (ω))λ are increasing (decreasing) in λ ∈ [0, 1] on
their respective positive (negative) parts. Furthermore, they converge to qs and ψs, respectively,
as λ tends to one. Therefore, indeed

H(Q|P ) = lim
λ→1

H(Qλ|P )

= lim
λ→1

EQ

[∫ T

0

(1
2
|qλ

s |2 +
∫

R\{0}
Ψ(ψλ

s (x))np(s, dx)
)
ds

]

= EQ

[∫ T

0

(1
2
|qs|2 +

∫

R\{0}
Ψ(ψs(x))np(s, dx)

)
ds

]
,

where we applied the monotone convergence theorem in the last equality.
Next, suppose that we have a Q with corresponding (q, ψ) such that the RHS in (A.20)

is finite. Now clearly ψm,s(x) = ψs(x)I{ψs(x)≤m}I{|x|≥1/m}(x) is in L2(dQ × nQ(s, dx) × ds).
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Taking the logarithm of the Radon-Nikodym derivative yields that Q-a.s.

log
(

dQ

dP

)
= lim

m
log

{
E
(∫ T

0
qsdWs +

∫ T

0

∫

R\{0}
ψm,s(x)Ñp(ds, dx)

)}

= lim
m

{ ∫ T

0
qsdWs −

∫ T

0

1
2
|qs|2ds +

∫ T

0

∫

R\{0}
ψm,s(x)Ñp(ds, dx)

+
∫ T

0

∫

R\{0}
(log(1 + ψm,s(x))− ψm,s(x))Np(ds, dx)

}

= lim
m

{ ∫ T

0
qsdWQ

s +
∫ T

0

1
2
|qs|2ds +

∫ T

0

∫

R\{0}
ψm,s(x)ÑQ

p (ds, dx)

+
∫ T

0

∫

R\{0}
(log(1 + ψm,s(x))− ψm,s(x))ÑQ

p (ds, dx)

+
∫ T

0

∫

R\{0}

[
ψm,s(x)ψs(x) + (1 + ψs(x)){log(1 + ψm,s(x))− ψm,s(x)}

]
np(s, dx)ds

}

= lim
m

{ ∫ T

0
qsdWQ

s +
∫ T

0

1
2
|qs|2ds +

∫ T

0

∫

R\{0}
log(1 + ψm,s(x))ÑQ

p (ds, dx)

+
∫ T

0

∫

R\{0}

[
(1 + ψs(x)) log(1 + ψm,s(x))− ψm,s(x)

]
np(s, dx)ds

}
, (A.21)

where we used in the second equality that, for fixed ω, by the definition of ψm, we have that
(1+ψs){log(1+ψm,s)−ψm,s} ∈ L1(np(s, dx)×ds). Thus, log(1+ψm,s)−ψm,s ∈ L1(nQ

p (s, dx)×
ds). In particular,

∫ T
0

∫
R\{0}(log(1 + ψm,s(x))− ψm,s(x))ÑQ

p (ds, dx) is well-defined.
Now Lemma A.18 below yields that each of the processes

M ′
t : =

∫ t

0
qsdWQ

s , M ′′
m,t :=

∫ t

0

∫

R\{0}
log(1 + ψm,s(x))ÑQ

p (ds, dx),

M ′′
t : =

∫ t

0

∫

R\{0}
log(1 + ψs(x))ÑQ

p (ds, dx), (A.22)

is a martingale, and M ′′
m converges in L1(Q) to M ′′. By switching to a subsequence, we may

assume that the convergence holds a.s. Finally, by the monotone convergence theorem, the last
term in (A.21) converges to

∫ T
0

∫
R\{0}Ψ(ψs(x))np(s, dx)ds Q a.s. Thus, (A.21) yields that

log
(

dQ

dP

)
=

∫ T

0
qsdWQ

s +
∫ T

0

1
2
|qs|2ds +

∫ T

0

∫

R\{0}
log(1 + ψs(x))ÑQ

p (ds, dx)

+
∫ T

0

∫

R\{0}

[
(1 + ψs(x)) log(1 + ψs(x))− ψs(x)

]
np(s, dx)ds. (A.23)

Taking the expectation in (A.23) with respect to Q, and using that by Lemma A.18 M ′ and
M ′′ are martingales, (A.20) follows. 2

Lemma A.18 Let Q ¿ P be such that the RHS in (A.20) is finite. Then the stochastic
processes M ′ and M ′′ defined in (A.22) are martingales. Furthermore, M ′′

m,T converges in
L1(Q) to M ′′

T .
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Proof. First of all note that, as the RHS in (A.20) is finite, we have EQ

[∫ T
0 |qs|2ds

]
< ∞.

Therefore, M ′ is a martingale. Let us prove that M ′′ is also a martingale. We write

Ψ(x) = (1 + x) log(1 + x)− x ≥ 1
6
(1 + x) log2(1 + x) ≥ 0 for − 1 ≤ x ≤ e2 − 1.

(This may be seen by noticing that at zero both sides are equal to zero and their derivatives
are equal to zero, too. Furthermore, the second derivative of the LHS is larger than the
second derivative of the RHS for −1 ≤ x ≤ e2 − 1.) As the RHS in (A.20) is finite so that
Ψ(ψs(x)) ∈ L1(dQ× np(s, dx)× dx), we obtain

(1 + ψs(x)) log2(1 + ψs(x))I{ψs(x)≤e2−1}(x) ∈ L1(dQ× np(s, dx)× ds).

This implies that

log(1 + ψs(x))I{ψs(x)≤e2−1}(x) ∈ L2(dQ× nQ
p (s, dx)× ds).

Furthermore, the positive (negative) parts of log(1 + ψm,s(x))I{ψm,s(x)≤e2−1}(x) increase (de-
crease) to those of log(1 + ψs(x))I{ψs(x)≤e2−1}(x) as m tends to infinity. By the monotone
convergence theorem, this yields that

log(1+ψm,s(x))I{ψm,s(x)≤e2−1}(x) m→∞→ log(1+ψs(x))I{ψs(x)≤e2−1}(x) in L2(dQ×nQ
p (s, dx)×ds).

Therefore,

M̄m,t : =
∫ t

0

∫

R\{0}
log(1 + ψm,s(x))I{ψm,s(x)≤e2−1}(x)ÑQ(ds, dx)

M̄t : =
∫ t

0

∫

R\{0}
log(1 + ψs(x))I{ψs(x)≤e2−1}(x)ÑQ(ds, dx)

are martingales in L2(Q), and M̄m,T converges to M̄T in L2(Q). Next, note that

(1 + x) log(1 + x) ≤ 2((1 + x) log(1 + x)− x) for x > e2 − 1.

(This may be seen by noticing that the inequality holds for x = e2− 1, and that the derivative
of the RHS is larger than the derivative of the LHS for x > e2 − 1.) As the RHS in (A.20) is
finite, it follows that (1 + ψs(x)) log(1 + ψs(x))I{ψs(x)>e2−1}(x) ∈ L1(dQ × np(s, dx) × ds), so
that

log(1 + ψs(x))I{ψs(x)>e2−1}(x) ∈ L1(dQ× nQ
p (s, dx)× ds).

Moreover, log(1 + ψm,s(x))I{ψm,s(x)>e2−1}(x) increases to log(1 + ψs(x))I{ψs(x)>e2−1}(x) as m
tends to infinity. By the monotone convergence theorem, it follows that

log(1+ψm,s(x))I{ψm,s(x)>e2−1}(x) m→∞→ log(1+ψs(x))I{ψs(x)>e2−1}(x) in L1(dQ×nQ
p (s, dx)×ds).

Consequently, by the definition of a compensator, the processes

M̂m,t :=
∫ t

0

∫

R\{0}
log(1 + ψm,s(x))I{ψm,s(x)>e2−1}(x)ÑQ(ds, dx)

M̂t :=
∫ t

0

∫

R\{0}
log(1 + ψs(x))I{ψs(x)>e2−1}(x)ÑQ(ds, dx)

are both martingales, see, for instance, Jacod and Shiryaev [40], Ch. II, Th. 1.8(i). Further-
more, M̂m,T converges in L1(Q) to M̂T . As M ′′ = M̄ +M̂ and M ′′

m = M̄1
m+M̂m the proposition

now follows. 2
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Lemma A.19 Let Z be a BMO(P ) process and let Z̃ be a BMO(P ) function. Suppose that
g1 and g2 satisfy (c)-(e) and that we have a measure Q ¿ P with corresponding q and ψ such
that qt ∈ ∂g1(t, Zt), dQ × dt a.s, and ψt(x) ∈ ∂g2(t, x, Z̃t(x)), dQ × np(t, dx) × dt a.s. Then
Q ∼ P.

Proof. Let Dt = E
[

dQ
dP |Ft

]
and τ = inf{t ∈ [0, T ]|Dt = 0} ∧ T. As qt ∈ ∂g1(t, Zt) dQ× dt a.s,

ψt(x) ∈ ∂g2(t, x, Z̃t(x)) dQ× np(t, dx)× dt a.s. and Z̃ is bounded, by properties (d)-(e), there
exist constants K̄1, K̄2 > 0 and a BMO(P ) function H̃, such that for Lebesgue a.s. all t ≤ τ ,

|qt| ≤ K̄1(1 + |Zt|) and |ψt(x)| ≤ H̃t(x) + K̄2|Z̃t(x)|. (A.24)

Since, by assumption, Z is a BMO(P ) process, and Z̃ and H̃ are BMO(P ) functions, (A.24)
entails that (qt∧τ ) is a BMO(P ) process and (ψt∧τ ) is a BMO(P ) function. Furthermore,
property (e) implies that ψt∧τ ≥ −1 + ε for an ε > 0. But then Mt := (q ·W )t∧τ + (ψ · Ñp)t∧τ

is a BMO(P ) martingale with ∆Mt ≥ −1 + ε. Since dQ
dP = E(MT ), Theorem A.4 implies that

dQ
dP > 0 and τ = T, P -a.s. 2

The next lemma can be proved in the same way using (A.24) and Theorem A.4 with τ replaced
by T.

Lemma A.20 Let Z and Z̃ be a BMO(P ) process and a BMO(P ) function, respectively. Sup-
pose that g satisfies (c)-(e) and we have predictable q and ψ satisfying qt ∈ ∂g1(t, Zt) dP × dt
a.s. and ψt(x) ∈ ∂g2(t, x, Z̃t(x)), dP × np(t, dx) × dt a.s. Then we have that the measure Q

induced by dQ
dP := E((q ·W )T + (ψ · Ñp)T ) is well-defined and equivalent to P.

The following proposition is a key step in the proof of Theorem 4.1.

Theorem A.21 Suppose that g1 and g2 satisfy properties (a)-(e) above with certain constants
K̄, K2, K̄1, K̄2 > 0 and a non-negative BMO(P ) function H̃s(x). Let r1 and r2 be the dual
conjugates of g1 and g2, respectively. Define Ut(F ) by (A.8). Then Ut(F ) is the unique solution
to the BSDE (4.4).

Proof. Denote r(t, q, ψ) := r1(t, q)+
∫
R\{0} r2(t, x, ψ(x))np(t, dx). From the decomposition (A.9)

and Lemma A.14 it follows that, for every Q ¿ P , there exist a BMO(P ) process Z and a
BMO(P ) function Z̃ such that

dUt(F ) + r(t, qt, ψt)dt = dAt − ZtdWt −
∫

R\{0}
Z̃t(x)Ñp(dt, dx) + r(t, qt, ψt)dt

= dAt +
[
− qtZt −

∫

R\{0}
Z̃t(x)ψt(x)np(t, dx)

+ r(t, qt, ψt)
]
dt− ZtdWQ

t −
∫

R\{0}
Z̃t(x)ÑQ

p (dt, dx), (A.25)

for Lebesgue a.s. all t ∈ [0, τ ]. By Lemma A.13(1), Ut(F )+
∫ t
0 r(s, qs, ψs)ds is a Q-submartingale

on [0, T ]. (Recall that τ = T Q a.s.) Thus, for every Q,

dAt ≥
[
qtZt +

∫

R\{0}
Z̃t(x)ψt(x)np(t, dx)− r(t, qt, ψt)

]
dt, Q-a.s. (A.26)
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By Lemma A.31 below, we may choose a predictable qt ∈ ∂g1(t, Zt). Set ψt(x) := g′2,+(t, x, Z̃t(x)),
where g′2,+ denotes the right-hand side derivative of g2 with respect to its last component. By
Lemma A.20, the corresponding measure Q is well-defined and Q ∼ P. Plugging q and ψ into
(A.26), we get

dAt ≥
[
g1(t, Zt) +

∫

R\{0}
g2(t, x, Z̃t(x))np(t, dx)

]
dt, Q-a.s.

As Q ∼ P this implies that

dAt ≥
[
g1(t, Zt) +

∫

R\{0}
g2(t, x, Z̃t(x))np(t, dx)

]
dt, P -a.s. (A.27)

Next, note that since g satisfies property (b), Lemma A.10 and Proposition A.17 yield that,
for any k > 0, there exists a k′ > 0 such that

Ck =

{
Q ¿ P |EQ

[∫ T

0

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds

]
≤ k

}

⊂
{

Q ¿ P |EQ

[
log(

dQ

dP
)
]
≤ k′

}
.

By the Dunford-Pettis theorem, this implies that Ck is weakly compact. Thus, for k large
enough, the infimum in (A.8) is attained in a Q ∈ Ck for t = 0. Again, let Dt = E

[
dQ
dP |Ft

]

and τ = inf{t ≥ 0|Dt = 0} ∧ T. From (A.25) and the fact that, by Lemma A.13(2), Ut(F ) +∫ t
0 r(s, qs, ψs)ds is a Q-martingale on [0, T ] (as τ = T Q-a.s.), it follows that

dAt =

[
qtZt +

∫

R\{0}
Z̃t(x)ψt(x)np(t, dx)− r(t, qt, ψt)

]
dt, Q-a.s. (A.28)

By the definition of g, this implies dAt ≤ [g1(t, Zt) +
∫
R\{0} g2(t, x, Z̃t(x))np(t, dx)]dt, Q-a.s.

Together with (A.27) we obtain that

dAt =

[
g1(t, Zt) +

∫

R\{0}
g2(t, x, Z̃t(x))np(t, dx)

]
dt, (A.29)

Q-a.s. By Proposition A.1, (A.28)-(A.29) entail that qt ∈ ∂g1(t, Zt) and ψt(x) ∈ ∂g2(t, x, Z̃t(x)),
dQ × dt a.s. By Lemma A.19, it follows that Q is an equivalent probability measure. Hence,
the last equality holds P -a.s. Consequently, by (A.9), (A.11) and (A.29), Ut(F ) is indeed a
solution to the BSDE (4.4). That Ut(F ) is the unique solution follows from Lemma A.22 below.
This completes the proof. 2

Denote Ce =
{

Q ∼ P |EQ

[∫ T
0

[
r1(s, qs) +

∫
R\{0} r2(s, x, ψs(x))np(s, dx)

]
ds

]
< ∞

}
.

Lemma A.22 Let (Y ′, Z ′, Z̃ ′) be a solution to a BSDE with driver functions g1 and g2 satis-
fying properties (b)-(c) above such that g1(s, Z ′s) +

∫
R\{0} g2(s, x, Z̃ ′s(x))np(s, dx) is uniformly

bounded from below. (This is in particular the case if g1 and g2 are both non-negative.) Then
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we have that Y ′
t = Ut(F ), where U(F ) is given by (A.8) with r1 and r2 being the dual conjugates

of g1 and g2. Furthermore,

Ut(F ) = min
Q∈Ce

EQ

[
F +

∫ T

t

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds|Ft

]
. (A.30)

Proof. Define C =
{

Q ¿ P |EQ

[∫ T
0

[
r1(s, qs) +

∫
R\{0} r2(s, x, ψs(x))np(s, dx)

]
ds

]
< ∞

}
. Let

Q ∈ C. We write

Y ′
t = EQ

[
F −

∫ T

t

[
g1(s, Z ′s) +

∫

R\{0}
g2(s, x, Z̃ ′s(x))np(s, dx)

]
ds

+
∫ T

t
Z ′sdWs +

∫ T

t

∫

R\{0}
Z̃ ′s(x)Ñp(ds, dx) | Ft

]

= EQ

[
F +

∫ T

t

[
qsZ

′
s − g1(s, Z ′s) +

∫

R\{0}
{Z̃ ′s(x)ψs(x)− g2(s, x, Z̃ ′s(x))}np(s, dx)

]
ds

+
∫ T

t
Z ′sdWQ

s +
∫ T

t

∫

R\{0}
Z̃ ′s(x)ÑQ

p (ds, dx) | Ft

]

= EQ

[
F +

∫ T

t

[
qsZ

′
s − g1(s, Z ′s) +

∫

R\{0}
{Z̃ ′s(x)ψs(x)− g2(s, x, Z̃ ′s(x))}np(s, dx)

]
ds | Ft

]

≤ EQ

[
F +

∫ T

t

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds | Ft

]
, (A.31)

where we used in the first equality that Y ′
t is Ft-measurable. Note that the conditional expec-

tation in the first equality is well-defined since Y ′ is bounded by the definition of a solution
to a BSDE. The second and third equalities hold as

∫ t
0 ZsdWQ

s and
∫ t
0

∫
R\{0} Z̃ ′s(x)ÑQ

p (ds, dx)
are well-defined martingales. This may be seen since, by Lemma A.14 and Remark A.15 (with
J = Y ′ and dAt =

[
g1(t, Zt) +

∫
R\{0} g2(t, x, Z̃t(x))np(t, dx)

]
dt), we have that Z ′ and Z̃ ′ are in

L2(dQ× ds) and L2(dQ× nQ
p (s, dx)× ds), respectively.

It follows from (A.31) and the fact that we can restrict the essential infimum in (A.8) to
Q ∈ C, that

Y ′
t ≤ Ut(F ).

Next, note that from Lemma A.14 and Remark A.15 it also follows that Z ′ is a BMO(P ) process
and Z̃ ′ is BMO(P ) function. By Lemma A.31, we may now choose a predictable q∗s ∈ ∂g1(s, Z ′s).
Moreover, set ψ∗s(x) ∈ g′2,+(s, x, Z̃ ′s(x)). q∗ and ψ∗ induce a stochastic exponential martingale
Mt := E((q∗ · W )t + (ψ∗ · Ñp)t). By Lemma A.20, dQ∗

dP := MT is an equivalent probability
measure. Proceeding as in (A.31) with q∗, ψ∗ and Q∗ (where the inequality in (A.31) becomes
an equality) yields

Y ′
t = EQ∗

[
F −

∫ T

t

[
r1(s, q∗s) +

∫

R\{0}
r2(s, x, ψ∗s(x))np(s, dx)

]
ds | Ft

]
.

Thus, by the definition of Ut(F ) in (A.8), we get Y ′
t ≥ Ut(F ). Therefore, indeed Y ′ = U(F ). As

the essential infimum in (A.8) is always attained in a Q∗ equivalent to P, (A.30) also follows.2
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Remark A.23 Theorem A.21 assumes that g1 and g2 satisfy (a)-(e). However, assumption
(b) may be replaced by assumption (b’). This is seen as follows: As for a bounded terminal
condition F , the corresponding Z̃ is bounded by 2||F ||∞, it is sufficient that property (b) holds
for z̃ bounded by an arbitrary constant. (Of course, (a) and (c)-(e) must still hold.) The
reason is that one may modify g2(t, x, y) for y > 2||F ||∞, solve the BSDE with g2,modified, and
then observe that, since |Z̃| ≤ 2||F ||∞, g2,modified(t, x, Z̃t(x)) agrees with the original driver
g2(t, x, Z̃t(x)). Therefore, it is sufficient that g2 satisfies property (b) for z̃ bounded by a
prespecified constant coming from the terminal condition. This is equivalent to that, for every
C̄ > 0, there exists a bounded functional Ã ∈ L2,∞ and K ′′ > 0, such that for every a bounded
by C̄ we have

g2(t, x, a) ≤ Ãt(x) + K ′′a2. (A.32)

Proof of Theorem 4.1. Theorem 4.1 follows from Lemma A.7 and Theorem A.21. 2

We now prepare the proof of Theorem 4.2.

Theorem A.24 Suppose that g1 and g2 satisfy (a)-(e). Let As and Bs be predictable and
bounded processes, and let H̃s(x) and C̃s(x) be predictable and bounded functionals in L2,∞

(see Section 2 for the definition). Then every BSDE with bounded terminal condition F and
driver function

g(t, z, z̃) := Bt + g1(t, z −At) +
∫

R\{0}

[
H̃t(x) + g2(t, x, z̃(x)− C̃t(x))

]
np(t, dx) (A.33)

has a unique solution (Y, Z, Z̃). Moreover, Z is a BMO(P ) process, Z̃ is BMO(P ) function,
and we have

Yt = min
Q∈Ce

EQ

[
F +

∫ T

t

[
−Bs + Asqs + r1(s, qs)

+
∫

R\{0}
{ψs(x)C̃s(x)− H̃s(x) + r2(s, x, ψs(x))}np(s, dx)

]
ds|Ft

]
. (A.34)

Proof. Define

ĝ1(t, z) := g1(t, z−At)−g1(t,−At) and ĝ2(t, x, z̃(x)) := g2(t, x, z̃(x)− C̃t(x))−g2(t, x,−C̃t(x)).

Now clearly, ĝ1 and ĝ2 satisfy property (c). That ĝ2 satisfies property (b) may be seen as

ĝ2(t, ω, x, z̃(x)) ≤ g2(t, ω, x, z̃(x)− C̃t(ω, x)) + |g2(t, ω, x,−C̃t(ω, x))|

≤ K2Φ

(
z̃(x)− C̃t(ω, x)

K2

)
+ 2Ãt(ω, x) + K2Φ

(
−C̃t(ω, x)

K2

)

= K2Φ

(
1
2

(
2z̃(x)
K2

+
−2C̃t(ω, x)

K2

))
+ 2Ãt(ω, x) + K2Φ

(
−C̃t(ω, x)

K2

)

≤ K2

2
Φ

(
2z̃(x)
K2

)
+

K2

2
Φ

(
−2C̃t(ω, x)

K2

)
+ K2Φ

(
−C̃t(ω, x)

K2

)
+ 2Ãt(ω, x)

=
K2

2
Φ

(
2z̃(x)
K2

)
+ B̃t(ω, x), (A.35)
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where the bounded functional B̃t(x) := K2
2 Φ

(−2C̃t(x)
K2

)
+ K2Φ

(−C̃t(x)
K2

)
+ 2Ãt(x) by Corollary

A.6 is in L2,∞. In the first inequality, we applied the definition of ĝ2. In the second inequality,
we used that g2 satisfies property (b). In the third inequality, we used that Φ is convex. By
(A.35), ĝ2 satisfies property (b). That ĝ1 satisfies (b) is straightforward to see. Now it is also
not hard to show that ĝ1 satisfies property (d) and ĝ2 satisfies property (e). Hence, ĝ1 and ĝ2

satisfy (b)-(e). Unfortunately, ĝ1 and ĝ2 do not satisfy (a). Therefore, we have to define new
functions ĝP ∗

1 and ĝP ∗
2 .

For this purpose, set ψ∗s(x) := g′2,+(s, x,−C̃s(x)). By property (e) and the fact that C̃ is
bounded and in L2,∞, we have that (i) ψ∗ ∈ L2,∞, (ii) ψ∗ is bounded by a constant, say C̄,
and (iii) ψ∗ ≥ −1 + ε. In particular, ψ∗ is a BMO(P ) function. Next, choose a predictable
bounded process q∗ such that q∗s ∈ ∂g1(s,−As). Define a new reference measure P ∗ by setting
dP ∗
dP = E

(
(q∗ ·W )T + (ψ∗ · Ñp)T

)
. Note that as q∗ is bounded and ψ∗ is BMO(P ) function, P ∗

is a well-defined probability measure. Next, define driver functions

gP ∗
1 (t, z) := −zq∗t + ĝ1(t, z) and gP ∗

2 (t, x, a) :=
1

1 + ψ∗t (x)
(−ψ∗t (x)a + ĝ2(t, x, a)).

Set gP ∗(t, z, z̃) = gP ∗
1 (t, z) +

∫
R\{0} gP ∗

2 (t, x, z̃(x))nP ∗
p (t, dx). By the definition of q∗ and ψ∗ we

have that gP ∗
1 and gP ∗

2 have their minimum at z = 0 and a = 0, respectively. Furthermore,
these minima are both equal to zero. Hence, g∗1 and g∗2 satisfy property (a). To see property
(b) for gP ∗

1 , note that

|gP ∗
1 (t, ω, z)| ≤ 1

2
|z|2 +

1
2
|q∗t (ω)|2 + K̄(1 + |z|2) ≤ K ′′(1 + |z|2),

for a K ′′ > 0. Note that we have used in the last inequality that q∗ is uniformly bounded. To
see property (b) for gP ∗

2 , notice that by Remark A.23 it is sufficient to show (A.32). So let a
be bounded by a constant, say C. Then by (A.35) and the fact that ψ∗ ≥ −1 + ε,

|gP ∗
2 (t, ω, x, a)| ≤ 1

ε

(
Ψ(ψ∗t (ω, x)) + Φ(−a) + B̃t(ω, x) +

K2

2
Φ(2a/K2)

)

≤ 1
ε

(
Ψ(ψ∗t (ω, x)) +

(
eC + 2

e(2C)/K2

K2

)
a2 + B̃t(ω, x)

)
,

where we used (A.1)-(A.2). Since 0 ≤ Ψ(x) ≤ x2 for all x ≥ −1 and as ψ∗ is bounded by C̄ we
have that Ψ(ψ∗) ≤ |ψ∗|2 ≤ C̄|ψ∗| ∈ L2,∞. Therefore, the bounded functional Ψ(ψ∗) is in L2,∞

and we get that ĝP ∗
2 satisfies (A.32). That ĝP ∗

1 and ĝP ∗
1 also satisfy (d)-(e) is seen similarly.

Therefore, by Theorem A.21 and Remark A.23, we may define (Ŷ , Z, Z̃) as the unique
solution to the BSDE

dŶs = gP ∗(s, Zs, Z̃s)ds− ZsdWP ∗
s −

∫

R\{0}
Z̃s(x)ÑP ∗

p (ds, dx)

ŶT = F̂ , (A.36)
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with F̂ := F − ∫ T
0

[
Bs + g1(s,−As) +

∫
R\{0}{H̃s(x) + g2(s, x,−C̃s(x))}np(s, dx)

]
ds. (Note that

the terminal condition is bounded.) In particular,

dŶs =
[
− Zsq

∗
s + ĝ1(s, Zs) +

∫

R\{0}

−ψ∗s(x)Z̃s(x) + ĝ2(s, x, Z̃s(x))
1 + ψ∗s(x)

nP ∗
p (s, dx)

]
ds

−ZsdWP ∗
s −

∫

R\{0}
Z̃s(x)ÑP ∗

p (ds, dx)

=

[
ĝ1(s, Zs) +

∫

R\{0}
ĝ2(s, x, Z̃s(x))np(s, dx)

]
ds− ZsdWs −

∫

R\{0}
Z̃s(x)Ñp(ds, dx).

Therefore, under the measure P we have that Y is a solution to the BSDE with terminal condi-
tion F̂ and driver function ĝ(t, z, z̃) = ĝ1(t, z) +

∫
R\{0} ĝ2(t, x, z̃(x))np(t, dx). As ĝ is uniformly

bounded from below, Lemma A.14 and Remark A.15 yield that Z is a BMO(P ) process and
Z̃ is BMO(P ) function. The transformation

Yt := Ŷt +
∫ t

0

[
Bs + g1(s,−As) +

∫

R\{0}
{H̃s(x) + g2(s, x,−C̃s(x))}np(s, dx)

]
ds (A.37)

by the definition of ĝ and g (see (A.33)) yields the BSDE

dYs = g(s, Zs, Z̃s)ds− ZsdWs −
∫

R\{0}
Z̃s(x)Ñp(ds, dx),

YT = F. (A.38)

Hence, the BSDEs (A.36) and (A.38) are equivalent. Now since (A.36) has a unique solution,
(A.38) has a unique solution as well.

Finally, to see (A.34), note that the dual conjugates of ĝ1 and ĝ2 are given by r̂1(s, q) =
Asq + r1(s, q) + g1(s,−As) and r̂2(s, x, y) = yC̃s(x) + r2(s, x, y) + g2(s, x,−C̃s(x)). As ĝ is
uniformly bounded from below, by Lemma A.22 and (A.30) (with terminal condition F̂ ), we
have

Ŷt = min
Q∈Ce

EQ

[
F −

∫ T

0

[
Bs + g1(s,−As) +

∫

R\{0}
{H̃s(x) + g2(s, x,−C̃s(x))}np(s, dx)

]
ds

+
∫ T

t

[
r̂1(s, qs) +

∫

R\{0}
r̂2(s, x, ψs(x))np(s, dx)

]
ds|Ft

]
.

Together with (A.37), this yields (A.34). 2

Remark A.25 As for Theorem A.21 also for Theorem A.24 it is sufficient that g1 and g2

satisfy properties (a), (b’), (c)-(e).

We also call (A.34) the dual representation of the solution to the corresponding BSDE.

Proposition A.26 Suppose we have bounded terminal conditions F and G, and driver func-
tions f(t, z, z̃) and g(t, z, z̃) being of the form (A.33), respectively. Then the solutions of the
corresponding BSDEs, say Y 1 and Y 2, satisfy a comparison principle, i.e., if F ≤ G and f ≥ g
then Y1 ≤ Y2.
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Proof. Existence and uniqueness of Y1 and Y2 follow from Theorem A.24. The comparison
principle follows directly from the dual representations. 2

Lemma A.27 We have that for every admissible π, Ut(F + X
(π)
T ) = Ug(π)

t (F ) + X
(π)
t , where

Ug(π)
(F ) is the unique solution to the BSDE with terminal condition F and driver function

g(π)(t, z, z̃) = g
(π)
1 (t, z) +

∫
R\{0} g

(π)
2 (t, x, z̃(x))np(t, dx) with

g
(π)
1 (t, z, z̃) := g1(t, z − πtσt)− πtbt and g

(π)
2 (t, x, z̃(x)) := g2(t, x, z̃(x)− πtβt(x)).

Proof. By Theorem A.24 (with A = πσ, B = −πb, C̃ = πβ, and H̃ = 0), the BSDE

dŶ
(π)
t = g(π)(s, Z(π)

s , Z̃(π)
s )ds− Z(π)

s dWs −
∫

R\{0}
Z̃(π)

s (x)Ñp(ds, dx),

Ŷ
(π)
T = F,

has a unique solution, which we denote by Ug(π)
(F ) with BMO(P ) process Z and BMO(P )

function Z̃. Let r
(π)
1 and r

(π)
2 be the dual conjugates of g

(π)
1 and g

(π)
2 defined above, respectively.

It is straightforward to verify that

r
(π)
1 (s, q) = πsbs + πsσsq + r1(s, q) and r

(π)
2 (s, x, ψ(x)) = ψ(x)πsβs(x) + r2(s, x, ψ(x)).

(A.34) becomes then

Ug(π)
(F ) = min

Q∈Ce

EQ

[
F +

∫ T

t

[
r
(π)
1 (s, qs) +

∫

R\{0}
r
(π)
2 (s, x, ψs(x))np(s, dx)

]
ds|Ft

]
. (A.39)

As a result,

Ut(F + X
(π)
T )−X

(π)
t

= min
Q∈Ce

EQ

[
F +

∫ T

t
πsbs +

∫ T

t
πsσsdWs +

∫ T

t
πsβs(x)Ñp(ds, dx)

+
∫ T

t

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds|Ft

]

= min
Q∈Ce

EQ

[
F +

∫ T

t
πsσsdWQ

s +
∫ T

t
πsβs(x)ÑQ

p (ds, dx)

+
∫ T

t

[
πsbs + πsσsqs + r1(s, qs) +

∫

R\{0}
{ψs(x)πsβs(x) + r2(s, x, ψs(x))}np(s, dx)

]
ds|Ft

]

= min
Q∈Ce

EQ

[
F +

∫ T

t

[
r
(π)
1 (s, qs) +

∫

R\{0}
r
(π)
2 (s, x, ψs(x))np(s, dx)

]
ds|Ft

]

= Ug(π)
(F ), (A.40)

where the first equality holds by (A.8). The third equality holds because
∫ t
0 πsσsdWQ

s is a
Q-martingale as Q ∼ P and π and σ are uniformly bounded. To see that also ((πβ) · ÑQ

p )t is
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a Q-martingale notice that by our assumptions πsβs is uniformly bounded by a constant, say
C. Thus,

EQ

[∫ T

0
(πsβs(x))2nQ

p (s, dx)ds

]
= EQ

[∫ T

0
(1 + ψs(x))(πsβs(x))2np(s, dx)ds

]

≤ K ′′ + EQ

[∫ T

0
ψs(x)(πsβs(x))2np(s, dx)ds

]

≤ K ′′ + EQ

[∫ T

0
[Φ((πsβs(x))2) + Ψ(ψs(x))]np(s, dx)ds

]

≤ K ′′ + EQ

[∫ T

0
[Φ(C|πsβs(x)|) + Ψ(ψs(x))]np(s, dx)ds

]

≤ K ′′′ + EQ

[∫ T

0
Ψ(ψs(x))np(s, dx)ds

]
< ∞,

where we used that the components of β are in L2,∞ in the first, and Corollary A.6 in the
fourth inequality. The last term is smaller than infinity as Q ∈ Ce. It follows that ((πβ) · ÑQ

p )t

is a Q-martingale. Now from (A.40) the lemma follows. 2

Denote r(π)(s, qs, ψs(x)) =
∫ T
t r

(π)
1 (s, qs) +

∫
R\{0} r

(π)
2 (s, x, ψs(x))np(s, dx), where r

(π)
1 and r

(π)
2

are the dual conjugates of g
(π)
1 and g

(π)
2 , respectively.

Proof of Theorem 4.2. By Lemma A.27,

Ut(F + X
(π)
T ) = Ug(π)

t (F ) + X
(π)
t , (A.41)

where Ug(π)

t (F ) is the unique solution to the BSDE with terminal condition F and driver
function g(π). Consequently,

V0(F ) = sup
π∈A

U0(F + X
(π)
T ) = sup

π∈A
{Ug(π)

0 (F ) + X
(π)
0 } = sup

π∈A
Ug(π)

0 (F ) + w0. (A.42)

Let h(s, π) := −πbs + g1(s, Zs − πσs) +
∫
R\{0} g2(s, x, Z̃s(x)− πβs(x))np(s, dx) + JU (π), where

JU is infinity if π /∈ U and zero else. As U is compact, h∗, the dual conjugate of h with respect
to π, is real-valued. Thus, by Lemma A.31, we can choose a predictable process π∗ such that
π∗s ∈ ∂h∗(s, 0). By Proposition A.1, this implies that 0 ∈ ∂h(s, π∗s). Therefore,

f(s, z, z̃) = −π∗sbs + g(s, Zs − π∗sσs) +
∫

R\{0}
g2(s, x, Z̃s(x)− π∗sβs(x))np(s, dx)

= g(π∗)(s, Zs, Z̃s), (A.43)

where f was defined in (4.5). If we could show that

sup
π∈A

Ug(π)

0 (F ) = Y0, (A.44)
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then the theorem would follow from (A.42). Now ‘≥’ in (A.44) is seen since Y0 = Ug(π∗)
0 (F ) by

(A.43) and the definition of Y . On the other hand, ‘≤’ follows as by (A.39) we have that

Ug(π)

0 (F ) = min
Q∈Ce

EQ

[
F +

∫ T

t
r(π)(s, qs, ψs)ds|Ft

]

≤ min
Q∈Ce

EQ

[
F +

∫ T

t
r(π∗)(s, qs, ψs)ds|Ft

]
= Ug(π∗)

0 (F ) = Y0,

where the inequality holds as g(π) ≥ g(π∗) so that for the dual conjugates we must have r(π) ≤
r(π∗). Thus, we may infer that Y0 + w0 is the optimal value. Since Y0 + w0 = Ug(π∗)

0 (F ) + w0 =
U0(F + X

(π∗)
T ), π∗ is the optimal strategy. 2

From the proof of Theorem 4.2 we obtain the following Corollary.

Corollary A.28 Let g be a driver with corresponding convex functions g1 and g2 satisfying
(c). Define g(π) as in Lemma A.27. Suppose that for every strategy (π), there exists a unique
well-defined solution Ug(π)

(F ) of the BSDE (with driver g(π) and terminal condition F ) which
satisfies the dual representation. If then an evaluation U(F + X

(π)
T ) satisfies (A.41), we have

that the optimal value of the portfolio selection problem is given by V0(F ) = Y0 + w0 for Y
given as the solution to the BSDE with terminal condition F and driver function f defined in
(4.5). The optimal strategy is the one that attains the infimum in (4.5).

Proof of Theorem 4.3. To show Theorem 4.3, first some preliminaries: Choose a Q ∈ M . Then
Q ∼ P and by the definition of M , one may see that we have not only that H(Q|P ) < ∞ but
also that H(P |Q) < ∞. Note further that

X
(π)
t = w0 +

∫ t

0
πu(σudWQ

u + bQ
u du) +

∫ t

0

∫

R\{0}
πuβu(x)ÑQ

p (du, dx),

where bQ
u = bu + σuqu +

∫
R\{0} ψuβu(x)np(u, dx). By our assumptions on b, σ, β, q and ψ, bQ

is uniformly bounded. (We can apply that |ψuβu(x)| ≤ 1
2 |ψu|2 + 1

2 |βu(x)|2 and that Q ∈ M .)
Set ĝ1(z) := 1

2γ |z|2, ĝ2(z̃(x)) := γΦ( z̃(x)
γ ), and ĝQ(t, z, z̃(x)) := ĝ1(z) +

∫
R\{0} ĝ2(z̃(x))nQ

p (t, dx).

Furthermore, for i = 1, 2 define ĝ
Q,(π)
i by

ĝ
Q,(π)
1 (t, z) := ĝ1(t, z − πtσt)− πtb

Q
t and ĝ

Q,(π)
2 (t, x, z̃(x)) := ĝ2(t, x, z̃(x)− πtβt(x)).

Finally, set ĝQ,(π)(t, z, z̃) = ĝ
Q,(π)
1 (t, z) +

∫
R\{0} ĝ

Q,(π)
2 (t, x, z̃(x))nQ

p (t, dx).
By Theorem A.24 (with the reference measure P replaced by Q), the BSDE with driver

function ĝQ,(π) and terminal condition F has a unique solution satisfying

dU ĝQ,(π),Q
s (F ) = ĝQ,(π)(s, Z ′s, Z̃

′
s)ds− Z ′sdWQ

s −
∫

R\{0}
Z̃ ′s(x)ÑQ

p (ds, dx),

U ĝQ,(π),Q
T (F ) = F. (A.45)

As H(P |Q) < ∞, by Lemma A.14 and Remark A.15, we have that Z ′ ∈ L2(dP × ds) and
Z̃ ′ ∈ L2(dP × np(s, dx)× ds). Define

UQ
t (F + X

(π)
T ) := U ĝQ,(π),Q

t (F ) + X
(π)
t , (A.46)
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and set Z := Z ′ − πσ, and Z̃ := Z̃ ′ − πβ. Then clearly Z is in L2(dP × ds) and Z̃ is in
L2(dP × np(s, dx)× ds). We write

dUQ
s (F + X

(π)
T ) = ĝQ(s, Zs, Z̃s)ds− ZsdWQ

s −
∫

R\{0}
Z̃s(x)ÑQ

p (ds, dx), (A.47)

UQ
T (F + X

(π)
T ) = F + X

(π)
T ,

where the first equality follows from the BSDE (A.45) and the definition of ĝQ,(π). By Lemma
A.29 below,

UQ
t (F + X

(π)
T ) = −γ log

(
EQ

[
exp

{
−F −X

(π)
T

γ

}
|Ft

])
. (A.48)

In order to use comparison principles it is more useful to consider the driver functions ĝQ,(π)

and the corresponding BSDEs under the measure P instead of Q. For this purpose, define

g
Q,(π)
1 (t, z, z̃) : =

1
2γ
|z − πtσt|2 + (z − πtσt)qt − πtbt, (A.49)

g
Q,(π)
2 (t, x, z̃(x)) : = γ

(
ψt(x)

(
exp

{
z̃(x)− πtβt(x)

γ

}
− 1

)
+ Φ

(
z̃(x)− πtβt(x)

γ

))
, (A.50)

gQ,(π)(t, z, z̃) : = g
Q,(π)
1 (t, z) +

∫

R\{0}
g

Q,(π)
2 (t, x, z̃(x))np(t, dx). (A.51)

In Lemma A.30 below we show that for every strategy (π), U ĝQ,(π),Q(F ), (the solution to the
BSDE under the measure Q with driver function ĝQ,(π) and terminal condition F ) is equal to
the unique solution to the BSDE under the measure P with driver function gQ,(π) and terminal
condition F . Henceforth, we denote the latter by UgQ,(π)

(F ). Furthermore, it is shown in
Lemma A.30 that UgQ,(π)

(F ) satisfies the dual representation.
Next, set ψ∗s(x) :=

(
d+

t (x)I{z̃(x)≥0}+d−t (x)I{z̃(x)<0}
)

and choose a predictable q∗t ∈ ḡ1(t, z−
πtσt) with ḡ1 defined in (4.8). As q∗ and ψ∗ are well integrable we may define a probability
measure Q∗ by setting dQ∗

dP := E((q∗ ·W )T + (ψ∗ · Ñp)T ). Denote

g(π)(s, z, z̃) := sup
Q∈M

gQ,(π)(s, z, z̃)

=
1
2γ
|z − πsσs|2 + (z − πsσs)q∗s − πsbs

+ γ

∫

R\{0}

{
ψ∗s(x)

(
exp

{
z̃(x)− πsβs(x)

γ

}
− 1

)
+ Φ

(
z̃(x)− πsβs(x)

γ

)}
np(s, dx)

= gQ∗,(π)(s, z, z̃).

In particular, for every strategy (π) there exists a solution Ug(π)

t (F ) = UgQ∗,(π)

t (F ) to the BSDE
under the measure P with driver function g(π) and terminal condition F. The theorem would
follow from Corollary A.28 if we could show that (A.41) holds for the evaluation given by

Ut(F + X
(π)
T ) = infQ∈M −γ log

(
EQ

[
exp

{
−F−X

(π)
T

γ

} ∣∣Ft

])
. To see this, first note that

Ug(π)

t (F ) = inf
Q∈M

UgQ,(π)

t (F ), (A.52)

44



where ‘≥’ holds as Ug(π)

t (F ) = UgQ∗,(π)

t (F ) (with Q∗ defined as above), while ‘≤’ follows from
the dual representations of UgQ,(π)

t (F ) shown in Lemma A.30(ii). (Note that by definition
g(π) ≥ gQ,(π) for every Q ∈ M . For the conjugates of the driver in the dual representation this
inequality is reversed.)

Therefore, we obtain that for every terminal payoff F ,

Ug(π)

t (F ) + X
(π)
t = inf

Q∈M
UgQ,(π)

t (F ) + X
(π)
t

= inf
Q∈M

U ĝQ,(π),Q
t (F ) + X

(π)
t

= inf
Q∈M

UQ
t (F + X

(π)
T ) = inf

Q∈M
−γ log

(
EQ

[
exp

{
−F −X

(π)
T

γ

}
∣∣Ft

])
,

where the first equality holds by (A.52). The second equality holds by Lemma A.30(i). The
third equality holds by (A.46), and the fourth equality holds by (A.48). Hence, the evaluation

Ut(F + X
(π)
T ) = infQ∈M −γ log

(
EQ

[
exp

{
−F−X

(π)
T

γ

} ∣∣Ft

])
indeed satisfies (A.41). The theo-

rem follows now from Corollary A.28. 2

Lemma A.29 (A.48) holds.

Proof. Set MQ
t := exp

(
−UQ

t (F+X
(π)
T )

γ

)
. By Itô’s generalized formula and (A.47), we have

dMQ
s = MQ

s−
([
− ĝQ(s, Zs, Z̃s)

γ
+

1
2γ2

|Zs|2
]
ds +

Zs

γ
dWQ

s +
∫

R\{0}

Z̃s(x)
γ

ÑQ
p (ds, dx)

+
∫

R\{0}
Φ

( Z̃s(x)
γ

)
Np(ds, dx)

)

= MQ
s−

(Zs

γ
dWQ

s +
∫

R\{0}
[exp{Z̃s(x)/γ} − 1]ÑQ

p (ds, dx)
)
.

The second equality holds by the definition of ĝQ. Therefore, MQ
t is a local martingale given

by MQ
t = M0E

(
(Z

γ · WQ)t + ([exp{Z̃/γ} − 1] · ÑQ
p )t

)
. Now it may be seen as in Morlais

[58] that, for every γ > 0, the set {exp{−X
(π)
σ

γ }|σ stopping time}, is uniformly integrable.

As U ĝQ,(π),Q(F ) is bounded and as by (A.46) MQ
t = exp

(
−U ĝQ,(π),Q

t (F )+X
(π)
t

γ

)
, we obtain

that the set {MQ
σ |σ stopping time} is uniformly integrable. Thus, MQ is not only a local

but also a true martingale. As, by definition, MQ
T = exp

(
−F+X

(π)
T

γ

)
, we get that MQ

t =

EQ

[
exp

{
−F+X

(π)
T

γ

}
|Ft

]
. Now by the definition of MQ, (A.48) follows. 2

Lemma A.30 For every Q ∈ M the following holds:

(i) There exists a unique solution UgQ,(π)
(F ) of the BSDE under the measure P with driver

gQ,(π) and terminal condition F . Furthermore, UgQ,(π)
(F ) = U ĝQ,(π),Q(F ) where U ĝQ,(π),Q(F )

was defined as the solution to the BSDE (A.45).
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(ii) UgQ,(π)
(F ) satisfies a dual representation with respect to the reference measure P. (That

means that (q, ψ) are calculated with respect to P .)

Proof. (i): Uniqueness of a solution follows from (ii). On the other hand, from (A.45) it follows
that U ĝQ,(π),Q

s (F ) satisfies

dU ĝQ,(π),Q
s (F ) = gQ,(π)(s, Z ′s, Z̃

′
s)ds− Z ′sdWs −

∫

R\{0}
Z̃ ′s(x)Ñp(ds, dx),

U ĝQ,(π),Q
T (F ) = F, (A.53)

with gQ,(π) defined in (A.51). Note that in the definition of gQ,(π) we switch from bQ to b,
and from nQ

p to np. Since the existence of U ĝQ,(π),Q(F ) has already been shown, we have that
UgQ,(π)

(F ) the solution to a BSDE under the reference measure P with terminal condition F

and driver function gQ,(π), is indeed equal to U ĝQ,(π),Q(F ). This proves (i).
(ii): If we could show that gQ,(π)(t, Zt, Z̃

′
t) is bounded from below then it follows from (A.53)

and Lemma A.22 that for every admissible strategy π, UgQ,(π)

t (F ) satisfies a dual representation
(under P ) with penalty function given by the dual conjugates of g

Q,(π)
1 and g

Q,(π)
2 defined in

(A.49)-(A.50).
To see boundedness from below note that clearly for any C > 0 clearly ab ≥ − a2

C2 − C2b2.
Since q is uniformly bounded, using this inequality on (z − πsσs)qs with C =

√
2γ we can

conclude that g
Q,(π)
1 is uniformly bounded from below. On the other hand by (A.45), Z̃ ′ has

to be bounded uniformly by 2||F ||∞. Therefore, Z̃ ′ − πβ is uniformly bounded by another
constant say C ′. Hence, for any C > 0,

g
Q,(π)
2 (t, x, Z̃ ′t(x))

γ
= ψt(x)

(
exp

{
Z̃ ′t(x)− πtβt(x)

γ

}
− 1

)
+ Φ

(
Z̃ ′t(x)− πtβt(x)

γ

)

≥ −C2ψ2
t (x)− 1

C2

(
exp

{
Z̃ ′t(x)− πtβt(x)

γ

}
− 1

)2

+
e−C′/γ

2

(
Z̃ ′t(x)− πtβt(x)

γ

)2

≥ −C2ψ2
t (x)− e−2C′/γ

C2

(
Z̃ ′t(x)− πtβt(x)

γ

)2

+
e−C′/γ

2

(
Z̃ ′t(x)− πtβt(x)

γ

)2

,

where we used (A.3) in the first and (A.4) in the second inequality. Hence, choosing C large
enough, it follows that there exists B > 0 such that

g
Q,(π)
2 (t, x, Z̃ ′t(x))

γ
≥ −C2ψ2

t (x) + B
( Z̃ ′t(x)− πtβt(x)

γ

)2
.

In particular, g
Q,(π)
2 (t, x, Z̃ ′t(x)) is bounded from below by −C2ψ2

t (x). As Q ∈ M so that ψ

is in L2,∞, we get that
∫
R\{0} g

Q,(π)
2 (t, x, Z̃ ′t(x))np(t, dx) is bounded from below. Together

with g
Q,(π)
1 being bounded from below this implies that gQ,(π)(t, Zt, Z̃t) = g

Q,(π)
1 (t, Zt) +∫

R\{0} g
Q,(π)
2 (t, x, Z̃ ′t(x))np(t, dx) is bounded from below. The finishes the proof of (ii). 2
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Proof of Theorem 4.5. As the components of β are in L2,∞ and as by assumption ρβ is bounded
away from −1, clearly log(1 + ρsβs(x)) ∈ L2,∞ as well. Let

g(ρ)(s, z, z̃) = g1(s, z − γρsσs)− γρsbs +
γ

2
|ρsσs|2

+
∫

R\{0}

[− γ log(1 + ρsβs(x)) + γρsβs(x) + g2(s, x, z̃(x)− γ log(1 + ρsβs(x)))
]
np(s, dx).

By Theorem A.24, there exists a unique solution, say Y
(ρ)
t , to the BSDE with terminal condition

0 and driver function g(ρ). It follows from (A.34) that

Y
(ρ)
t = min

Q∈Ce

EQ

[∫ T

t

[
r
(ρ)
1 (s, qs) +

∫

R\{0}
r
(ρ)
2 (s, x, ψs(x))np(s, dx)

]
ds|Ft

]
(A.54)

with r
(ρ)
i being the dual conjugate of g

(ρ)
i for i = 1, 2, given by

r
(ρ)
1 (s, q) : = γ

[
ρsbs − 1

2
|ρsσs|2 + ρsσsq

]
+ r1(s, q),

r
(ρ)
2 (s, x, ψ(x)) : = γ

[
log(1 + ρsβs(x))− ρsβs(x) + log(1 + ρsβs(x))ψ(x)

]
+ r2(s, x, ψ(x)).

Furthermore, set r(ρ)(s, q, ψ) := r
(ρ)
1 (s, q) +

∫
R\{0} r

(ρ)
2 (s, x, ψ(x))np(s, dx). Using (4.10), we get

Ut(γ log(X(ρ)
T ))− γ log(X(ρ)

t )

= min
Q∈Ce

EQ

[ ∫ T

t
(γρsbs − γ

2
|ρsσs|2)ds + γ

∫ T

t
ρsσsdWs + γ

∫ T

t
log(1 + ρsβs(x))Ñp(ds, dx)

+ γ

∫ T

t

∫

R\{0}

[
log(1 + ρsβs(x))− ρsβs(x)

]
np(s, dx)ds

+
∫ T

t

[
r1(s, qs) +

∫

R\{0}
r2(s, x, ψs(x))np(s, dx)

]
ds|Ft

]

= min
Q∈Ce

EQ

[
γ

∫ T

t
ρsσsdWQ

s + γ

∫ T

t
log(1 + ρsβs(x))ÑQ

p (ds, dx) +
∫ T

t

[
γρsbs − γ

2
|ρsσs|2

+ γρsσsqs + r1(s, qs) +
∫

R\{0}

{
γ log(1 + ρsβs(x))− γρsβs(x)

+ γ log(1 + ρsβs(x))ψs(x) + r2(s, x, ψs(x))}np(s, dx)
]
ds|Ft

]

= min
Q∈Ce

EQ

[∫ T

t

[
r
(ρ)
1 (s, qs) +

∫

R\{0}
r
(ρ)
2 (s, x, ψs(x))np(s, dx)

]
ds|Ft

]
= Y

(ρ)
t .

The last equality holds by (A.54). Hence, Y
(ρ)
t = Ut(γ log(X(ρ))

T )− γ log(X(ρ)
t ). This yields

V0 = sup
ρ∈A

U0(γ log(X(ρ))
T ) = sup

ρ∈A
{Y (ρ)

0 + γ log(X(ρ)
0 )} = sup

ρ∈A
Y

(ρ)
0 + γ log(w0). (A.55)
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By Lemma A.31 below, we can choose a predictable ρ∗ such that

f(s, z, z̃) = g1(s, z − γρ∗sσs)− γρ∗sbs +
γ

2
|ρ∗sσs|2

+
∫

R\{0}

[− γ log(1 + ρ∗sβs(x)) + γρ∗sβs(x) + g2(s, x, z̃(x)− γ log(1 + ρ∗sβs(x)))
]
np(s, dx)

= g(ρ∗)(s, z, z̃),

where f was defined in (4.12). By the definition of Y in (4.13) this yields that Y = Y (ρ∗). If
we could show that

sup
ρ∈A

Y
(ρ)
0 = Y0, (A.56)

then from (A.55) the theorem would follow. Now ‘≥’ in (A.56) follows as Y0 = Y
(ρ∗)
0 . On the

other hand ‘≤’ follows since by (A.54) we have that

Y
(ρ)
0 = min

Q∈Ce

EQ

[∫ T

t
r(ρ)(s, qs, ψs)ds|Ft

]
≤ min

Q∈Ce

EQ

[∫ T

t
r(ρ∗)(s, qs, ψs)ds|Ft

]
= Y

(ρ∗)
0

where the inequality holds as g(ρ) ≥ g(ρ∗) = f so that for the dual conjugates we must
have r(ρ) ≤ r(ρ∗). Thus, we may conclude that V0 = Y0 + γ log(w0). Since Y0 + γ log(w0) =
U0(γ log(X(ρ∗)

T )), ρ∗ is the optimal strategy. 2

We finally need the following announced lemma, which is similar to Lemma 6.2 in Cheridito
and Stadje [13].

Lemma A.31 Let f : [0, T ]×Ω×R1×d → R∪{∞} be a function such that, for every x, f(t, x)
is a predictable process and

f(t, λx + (1− λ)y) ≤ λf(t, x) + (1− λ)f(t, y) for all 0 ≤ λ ≤ 1.

Then, for every x ∈ Rd such that ∂f(t, x) 6= ∅, there exists Z ∈ P such that

f(t, x + y)− f(t, x) ≥ yZt for all y ∈ Rd.

In particular, Zt ∈ ∂f(t, x), for all t ∈ [0, T ] a.s. Furthermore, if X is a predictable process
then it is also possible to choose Z ∈ P such that Zt ∈ ∂f(t,X), for all t ∈ [0, T ] a.s.

Proof. Let x ∈ Rd with ∂f(t, x) 6= ∅ and denote by e1, . . . , ed the canonical basis in Rd. We
construct Z1, . . . , Zd ∈ L0(F) inductively. First define the mapping p : [0, T ]×Ω×Rd → S by

p(t, y) = inf
n∈N

n[f(t, x + y/n)− f(t, x)]

and observe that

p(t, y) ≤ f(t, x + y)− f(t, x) for all y ∈ Rd (A.57)
p(t, λy) = λp(t, y) for all λ ≥ 0 and y ∈ Rd (A.58)

p(t, y + z) ≤ p(t, y) + p(t, z) for all y, z ∈ Rd (A.59)
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By (A.57) and (A.59), one has p(t, y) < ∞ and p(t, y) ≥ p(t, 0)−p(t,−y) > −∞ for all y ∈ Rd.
Furthermore, clearly p is in S as infimum of predictable processes. So p maps [0, T ]× Ω× Rd

to S. Now set Z1
t = p(t, e1) and then inductively,

Zj
t = ess inf

{
p

(
t, ej +

j−1∑

i=1

yiei

)
−

j−1∑

i=1

yiZ
i
t : y1, . . . , yj−1 ∈ Q

}

= inf

{
p

(
t, ej +

j−1∑

i=1

yiei

)
−

j−1∑

i=1

yiZ
i
t : y1, . . . , yj−1 ∈ Q

}
for j ≥ 2.

By (A.57), it is enough to show that Z ∈ S and

p(t, y) ≥ yZt for all y ∈ Qd. (A.60)

The reason is that (A.57) and (A.60) imply that

f(t, x + y)− f(t, x) ≥ p(t, y) ≥ yZt for all y ∈ Qd,

which by the continuity of f yields

f(t, x + y)− f(t, x) ≥ yZt for all y ∈ Rd.

It is clear that Z as the infimum of predictable processes is predictable. Furthermore, it follows
from (A.58) and (A.59) that p(t, y1e1) ≥ y1Z

1
t for all y1 ∈ Q. Now assume that Z1

t , . . . , Zj−1
t

are in L0(F) and

p

(
t,

j−1∑

i=1

yiei

)
≥

j−1∑

i=1

yiZ
i
t for all y1, . . . , yj−1 ∈ Q. (A.61)

Then one deduces from (A.58) and (A.59) that for all y1, . . . , yj−1 ∈ Q and yj > 0,

p

(
t, yjej +

j−1∑

i=1

yiei

)
−

j−1∑

i=1

yiZ
i
t = yj

[
p

(
t, ej +

j−1∑

i=1

yi

yj
ei

)
−

j−1∑

i=1

yi

yj
Zi

t

]
≥ yjZ

j
t .

Moreover, it follows from (A.61) that for all v1, . . . , vj−1 ∈ Q,

p

(
t, ej +

j−1∑

i=1

yiei

)
+ p

(
t,−ej +

j−1∑

i=1

viei

)
≥ p

(
t,

j−1∑

i=1

(yi + vi)ei

)
≥

j−1∑

i=1

(yi + vi)Zi
t ,

and therefore,

p

(
t, ej +

j−1∑

i=1

yiei

)
−

j−1∑

i=1

yiZ
i
t ≥ −p

(
t,−ej +

j−1∑

i=1

viei

)
+

j−1∑

i=1

viZ
i
t .

Hence,

Zj
t ≥ −p

(
t,−ej +

j−1∑

i=1

viei

)
+

j−1∑

i=1

viZ
i
t ,
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and one obtains for yj < 0,

p

(
t, yjej +

j−1∑

i=1

yiei

)
−

j−1∑

i=1

yiZ
i
t = |yj |

[
p

(
t,−ej +

j−1∑

i=1

yi

|yj |ei

)
−

j−1∑

i=1

yi

|yj |Z
i
t

]
≥ yjZ

j
t .

This shows that Zj
t is in L0(F) and

p

(
t,

j∑

i=1

yiei

)
≥

j∑

i=1

yiZ
i
t for all y1, . . . , yj ∈ Q.

The lemma now follows by induction. The second part of the lemma is seen by replacing x by
X. 2
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Figure 1: Numerical results for Example 2 of Subsection 6.1.2�� � ��� ���� � ��� ���� � ��� ���� � � � � � � � � �
This figure plots Y0 as a function of γ, in the setting of Example 2 in Subsection 6.1.2, for a European put option

with strike price 2 and time-to-maturity of 0.5 years. The parameter values are b = 0.04, σ = 0.2, a = 1, β =

0.03, uupper = 10 and ulower = 0. The number of simulations is 10,000. We consider subsequently:

(i) no ambiguity (λ = d+ = d− = 0), no hedge (long dashes with cross);

(ii) no ambiguity (λ = d+ = d− = 0), with hedge (long dashes);

(iii) Brownian ambiguity only (λ = 0.05, d+ = d− = 0), with hedge (dashes);

(iv) jump ambiguity only (λ = 0, d+ = 0.5, d− = −0.25), with hedge (short dashes);

(v) both Brownian ambiguity and jump ambiguity (λ = 0.05, d+ = 0.5, d− = −0.25), with hedge (dots);

and the asymptotes:

(vi) no ambiguity (λ = d+ = d− = 0), risk neutrality (asymptote γ = ∞), no hedge (solid line with cross);

(vii) no ambiguity (λ = d+ = d− = 0), risk neutrality (asymptote γ = ∞), with hedge (solid line).
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