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Abstract This paper proposes a new method for simple, effi-
cient, and robust removal of the non-brain tissues in MR im-
ages based on an irrational mask for filtration within a binary
morphological operation framework. The proposed skull-
stripping segmentation is based on two irrational 3×3 and
5×5 masks, having the sum of its weights equal to the tran-
scendental number π value provided by the Gregory-Leibniz
infinite series. It allows maintaining a lower rate of useful
pixel loss. The proposed method has been tested in two ways.
First, it has been validated as a binary method by comparing
and contrasting with Otsu’s, Sauvola’s, Niblack’s, and
Bernsen’s binary methods. Secondly, its accuracy has been
verified against three state-of-the-art skull-stripping methods:
the graph cuts method, the method based on Chan-Vese active
contour model, and the simplex mesh and histogram analysis
skull stripping. The performance of the proposed method has
been assessed using the Dice scores, overlap and extra frac-
tions, and sensitivity and specificity as statistical methods.
The gold standard has been provided by two neurologist ex-
perts. The proposed method has been tested and validated on

26 image series which contain 216 images from two publicly
available databases: the Whole Brain Atlas and the Internet
Brain Segmentation Repository that include a highly variable
sample population (with reference to age, sex, healthy/dis-
eased). The approach performs accurately on both standard-
ized databases. Themain advantage of the proposedmethod is
its robustness and speed.
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Introduction

The neuro-MR image segmentation is one of the most impor-
tant tools for establishing a clinical diagnosis. In an effort to
address this problem, many segmentation techniques were
developed. The first step in any brain image analysis consists
of the removal of the non-cerebral tissue, also called skull
stripping, which is a complex and challenging task. This seg-
mentation operation must be done with high accuracy because
it implies the removal of extra-cerebral tissues such as scalp,
skull, eyeballs, and skin. It belongs to the pre-processing stage
that is part of image processing pipeline, usually being located
between the acquisition and the segmentation stages.

Many skull-stripping algorithms were developed, and ex-
tensive work was done in this area, but a standardized solution
has not been proposed yet [1–17]. Automatic and manual
segmentations are the process of partitioning the image into
distinct regions. The segmentation of the whole brain or the
skull-stripping process depends on a particular imaging con-
trast and on the image intensity inhomogeneity. Each of the
existing skull-stripping methods has its weaknesses and
strengths, and this is the reason why they have not yet been
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adopted in the clinical environment. Today, fully or partially
automatic segmentation methods are, in general, accepted, but
their outcomes strongly depend on the theoretical and compu-
tation models [7–10].

Seghier et al. [6] developed a method for micro-bleed de-
tection using a unified automated segmentation-normalization
technique that includes an optimization step (i.e., the morpho-
logical operations were used to clean up the brain image on the
tissues as skull and other tissues characterized by low intensi-
ties around the brain and the scalp), and the results were com-
pared with a visual rating system. During the course of evo-
lution, a variety of techniques such as graph cut [11], water-
shed algorithm [12, 13], histogram analysis [14], multi-atlas
skull stripping (MASS) [15], thresholding and morphological
reconstruction [16], and active contour model [17, 18] were
proposed.

Our work has been motivated by the reported methods [11,
14, 17, 19]. Sadananthan et al. [11] proposed the graph cuts
method (GCUT) that modifies the intensity thresholds and
removes the narrow connections in order to obtain a brain
mask. Initially, a rough estimate of the brain is extracted,
and then, the graph cuts are used to refine the segmentation.
Galdames et al. [14] proposed the simplex mesh and histo-
gram analysis skull stripping (SMHASS) method that uses a
deformable model and histogram analysis. This method based
on deformable model used a simplex mesh, and the local gray
levels controlled its deformation. Somasundaram et al. [17]
used the Chan-Vese active contour model to segment the brain
from other non-brain tissues. In this method, the first binary
form of the brain image allows us to find the rough brain.
Here, the active contour propagates. These operations have
been performed in the middle slice. Then, a simplified algo-
rithm based on the geometric similarities of the adjacent slices
is performed to extract the brain in the remaining slices. The
method in [19] uses prior shape information within a graph cut
framework for skull stripping of neonatal brain images. Also,
the labeled training data provides information for the smooth-
ing operation in order to increase the segmentation accuracy.

Most of the segmentation methods are designed to start
with various artifacts and noise removal operations by using
a wide variety of filtration methods [20–24]. Also, the binari-
zation operation is included in skull-stripping algorithms. The
most popular binarization methods are based on thresholding
methods [25–28]. Additionally, basic morphological opera-
tions such as dilation and erosion are usually performed in
the post-processing stage of the image processing pipeline
[11, 13, 29]. However, different methods produce different
skull-stripping results.

Our method proposes a new mask based on the terms of
Gregory-Leibniz infinite series that calculates the value of pi.
The proposed irrational 3×3 and 5×5 masks help in the brain
tissue identification by using the gray-level value selection
and pixel assignation between background (=0) and

foreground. Then, the estimated gray-level distribution of
the tissues is used in the binarization so that all the pixels
ranging from 0 to 254 are assigned to zero and only the white
pixels are kept. Contributions of this work are threefold: (1) a
new approach in using the proposed irrational mask as a high-
pass filter that produces better results near the edges, (2) con-
vert a gray-scale image into a binary image following a new
selection rule, as a key step in the skull-stripping operation,
and (3) the post-processing operation (i.e., morphological op-
erations to remove all non-brain regions) and the illustration of
the performance of the new skull-stripping approach. The out-
comes of the proposed method and manual skull stripping
were compared. The metrics most used in the specialized lit-
erature in order to compare the quality of the proposed skull-
stripping method have been employed. They are the Dice
scores, overlap and extra fractions, and sensitivity and speci-
ficity [11, 14]. The results of the proposed method have been
validated on two independent publicly available databases, the
Whole Brain Atlas (WBA) and the Internet Brain
Segmentation Repository (IBSR). Also, we compared perfor-
mance of our algorithm with three other existing automated
skull-stripping methods, i.e., SMHASS [14], method in [17],
and GCUT [11].

The main advantages of our method consist of its robust-
ness and lesser processing time. In contrast to Niblack’s,
Sauvola’s, and Bernsen’s methods that require parameters
set by the users, our method does not require the adjustment
of the software parameters. It is robust against intensity vari-
ations and works well across datasets. It has successfully en-
abled the segmentation of the brain in every slice of head
images from two databases and for several different 2-D MR
image types: T1 weighted (T1w), T2 weighted (T2w),
gadolinium-DTPA-enhanced T1w (GAD), and proton density
weighted (PD). There were used both axial and coronal views.

The remainder of the paper is organized as follows:
“Materials and Methods” section describes the datasets used
in this work followed by a description of our method. The
algorithm’s results and performance are presented in
“Results” section and discussed in “Discussion” section.
Finally, conclusions are included in “Conclusions” section.

Materials and Methods

The proposed automatic skull-stripping method consists of a
series of sequential stages. There are four groups of opera-
tions: (i) the image filtering using the proposed irrational
mask; a robust average filter has been used because it averages
across its neighborhood and has the ability to remove noise
without blurring edges; (ii) the segmentation of the images
using the proposed method and, for comparison purposes,
using the well-established methods such as those of Otsu,
Sauvola, Niblack, and Bernsen; (iii) the image post-
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processing based on morphologically operators; (iv) the vali-
dation and comparison against the state of the art (SMHASS
[14], method in [17], and GCUT [11]).

The flowchart of proposed algorithm dealing with the first
three components is shown in Fig. 1.

Datasets

Two independent publicly available databases, the WBA and/
or the IBSR, have been used to build the following two
datasets used for performance evaluation and validation. A
total of 26 MR image series containing 216 images were ex-
amined. The datasets include scans from diverse population
with a wide age range as well as diseased brains. Also,
datasets include primarily T1w, T2w, GAD, and some PD
images.

1. Dataset 1 from the WBA1 contains 20 MR image series
(180 images):

– Nine axial image series, T2w for two healthy subjects
(age 76 and 81, 2 female); seven axial image series
T2w belong to degenerative diseases as follows:
Alzheimer (age 71–74, 2 female and 1 male),
Huntington (age 70, female), and Pick (age 59, fe-
male). The slice thickness is 3 or 5 mm.

– Four axial image series T1w for Alzheimer (age 71,
female), cerebral hemorrhage (age 49 female), fatal
stroke (age 71, female), and cerebral calcinosis (age
36, female).

– Three axial image series GAD for anaplastic astrocy-
toma (age 51, female), metastatic bronchogenic car-
cinoma (age 42, female), and meningioma (age 75,
female).

– Four axial image series PD for cerebral calcinosis
(age 36, female), multiple sclerosis (age 30, male),
vascular malformation/cavernous hemangioma (age
26, female), and anaplastic astrocytoma (age 51,
female).

2. Dataset 2 from the IBSR2 contains six MR image series
(36 images): three axial and coronal image series T2w for
normal subjects. The slice thickness is 3.1 or 1.5 mm.

The gold standard has been provided by two neurologist
experts. They had more than 8 and 15 years of experience in
the field of MRI. They require, in average, between 48 and
65 s per slice for manual segmentation task completion, and

overall, WBA requires 1 h and 30 min and IBSR requires
approximately 1 h. The manual skull stripping was performed
independently. All images were segmented on the same com-
puter monitor with similar conditions (the same ideal lighting
condition). Manual tracing was performed using Macromedia
Fireworks 8 software and lasso tool. Figure 2 provides some
examples of manual segmentation.

The Kappa statistical analysis was used to assess the agree-
ment among the experts (interobserver agreement).

Proposed Irrational Mask

In neuro-MR images, presence of noise, irregular shapes, and
low contrast lead to the detection of objects and diagnostic
decision which is a difficult task. In the pre-processing stage,
most of these undesirable properties are eliminated using ap-
propriate filters. In the skull-stripping procedure, the accurate
detection of the shapes is crucial. Therefore, it is important to
use a filter that has the ability to follow up the non-brain
tissues in an accurate manner. Also, it is equally important to
estimate the gray-level distribution precisely. In this respect, in
this paper, we propose an irrational mask based on the
Gregory-Leibniz infinite series that calculates the π value with
high precision [30]:

π ¼ 4
X∞
k¼0

−1ð Þk
2k þ 1

¼ 4

1
−
4

3
þ 4

5
−
4

7
þ 4

9
−

4

11
… ð1Þ

The first 9 or 25 values of the series represent the weights
of the proposed 3×3 and 5×5 irrational masks π (Fig. 3a). The
negative values of series give the totally black pixels (=0) or
background, and the positive values that characterize the gray
scale ranging from black to white (1 to 255) give the
foreground.

Figure 3b shows an original image from the WBA dataset,
and Fig. 3c is the result of the filtration when the π mask has
been implemented in Matlab environment. The convolution
operation is employed during filtration. The output image g(x,
y) is the result of the convolution operation between the orig-
inal image f(x,y) with m columns and n lines and the kernel
π(x,y) with 2w+1 columns, 2h+1 lines (see the Algorithm 1,
step 1). Simultaneously, the πmask separates the image inten-
sities so that it improves the edge detection capabilities of the
proposed method.

Image Binarization

The main objective of binarization is the pre-segmentation of
objects in the foreground and the background. The image
binarization could be performed in different ways [25–28].
Among various methods based on thresholding, there are

1 Harvard Medical School, http://www.med.harvard.edu/aanlib/home.
html, accessed 26 June 2014
2 National Institutes of Health Blueprint for Neuroscience Research
http://www.nitrc.org/projects/ibsr, accessed 27 June 2014
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methods based on the global threshold [25] or on the local
threshold [26–28]. Otsu’s method is a global binarization
method [25]. It works as a clustering analysis-based method
and uses the image variance. The image contains foreground
and background classes of pixels, and the optimum threshold
is that separates the two classes so that the intraclass variance
is minimal. Other binarization techniques are based on local
binarization; i.e., the threshold is estimated individually for
each pixel according to the gray-scale information of the
neighboring pixels. Niblack’s method [27] is a local
variance-based method. It uses a sliding rectangular mask to

compute the optimum threshold according to the local mean,
standard deviation, and mask size. An improved method was
proposed by Sauvola et al. [26]. It is a local-variance-based
method, and it shows better results for images containing in-
homogeneity. Bernsen’s method [28] is a local adaptive meth-
od based on image contrast. The threshold is set as themean of
the minimum and maximum gray values in a local window
having the size of 31. Table 3 presents the optimal parameters
utilized in this work for binarization task.

The binarization method proposed in this study is not a
thresholding method. The idea is to keep only the white pixels

Fig. 2 A selection of manually
skull-stripped brain (dashed line).
a T1w—cerebral calcinosis
diagnosis. b GAD— astrocytoma
diagnosis

Fig. 1 The flow diagram of the
proposed algorithm. The
proposed irrational mask for
filtration and an average filter
(used in [25–28]) are applied. The
awarded binarization methods
[25–28] and the proposed method
provide the intermediate mask.
Then, to obtain the final refined
mask, some morphological
operations are employed for
shape correction. The result is the
final binary brain mask. Further,
in the reconstruction component,
the fused brain mask/skull-
stripped image is provided
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in the image. Thus, the irrational filter preserves into the bina-
ry h(x,y) image those pixels p(i,j)∈g(x,y) that fulfill the fol-
lowing condition:

h x; yð Þ ¼ 0; 0≤p i; jð Þ < 255
1; otherwise

�
ð2Þ

Algorithm 1 summarizes the first two steps of the proposed
method.

Algorithm 1. Pre-processing image with
irrational mask and binarization
Input:OriginalMRI imagef(x,y) withm columns,n lines
Step 1: Pre-processing imagewith irrational mask π (x,y)
with 2w+1 columns, 2h+1 lines, convolution operation

for y=0 to m do
for x=0 to n do

sum=0
for i=−h to h do

for j=−w to w do
sum=sum+f(x, y) · π

(x ± j, y ± j)
end for

end for
g(x, y)=sum(x, y)

end for
end for

Step 2: Binary image h(x, y) obtained from g(x, y)
for y=0 to m do

for x=0 to n do
if g(x,y)≥0 and g(x,y)<255

h(x,y)=0
else

h(x,y)=1
end if

end for
end for

Post-Processing Operations for Brain Shape Correction

Once we have the binary images, the segmentation results
must be improved. The first step is the detection of the largest
objects, and the next goal is the preservation of the shape of
the selected foreground objects in binary image.

A binary image h(x,y) contains the requested object of
interest as a region having the larger area and several isolated
regions R(i) having small areas. Each region has been labeled
using integer values equal to the area of the regions RA(i), and

the binary image is now expressed as h x; yð Þ ¼ ∑
n

i¼1
RA ið Þ,

where n denotes the number of regions. The largest connected
region is selected if the condition hm ¼ max

i¼1;n
RA ið Þð Þ is accom-

plished. This selection rule provides an intermediate mask.
To obtain the final refined binary mask, some mor-

phological operations are required. In order to increase
the accuracy and efficiency of the segmentation, only
the largest region has been post-processed. The closing
operation (a dilation followed by erosion that allows
removing the holes in the foreground) is used [16]. It
is made by disk-shape structuring elements, with a ra-
dius of 2. Closing removes small dark spots and con-
nects small bright cracks. This operation ensures that we
have not included any non-brain tissues in the final
mask. Algorithm 2 summarizes the morphological oper-
ation. The post-processed image is denoted as t(x, y).

Algorithm 2. Morphological operation
Step 3: Post-processing operations for brain shape
correction through closing operation where ⊕ is dila
tion, ⊖ is erosion and s is structural element as disk
with a radius of 2

for y=0 to m do
for x=0 to n do

t(x, y)=(hm(x, y) ⊕ s)⊖s
end for

end for

Fig. 3 a The irrational 5×5 mask with the weights of gray-level values marked. bOriginal image belonging toWBA dataset. c Filtering result by using
the proposed irrational mask
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Output Images

The final binary mask and the original image are combined in
order to compute the final segmentation of the subject image.
This fusion strategy consists of building a new image I(x,y)
from the original image f(x,y) and the final binary brain mask
t(x,y). The output image is defined as follows:

I x; yð Þ ¼ po x; yð Þ if po i; jð Þ∈ f x; yð Þ
pm x; yð Þ if pm i; jð Þ∈t x; yð Þ

�
ð3Þ

where po(i,j) and pm(i,j) are the pixels that belong to original
and post-processed image, respectively. The advantage of the
proposed method is that there are no artifacts introduced by
reconstruction.

Performance Metrics Evaluation

To validate the success of our skull-stripping method, we
compared the results with manual segmentation using differ-
ent metrics that reflect the degree of agreement in segmented
areas. For a fair comparison between methods, the same data-
bases (i.e., WBA and IBSR) used in [16, 19, 22] were utilized.
The performance of the binary segmentation has been evalu-
ated in two ways. A quality evaluation is performed using the
Dice similarity coefficient κ (which estimates the percent area
overlap), overlap fraction (OF), and extra fraction (EF) (which
measure the correctly identified mask area and falsely identi-
fied as area mask, respectively [31]). For a quantitative eval-
uation, sensitivity and specificity are computed. Also, the ef-
ficacy of the proposed irrational filtering method has been
verified through a parallel comparison with the above-
mentioned methods [25–28].

κ ¼ 2 I f∩J
�� ��
I f
�� ��þ Jj j ð4Þ

OF ¼ I f∩J
�� ��

I f
ð5Þ

EF ¼
I f∩J
��� ���

I f
ð6Þ

where If and J denote the area of the skull-stripped and ground
truth images, respectively [16, 19]. The area of I f∩J corre-
sponds to the false positives and measures the area that is

falsely classified as brain area, where I f is the extra area of
If . A similarity coefficient or an OF of 1.0 represents perfect
overlap, whereas a value of 0.0 represents no overlap. The EF
should remain as small as possible (close to 0) for a good
segmentation.

The sensitivity (true positive rate) and specificity (true neg-
ative rate) are given by the following:

S ¼ TP

TPþ FN
ð7Þ

ST ¼ TN

TNþ FP
ð8Þ

where TP and FP are the true positive and false positive,
respectively. They are defined as the number of pixels correct-
ly and incorrectly classified as brain tissue. TN and FN are the
true negative and false negative, respectively. Similarly, they
are defined as the number of pixels correctly and incorrectly
classified as non-brain tissue [22]. According to the If and J
signification, false positive is defined as follows: FP∼I f nJ
and false negative is defined as follows: FN∼I f nJ .

Results

In this study, for experimental analysis, we considered two
databases for skull-stripping algorithm: WBA and IBSR.

The ground truth was done by standard manual skull strip-
ping. When the manual skull segmentation results were com-
pared, the overall kappa coefficient value for interobserver
agreement was 0.78 (P<0.001) and indicates a good agree-
ment among the two raters. The percentage of agreement be-
tween the raters for all MR images was approximately 85 %.

Our method has been validated in two ways. The efficacy
of the irrational filtering method has been verified through a
parallel comparison with Otsu’s, Sauvola’s, Niblack’s, and
Bernsen’s methods. In order to have a clear perspective on
precision and robustness, various metrics were used and the
results are reported in Table 1. Then, the full algorithm was
validated by comparing its performance with three well-
known existing automated skull-stripping methods, i.e.,
SMHASS [14], method based on Chan-Vese active contour
model [17], and GCUT [11]. The results are reported in
Table 2.

Figure 4 shows some results obtained in our study. The
binary image provided by various methods and the proposed
method are presented in the first column. Generally, Niblack’s
method includes non-brain tissues in the binarization step and
removes the brain tissues when the final skull-stripped image
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is done. Similarly, Bernsen’s method failed to extract brain
portions.

The methods used in our benchmark analysis require
various parameters to be set by the users. Table 3 shows
the range of parameter values used to optimize Otsu’s,
Sauvola’s, Niblack’s, and Bernsen’s binarization methods.
These parameters were recommended by the authors and
were utilized in this study. It is worthy to mention that our
method does not need to have the software parameters
adjusted.

Figure 5 shows the outcome images provided by the pro-
posed method, when different types of MR images belonging
to WBA and IBSR databases were used.

The average elapsed processing time was calculated for
each method based on the performance across all 26 MR im-
age series. Thus, WBA dataset that contains 20 MR image
series and 180 images requires 4 min and 6 s, and IBSR
dataset that contains 6 MR image series and 36 images takes
1 min and 18 s. Each image has the size less than 15 Kb (512×
512 pixels). The hardware experimental environments were as
follows: Intel® Core™ 2 Duo CPU T 5900, 2.20 GHz, 32-bit
system type, and 3-GB RAM.

The computational time of the SMHASS method for an
image was 57 min, in average [14]. The methods reported in
[11, 17] do not give any date on the computational time. The
hybrid algorithm based on watershed and deformable surface
models proposed by Ségonne et al. [13] runs in about 5 min
for 43 scans (1-GHz Pentium III running Linux). TheMIDAS
method reported in [6] takes less than 3 min to run per patient
(PC 64-bit, 3.2-GHz Intel CPU, 12-GB RAM). Also, for some
patients, an additional 5–10 min was needed for some supple-
mentary manually corrections.

Discussion

Impediments as forms of anatomical variability among brains,
artifacts due to various acquisition methods, and different

Table 2 Performance comparison among different methods for the
images in dataset 2 (ten normal subjects, IBSR)

Method Dice κ Sensitivity Specificity

SMHASS [14] 0.945 0.920 0.996

Somasundaram and
Kalavathi method [17]

0.960 0.980 0.990

GCUT [11]a 0.950 – –

Proposed method 0.921 0.923 0.945

a Sensitivity and specificity are not reported in [11]

Table 1 Average performance metric scores and their standard deviation (SD) for intermediate brain mask obtained using the dataset 1 for T1w, T2w,
GAD, and PD images

Binarization methods Dice κ (SD) Sensitivity (SD) Specificity (SD) Overlap fraction (OF) (SD) Extra fraction (EF) (SD)

Otsu 0.956
(0.037)

0.905
(0.041)

0.971
(0.053)

0.917
(0.044)

0.093
(0.039)

Sauvola – – – – –

Niblack 0.322
(0.013)

0.502
(0.071)

0.442
(0.037)

0.607
(0.054)

0.161
(0.092)

Bernsen 0.551
(0.093)

0.231
(0.154)

0.485
(0.32)

0.386
(0.187)

0.706
(0.271)

Proposed irrational filter T2w 3×3 0.911
(0.074)

0.914
(0.085)

0.907
(0.085)

0.958
(0.074)

0.092
(0.094)

5×5 0.893
(0.069)

0.896
(0.081)

0.889
(0.079)

0.939
(0.071)

0.094
(0.096)

T1w 3×3 0.911
(0.026)

0.931
(0.017)

0.904
(0.032)

0.928
(0.031)

0.081
(0.024)

5×5 0.893
(0.027)

0.912
(0.015)

0.886
(0.028)

0.909
(0.03)

0.083
(0.027)

GAD 3×3 0.874
(0.028)

0.889
(0.187)

0.877
(0.117)

0.906
(0.019)

0.124
(0.034)

5×5 0.857
(0.025)

0.871
(0.192)

0.859
(0.121)

0.888
(0.022)

0.126
(0.036)

PD 3×3 0.942
(0.936)

0.912
(0.078)

0.924
(0.038)

0.922
(0.024)

0.097
(0.011)

5×5 0.923
(0.933)

0.894
(0.071)

0.906
(0.036)

0.904
(0.022)

0.099
(0.014)

The best results are italicized
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databases with a large range of image registration quality lead
to a lot of difficulties of designing a robust algorithm for skull
stripping. The reported results in literature significantly vary
because various databases and parameters were used in the
comparisons.

The segmentation accuracy of the proposed method was
assessed by comparing the overlap of manual experts’ seg-
mentation with the results of our skull-stripping method. The
mean and standard deviations (SD) of the metrics described in
“Performance Metrics Evaluation” section were computed,
and the segmentation results for each method are shown in
Table 1. The average performance of each method shows high
variation with different image types. Otsu’s method and the
proposed method for T1w, T2w, and PD image types show
comparable performances in terms of κ similarity coefficient.
The higher values of Dice coefficient indicate that only few
black pixels (or small non-brain tissue regions) belonging to
the If and J images have overlapped. Also, the highest sensi-
tivity with very few FN and a high specificity are provided by
the proposed method. Niblack’s and Bernsen’s methods show
a low performance, and Sauvola’s method does not provide
any measurable information. With respect to morphological
operations, Sauvola’s case demonstrated significantly worse
performance relative to other methods.

The segmentation results for each method used for
comparison purpose are shown in Table 2. It can be seen
that the proposed method gives the average values similar
of the performance coefficients with those of reported
methods in literature, sharing the same public databases.
The purpose of this comparison was to show that the
proposed irrational filter gives the very good results in a
simple and robust technique and with a very low process-
ing time, unlike the previous methods that show a higher
processing time.

The robustness of the proposed method has been prov-
en in two ways. First, its wide applicability is proved by
the significant number of MR images belonging to vari-
ous diagnostic groups and acquisition ways (PD, GAD,
T1w, T2w), for adults and aging population. These

Fig. 4 Examples of skull stripping using various binarization methods. a
Otsu’s, b Sauvola’s, c Niblack’s, d Bernsen’s, and e proposed methods
using the 3×3 mask and f proposed method using the 5×5 mask. The first
column indicates the binary image resulted in the pre-segmentation step.
The second column shows the filtering results of the average filter (used
in [25–28]) and of the proposed irrational mask coupled with the shape
corrections by morphological operations. The third column corresponds
to the skull-stripped image

Table 3 Algorithm parameters used in the binarization stage for
optimal operations

Methods Parameters Values of the parameters

Otsu Automatic threshold that
minimizes interclass
variance

t∈[0.135; 0.394]

Niblack Local mean, standard
deviation, and mask
size w×w

w=15
k=−0.2, k is the bias that
controls the level of
adaptation varying the
threshold value

Sauvola Local mean, standard
deviation, and mask
size w×w

w=15, k∈[0.2; 0.5]
R=128 (the maximum
value of the standard
deviation)

Bernsen Minimum and maximum
gray values within the
local window w×w and
the contrast C (i, j)

C (i, j) ≥15
w=31
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images belong to independent public databases. Secondly,
our method does not need to have the software parameters
modified, in contrast to the parameter-based methods used
for comparison.

The window size affects the performance of segmentation.
Niblack’s, Bernsen’s, and Sauvola’s methods require large
window size, and for MR images, they do not show good
performance and are not suitable at smaller window size.
Sauvola’s method is totally inappropriate. Proposed methods
give very good results for 3×3 mask, and a slightly decrease
of 2 % in the performance has been registered for the 5×5
mask.

It is worth noting here that our approach incorporates
an edge-enhancing component, as the proposed irrational
mask allows setting a high-pass filtration operation. Its
performance is very good because it highlights pixels that
have values that are very different from their neighboring
pixels (i.e., from those pixels assigned as black pixels by

the negative weights of the π mask). This method per-
forms better on all images encompassed in analyzed
datasets and shows equal performance among different
diseases. However, cerebral hemorrhage images were the
most difficult to segment.

The proposed method is able to successfully segment
the whole brain in all 216 images from two publicly
available databases. It has similar performance with re-
spect to other most popular methods in the literature
[11, 14, 17], but it outperforms these methods due to
its simplicity and speed. We estimate that in group com-
parison studies of skull stripping, our method can be
successfully used. In evaluating the proposed method,
the combined merits of the entire constellation of per-
formance metrics as comparison with manual segmenta-
tion, longitudinal studies across two databases, the range
of the optimal parameters, and processing time were
considered.

Fig. 5 Results of the proposed method for images from the studied
databases a IBSR, b WBA-T1w, c WBA-GAD, and d WBA-PD.
Columns show the following: original image (1), pre-processed image

using the irrational filter (2), binary image obtained in the proposed
approach (3), intermediate binary mask (4), and skull-stripped image (5)
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Conclusions

The aim of this study was to develop a simple and robust
skull-stripping method based on the new proposed irrational
mask. This new proposed algorithm combines the gray-level
value selection and the pixel assignation between background
(=0) and the foreground with a new binarization rule.
Specifically, two irrational masks of 3×3 and 5×5 size based
on the first 9 and 25 terms of Gregory-Leibniz infinite series
that calculates the π value have been used. In case of the 5×5
mask, the performance of method decreases with 2 %. Also, a
new selection rule to convert a gray-scale image into a binary
image was proposed. In the final steps, morphological opera-
tions that remove all non-brain regions were used and the
performance of the new skull-stripping approach was com-
pared with other well-established methods.

The proposed method was quantitatively and qualitatively
evaluated using international MRI databases: IBSR and
WBA. The validation of the proposed method has been car-
ried out by comparing our results with ones provided by other
methods [11, 14, 17], and our method shows similar segmen-
tation performance and accuracy (based on popular metrics).
The main advantage is its simplicity and robustness. Also, our
algorithm is fast enough so that the processing time is an
advantage of the method.
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