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ABSTRACT
We present a method to segment historical document im-
ages into regions of different content. First, we segment
text elements from non-text elements using a binarized ver-
sion of the document. Then, we refine the segmentation of
the non-text regions into drawings, background and noise.
At this stage, spatial and color features are exploited to
guarantee coherent regions in the final segmentation. Ex-
periments show that the suggested approach achieves better
segmentation quality with respect to other methods. We ex-
amine the segmentation quality on 252 pages of a historical
manuscript, for which the suggested method achieves about
92% and 90% segmentation accuracy of drawings and text
elements, respectively.

Categories and Subject Descriptors
I.7.5 [Document Capture]: Document analysis

General Terms
Algorithms, Performance

Keywords
Segmentation, layout, historical documents, superpixel, CRF.

1. INTRODUCTION
Grouping documents into regions of different content plays
a powerful role in human visual perception [29]. A human
would invest minor efforts to perceive global aspects of the
image and consequently segmenting it into regions, such as
text and images. For computers, on the other hand, re-
liable and efficient content-based segmentation remains a
great challenge.

Page layout analysis is a fundamental step of any document
image understanding system. The analysis process consists
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of two main steps, page segmentation and block classifica-
tion. In the first step a document image is segmented into
homogeneous regions. The classification step attempts to
distinguish among the segmented regions whether they are
text, image, drawing, etc. Each region is fed into an ap-
propriate algorithm, according to the type of the region, for
further processing.

Historical documents may contain drawings in addition to
text and ornamentation as appears in Figure 1(a). Sepa-
rating text from these documents significantly contributes
to word-spotting techniques [2, 21]. On the other hand,
localizing drawings and classifying them, as shown in Fig-
ure 1(b), can expedite their automatic retrieval; as a re-
sult, the manuscript authentication process [20] can be fa-
cilitated.

(a) (b)

Figure 1: (a) Arabic historical document image with
text and drawings. The manuscript dates back to
the 17th century and it is from the IHP collec-
tion [13], (b) segmentation result of text (in green),
drawings (in blue) and noise (in red).

Using pixel grid to compute features from individual pixels
can be computationally expensive. To overcome this limi-
tation, researchers suggest compact representations of im-
ages [1, 16], which are adapted to the local structure of the
image. Superpixels are a good example of such a representa-
tion which we are using in our algorithm. This representa-
tion is obtained by a conservative over-segmentation of the
image into compact and highly uniform regions. Superpix-



els are the elementary units from which local image features
can be computed. They have proved increasingly useful in
computer vision tasks as they greatly reduce the complexity
of subsequent image processing steps [19, 14].

In this paper we present a method for separation between
text and drawings in historical documents. In the first stage
a classifier is used to separate text from non-text elements
in a binarized version of the document. In the second stage
we remove the text from the document and use another clas-
sifier to separate drawings from background and noise. We
exploit both spatial and color features of superpixels to ex-
tract drawings. Both stages use Conditional Random Fields
(CRFs) to enforce spatial coherence in the final segmenta-
tion.

2. RELATED WORK
In this section we briefly review existing image segmenta-
tion techniques in general, and document image segmenta-
tion methods in particular. Approaches for document im-
age segmentation can be divided into two main categories:
top-down and bottom-up. In the top-down category, the
image is coarsely segmented and a subsequent refining pro-
cess is applied as a second step. In the bottom-up category,
elementary units in the image (such as pixels, connected-
components, superpixels, etc.) are aggregated to form larger
regions which define different image classes. The aggregation
process usually optimizes a cost function to meet a specific
criterion.

2.1 Bottom-up Approaches
Graph-based algorithms constitute the large portion of this
category. In these algorithms, each elementary unit is treated
as a node in a graph, and edge weight between two nodes is
determined according to a similarity measure. Shi and Ma-
lik [26] addressed image segmentation as a graph partition-
ing problem using the Normalized Cuts global criterion. The
minimization of this criterion can be formulated as a gener-
alized eigenvalue problem. Following a recursive scheme, the
eigenvectors were used to generate good partition of the im-
age. Felzenszwalb and Huttenlocher [11] presented a greedy
algorithm that clusters pixel nodes in the graph into seg-
ments. Each segment is the minimum spanning tree of the
constituent pixels. Recently, Kim et al. [16] proposed an
approach that utilizes a modified version of the correlation
clustering algorithm for image segmentation. They applied
it on a pairwise superpixel graph to merge superpixels into
homogeneous regions. A higher-order correlation clustering
was applied on the induced hypergraph as well. Structured
support vector machine (S-SVM) [27] was used for training
of parameters in correlation clustering.

Bukhari et al. [5] proposed a method for text and non-text
segmentation based on connected components. They clas-
sified connected components according to a set of simple
and representative features. A multi-layer perceptron clas-
sifier was exploited. In [6] the authors extended the former
approach to segment sidenotes in page margins from the
main-body text in historical documents.

Dan Bloomberg introduced a simple and effective approach
for page segmentation based on multi-resolution morphol-
ogy [3]. This method aims at separating halftone figures

from text. He managed to segment halftones from text by
using a combination of dilations and erosions. Since it is
expensive to use large structuring elements at high image
resolution to complete the missing parts of the halftone, he
introduced the interesting concept of multi-resolution mor-
phology. However, the considered algorithm cannot segment
non-text elements such as drawings, graphs, maps, etc. from
text components. Bukhari et al. [7] improved the former
method so that it can cope with non-text components includ-
ing halftones, drawings, graphs, maps, etc. The improve-
ment relies heavily on combinations of basic morphological
operations. These combinations lead to two new modifica-
tions: hole-filling and reconstruction of broken drawing lines.
These modifications generalize Bloomberg’s work so that it
can segment more non-text components from documents.

2.2 Top-down Approaches
Mean-Shift [8], a feature-space analysis technique, was used
in the domain of computer vision to generate homogeneous
clusters. It locates peaks in high-dimensional density func-
tions without computing the complete function explicitly. It
generates image segments by grouping pixels in the feature
space that climb to the same peak in the density function.
Wang et al. [28] used an optimized decision tree classifier
to classify components of different target classes. They in-
troduced a block classification system in which a block is
represented by a 25 dimensional feature vector. Later, Key-
sers et al. [15] showed that a document block classification
system can be constructed by merely using run-length his-
togram feature vectors. They managed to segment several
classes such as math, logo, text, table, drawing, halftone,
ruling and speckles. However, block-based approaches are
relatively limited due to their sensitivity to the accuracy of
page segmentation into homogeneous blocks.

3. THE PROPOSED METHOD
Our method is based on a two stage bottom-up approach.
First, we segment the text from a binarized version of the
document. We utilize shape features extracted from the con-
nected components, and use CRFs to enforce spatial coher-
ence. Second, drawings are extracted by exploiting features
from superpixels such as the spatial location and the CIE-
Lab color distribution [8]. We define drawings as a group
of adjacent pixels that significantly differ in color from the
background and occupy a relatively large portion of the doc-
ument. We use the former definition to assign appropriate
probabilities to superpixels. Spatial coherence is guaranteed
by applying CRF on the considered superpixels.

3.1 Text Segmentation
The main features that characterize text with respect to
drawing in a document are its - relatively constant - stroke
width [10], size and texture. Text elements form virtual hor-
izontal lines, which can characterize text as well. Candidate
horizontal text lines are extracted using multi-scale texture
analysis and used to learn the shape and location of text ele-
ments. These candidates guide the extraction of text within
the document. The former process is repeated, guided by
the text lines extracted at each iteration, until no more text
lines are found.

The estimation of text lines is based upon a multi-scale anal-
ysis of the document, where each scale corresponds to an es-



timated text line height. The local orientation of the pixels
in a given scale is extracted in the following way:

1. We convolve the image with different filters, 6 of them
are anisotropic Laplacian of Gaussian (LoG) at differ-
ent orientations, and the 7th is an isotropic Gaussian.
All of the filters are in the same scale.

2. The orientation of the filter with the strongest response
determines the orientation of each pixel. This produces
the orientation map (as shown in Figure 2(a)).

It has been demonstrated that LoGs robustly detect line
elements within images [12]. We use them to extract hor-
izontal lines, as they are reliable candidates of text lines.
The candidate text lines of a given scale are extracted from
the obtained orientation map.

For each scale, the connected components (CCs) which con-
stitute of pixels with horizontal orientation, represent text
lines, and other elements that we regard as noise (as shown
in Figure 2(b)). Separation between text lines and noise is
done based on the aspect ratio between the width and height
for each line. Text lines are chosen as the elongated lines,
using K-means (as shown in Figure 2(c)). After this initial
separation between text lines and noise, we select the text
lines from the scale which produces the most regular text
lines. The irregularity for text lines is defined as the sum of
the variances of the mean stroke width, the maximal verti-
cal run-length and the Euclidean distance between each pair
of neighbouring text lines. The stroke width and maximal
vertical stroke width features are explained below.

The estimated text lines are used to guide the extraction of
text from a binarized image. After binarizing the document
using a standard text segmentation technique [22], the CCs
(henceforth elements) which overlap with the estimated text
lines are being used to characterize the shape and location
of text elements. For each element that overlaps with an es-
timated text line a shape related feature vector is extracted.
The feature vectors are modeled using a multivariate normal
distribution N (~µ,Σ) in order to estimate the probability for
all elements within the document.

We use the following features to generate feature vectors for
each element:

1. Bounding Box Features: the height and width of
the bounding box.

2. Area: The number of pixels contained in the element.

3. Stroke Width Features: The mean stroke width is
obtained by

2 ∗
|S|

|D|
,

where |S| is the number of foreground pixels, and |D|
is the number of pixels on the boundary [18]. In addi-
tion, we measure stroke width by counting the number
of consecutive foreground pixels in a given direction,
i.e., run-length. A histogram of run-length measure-
ments indicates the number of runs of each length [9].

(a)

(b) (c)

(d) (e)

Figure 2: (a) The orientation map for 10 pixels
scale; each color represents a different orientation;
the blue color represents pixels with horizontal ori-
entation. (b) and (c) depict the initial set of hori-
zontal lines and the set after K-Means, respectively.
(d) depicts the corresponding text. (e) depicts the
estimated text lines after one iteration.

We generate horizontal and vertical run-length his-
tograms, and from each histogram we extract the mode,
mean, variance and maximal run-length.

4. Distance to estimated text lines: the distance of
an element (e) to the text lines (ℓ) is defined in Eq. (1),
where vi and vj are pixels in e and ℓ, respectively.

d(e, ℓ) = max
∀vi∈e

{min
∀vj∈ℓ

||vi − vj ||2} (1)

We formulate the problem of labeling each element as text
or non-text as an energy minimization problem [4], where



the energy function consists of data and smoothness costs.

The data cost Dp(fp) measures how well an element p fits
to the text model. The data cost of assigning the text label
for p is defined in Eq. (2), while Dp(fp = non-text) = const.
This constant value acts as a tolerance threshold. The lower
the value, the more confidence we require from the normal
distribution in order to assign a text label for an element.
The value n in Eq. (2), is the length of the feature vector,
and ~p, is the feature vector of element p.

Dp(fp = text) = ln(
√

(2π)n|Σ|) +
1

2
(~p− ~µ)TΣ−1(~p− ~µ) (2)

The smoothness term Vpq(fp, fq) measures the spatial cor-
relation of neighboring elements. Elements with a smaller
distance have a higher probability to belong to the same la-
bel than those distant ones. This is defined in our energy
minimization scheme as the smoothness term. Kubovy and
Van den Berg [17] showed that proximity grouping strength
decays exponentially with Euclidean distance. This reflects
in the smoothness energy term which is defined in Eq. (3).
The term dis(p, q) is the Euclidean distance between p and
q, and the constant α is defined as (2 〈dis(p, q)〉)−1, where 〈·〉
denotes expectation over all pairs of adjacent elements [23].

Vpq = exp(−α · dis(p, q)) (3)

Now that the energy model is fully defined, the segmenta-
tion can be estimated as a global minimum of Eq. (4), where
CCs is the set of all elements, N a set of adjacent elements,
and fp the label assigned to element p. We define the neigh-
borhood of an element as consisting of its 8 closest elements.
Finding a solution to this labeling problem is optimized us-
ing a standard graph-cut algorithm as proposed by [4] (see
results in Figure 2(d)).

E(f) =
∑

p∈CCs

Dp(fp) +
∑

{p,q}∈N

Vpq(fp, fq) (4)

The segmented text elements are reused in an iterative way
to refine the results. Each horizontal line ℓ (as shown in
Figure 2(b)) that overlaps with a text element is added to

the text lines after refinement. Let us define ℓ̂, as the inter-
section between ℓ and elements classified as text, and let us

define min
x

(ℓ̂), and max
x

(ℓ̂) as the column of the leftmost and

rightmost foreground pixel in ℓ̂. The refined version of ℓ is

defined in Eq. (5), where min
y

(ℓ̂), and max
y

(ℓ̂) are defined for

rows. See Figure 2(c) for the intitial set of estimated text
lines and Figure 2(e) for the estimated text lines after one
iteration.

ℓ̃ = {(x, y) ∈ ℓ|min
x

(ℓ̂) ≤ x ≤ max
x

(ℓ̂) and

min
y

(ℓ̂) ≤ y ≤ max
y

(ℓ̂)}
(5)

After refining the estimated text lines, text elements are
extracted again using the described above algorithm, and
the process repeats iteratively, until no more new text lines
are added.

3.2 Drawing Extraction
As mentioned in the beginning of this section, we seek a
group of adjacent pixels that greatly differ in color from the
background and occupy a large portion of the document. To
ease the computations we use superpixels [8].

We use the color distribution of the largest superpixel (in
terms of its pixels number) as an approximation to the color
distribution of the background. For each superpixel we de-
fine its distance from the background in the CIE-Lab color
space by using the Earth Mover’s Distance metric (EMD) [24].
The EMD is an image similarity metric that was popularized
by Rubner et al. [24] for content based image retrieval. For
each image (superpixel in our case) a signature is extracted
and the distance between the two signatures is posed as a
linear programming (LP) problem.

Superpixels that belong to page margins and text have a
high probability of not being part of a drawing. So as a
preprocessing step, we remove text and page margin super-
pixels from the image in the following way: a morphological
close operation is applied on the text lines discovered in the
previous step, and each superpixel that is fully contained
within the generated mask is marked as text superpixel. (A
generated mask is illustrated in Figure 3(a)).

We use the previously obtained orientation map (as shown
in Figure 2(a)) to extract horizontal and vertical lines from
page margins. One can notice that horizontal margin lines
are horizontal CCs which are located within Mt marginal

image rows, and for which width(CC)
height(CC)

> Et. Vertical margin

lines are defined symmetrically. The constants Et and Mt

are thresholds on the elongation of margin lines and page
margins respectively. Superpixels that overlap with margin
lines are classified as margin superpixels (as shown in Fig-
ure 3(b)).

The data cost Dp(fp) measures how far in color the super-
pixel is from the background (bg). The data cost of assign-
ing the drawing label for a text or margin superpixel p is
Dp(fp = drawing) = const, while for any other superpixel p
it is defined as:

Dp(fp = drawing) = βe
−γ·EMD(p,bg)

.

The data cost of non-drawing label is:

Dp(fp = non-drawing) =

{
0, p = text/margin,
const, p = otherwise,

where the constants were tuned for drawing extraction, and
are defined in Section 4. See Figure 3(c) for the value of
EMD(p, bg), and Figure 3(d) for the value of Dp(fp =
drawing).

The smoothness term Vpq(fp, fq) measures the color correla-
tion of neighboring superpixels. Superpixels with a similar
color distribution and similar size have a higher probability
to belong to the same label than the non similar ones. This
is defined in our energy minimization scheme as the smooth-
ness term. Between two neighboring superpixels p and q, the
smoothness energy term is defined in Eq. (6), where |p| is
the number of pixels in p, and δ is defined in a similar way to
the constant α. Now that the energy model is fully defined,
the segmentation can be estimated as a global minimum, in



a similar way to Eq. (4).

Vpq =
2min(|p|, |q|)

(|p|+ |q|)
· exp(−δ · EMD(p, q)) (6)

The resulting segmentation is a group of connected compo-
nents (CCs) which consists of drawings and noise (as shown
in Figure 3(e)). A post-processing is applied to remove noise.
First, margin lines are removed, then we compute for each
CC its Area feature. We take as seeds (CC0) all the CCs
which are larger in area than mean(Area) + 0.5std(Area),
where mean(Area), and std(Area), are the mean and stan-
dard deviation of the Area feature, respectively (as shown
in Figure 3(f)). At the next step we consider as part of a
drawing each c ∈ CCs, which is close spatially and in color
to the seeds. More formally, we add each c ∈ CCs which
satisfies:

∃c0 ∈ CC0, s.t. dist(c0, c) < Dt,

EMD(c0, c) < Ct,

where Dt and Ct are thresholds on the proximity in the
spatial and color space (defined in Section 4). This produces
the final result as shown in Figure 4(b).

4. EXPERIMENTS
We evaluate our algorithm on a historical manuscript from
the Islamic Heritage project (IHP) collection [13]. The man-
uscript dates back to the 17th century and consists of 252
pages that contain text, drawings and a noisy background.
PixLabeler [25], a tool for labeling document images, has
been used to generate a pixel-level groundtruth, for text
and drawings, and hence evaluating the performance of the
suggested technique. Each groundtruth image contains two
class labels, i.e., drawings and text. The segmentation accu-
racy of our algorithm has been determined by examining the
overlapping percentage between results of the algorithm and
the groundtruth. This induces the precision and recall mea-
sures which are combined in a single representative scalar,
i.e., the F-measure1.

Bukhari et al. [7] Ours
with noise w/o noise with noise w/o noise

Drawings 85.6% 88% 88.9% 91.7%
Text 89.8% 94.9% 93.8% 94.2%

Average 87.7% 91.4% 91.4% 92.95%

Table 1: Segmentation accuracy of our method with
respect to Bukhari et al.method [7] on both text
and drawings. The results are averaged on the IHP
dataset using the F-measure.

In all our experiments we have used the thresholds: Dp(fp =
non-text) = 25, Dp(fp = non-drawing) = 70, β = 4000,
γ = 0.7, Mt = 7% of page margins, Et = 4, Ct = 16, and
Dt = 70 pixels. For text extraction, we experimented all
scales between 8 and 20 pixels.

Bukhari et al. [7] suggested a method to segment text and
non-text entities in binarized document images. We com-
pare the performance of our algorithm with this work on

1The dataset, the results, and the groundtruth are available
upon request from the corresponding authors.

(a) (b)

(c) (d)

(e) (f)

Figure 3: (a) Result of the close operation on the
text lines (b) marginal superpixels (c) a heat map for
EMD(p, bg), blue color represent low values, whereas
red color represents high values; (d) the heat map
for Dp(fp = drawing) (e) a mixture of drawings and
noise after applying the CRF for drawings (f) seed
for drawing extraction.

the same dataset. Due to binarization, the documents con-
tain noise artifacts. In contrast to our work, this noise was
not considered as a different class in [7]. It is important
to note that detecting noise as a separate class in histori-
cal documents leverages the segmentation accuracy of other
classes, i.e, drawings and text. Table 1 shows a compre-



hensive performance comparison between the two methods
with and without taking noise into consideration during the
evaluation process. Figure 4 depicts the segmentation result
for the two methods on a random page from the considered
manuscript.

(a)

(b) (c)

(d) (e)

Figure 4: (a) Original image. Results of our al-
gorithm for drawing segmentation (b) and text
segmentation (d). Corresponding results for
Bukhari et al.method [7] are in (c) and (e) respec-
tively.

Let us concentrate on the case where noise is not part of
the evaluation scheme. One can notice that the suggested
method achieves better segmentation of drawings with re-
spect to [7]. This fact becomes clearer once we observe that
on average 17% of the pixels classified as drawing pixels
by Bukhari et al. [7] are actually non-drawing pixels (false-

positive). On the other hand, the suggested method misses
9% of drawing pixels in terms of false-positive. This obser-
vation explains the differences in the precision measure in
Table 2. Both methods classify about 5% of drawing pixels
as non-drawing pixels (false-negative). Table 2 reports al-
most equal recall percentage. Exploiting features from both
binary and CIE-Lab color versions of the image induces the
mentioned results and the advantage of our method on draw-
ing segmentation with respect to Bukhari et al. [7].

Precision Recall
Bukhari et al. [7] 82.5% 94.4%

Ours 89.6% 94.9%

Table 2: Accuracy of drawing segmentation in terms
of precision and recall. Note that these results refer
to the case where noise is ignored in the evaluation
scheme.

Considering text segmentation, both methods have very low
percentage of drawing pixels mistakenly classified as non-
drawing pixels (false-positive). One can notice that this
positively affects the precision measure in Table 3. Our
method classifies 10% of text pixels as non-text pixels (false-
negative), while 7% of text pixels are classified as non-text
pixels by Bukhari et al. [7] approach. Table 3 summarizes
the precision and recall measures in the context of text seg-
mentation. It is important to emphasize that the suggested
method provides better segmentation accuracy of text with
respect to [7] once noise is taken into account.

Precision Recall
Bukhari et al. [7] 97.5% 92.9%

Ours 99.8% 89.6%

Table 3: Accuracy of text segmentation in terms of
precision and recall. Note that these results refer
to the case where noise is ignored in the evaluation
scheme.

Figure 5 depicts some sample images and their correspond-
ing results generated by the considered methods. One can
notice the importance of exploiting color in the second sam-
ple, where Bukhari et al. [7] method misses all the red worms.
However, our method perfectly extracts all the worms. Clas-
sifying noise elements as text can minimize the accuracy of
any text recognition system. The results in Figure 5 reflect
the robustness of our method, especially when separating
text from noise is considered.

5. CONCLUSION
We present a two stage bottom-up segmentation approach.
The suggested method separates text from drawings in his-
torical documents. In the first stage we utilize a binarized
version of the document to detect and extract text. In the
second stage we remove the text from the document and
use a classifier to separate drawings from other classes, e.g.,
background and noise. A compact representation of the im-
age, i.e., superpixels, is used to optimize the performance of
the method. An optimization framework is used to solve the
energy equation which defines cost and smoothness terms.
Experiments show that the suggested approach achieves bet-
ter segmentation quality with respect to other existing meth-
ods.



(a) (b) (c) (d) (e) (f)

Figure 5: (a) Original image and its (b) Ground truth. Results of our algorithm for (c) drawing segmentation,
and (d) text segmentation. Results of Bukhari et al. [7] method appear in (e) for drawing segmentation, and
(f) for text segmentation.

6. FUTURE WORK
We plan to focus on improving the noise classification step.
Mainly because noise stains may have a salient color which
is different from the color of the background. In this case
our method might classify the stains as drawings. The influ-
ence of the binariziation step on the generation of seeds will
be examined as well. Moreover, the scope of future work
includes improving the method so that it can process more
types of document images such as newspapers. Newspapers
may contain big titles and various types of drawings which
requires additional efforts.
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