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Abstract—Voltage noise is the main source of dynamic vari-
ability in integrated circuits and a major concern for the design
of Power Delivery Networks (PDNs). Lower supply voltages were
made possible with technology scaling, but power density was also
increased. Consequently, power integrity became a key factor in
the design of reliable high performance circuits.

Ring Oscillators Clocks (ROCs) have been proposed as an
alternative to mitigate the negative effects of voltage noise. How-
ever, the effectiveness highly depends on the design parameters of
the PDN, power consumption patterns and spatial locality of the
ROC within the clock domain. This paper analyzes the impact
of the PDN parameters and ROC location on the voltage noise
and the robustness achieved by using ROCs. The capability of
reacting instantaneously to large voltage droops makes ROCs
an attractive solution, which also allows to relax the constraints
required for the PDN design. The experiments show that up to
83% of the margins for voltage noise and up to 27% of the
total leakage power can be reduced by using ROCs. Also, PDN
simplifications are possible, with fewer power interconnections
or package decaps of lower quality. Tolerance to voltage noise
and related benefits can be increased with multiple ROCs.

Index Terms—ring oscillators; voltage noise; adaptive clocking;
power delivery network; multiple clock domains

I. INTRODUCTION

THE ESTIMATION of the path delays and their variability

is critical for the reliability of digital circuits. In order to

define a robust clock period, it is necessary to consider all

conditions that may shift and affect the delay of every circuit

path, such as the manufacturing process, the supply voltage,

and the temperature (PVT). Static offsets of these conditions

are estimated at design time and taken into account by adding

guard band margins to the nominal clock period. Nevertheless,

dynamic shifts are hard to predict and excessively conservative

margins are often added to prevent failures.

Voltage noise is the main source of dynamic variability,

and mitigating this noise is an arduous task that may have an

significant impact on power, performance, and area. The main

components of voltage drops are resistive and inductive [1]:

∆V = R · i(t) + L ·
di

dt
. (1)

IR drops (static and dynamic) are produced by the parasitic

resistance of the Power Delivery Network (PDN).

This work was performed with the support of CNPq, Conselho Nacional de
Desenvolvimento Cientı́fico e Tecnológico - Brasil, and has been partially sup-
ported by funds from the Spanish Ministry for Economy and Competitiveness
and the European Union (FEDER funds) under grant TIN2017-86727-C2-1-R,
and the Generalitat de Catalunya (2017 SGR 786).

The authors are with the Computer Science Department, Uni-
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Inductive noise is mainly caused by current differences,

associated with the switching activity of the chip. Clock and

power gating are low-power techniques that can unintention-

ally produce large voltage droops. When many devices are

simultaneously activated, a large di/dt is originated. If that

situation is periodically repeated and aligned with a resonant

frequency of the PDN, large voltage swings may appear,

exceeding the ones tolerated by the system.

Augmenting the clock period offers more robustness against

these changes in the operating conditions, but this comes at

the expense of reducing performance. Another solution is to

increase the amount of decoupling capacitors (decaps) [1], [2].

Voltage noise is mitigated when the system has a larger on-chip

and off-chip capacitance. Unfortunately, the additional decaps

imply an increase in area and leakage power, and variations

that exceed the defined margins cannot be fully eliminated.

In [3], the use of integrated voltage regulators is investi-

gated, quantifying the penalties in area and power for the

voltage noise reductions obtained. Other proposals include:

improving the PDN impedance, which requires adaptations for

each particular circuit; static and dynamic voltage margining,

which result in higher power consumption; and performance

throttling and stalling [4], [5], which require high-quality

voltage sensors, with additional area and power. Adaptive

clocking [6]–[10] seems to be a promising solution with low

overhead, but with its efficiency limited by the characteristics

of its voltage sensors and clock generators.

Ring Oscillator Clocks (ROCs) [11], [12] can be considered

an adaptive clocking proposal, which takes into account all

sources of variability, voltage noise included. If the ROC is

correctly designed, then a strong correlation can be achieved

between the clock period and the delay of the critical paths.

Considering that the ROC and the critical paths are exposed

to the same sources of variability, the clock generator adapts

immediately to the circuit demands.

Unfortunately, voltage fluctuations are not uniform across

the die. Two distant points in the same die may have different

voltage levels. This unsteady behavior raises some questions:

• How the global and local portions of voltage noise affect

the performance when using ROCs?

• Is it possible to relax the PDN design by using ROCs?

• What is the relation between the required timing margins

for an ROC and the size of its clock domain?

• Where to locate the ROC within a clock domain?

Voltage noise analysis has been focused on estimating

the global worst-case and deriving the timing margins re-

quired [13]. For example, if the nominal voltage is 1V and the

minimum voltage estimated is 0.85V, then a circuit with a rigid

clock must consider a variation of 150mV for the clock period.
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Fig. 1. Power delivery network (PDN) model with (a) off-chip and (b)(c) on-chip parasitics.

For ROCs, the key value is the largest differential voltage

between the ROC and the critical path [14]. If the voltage at

the ROC is 0.9V when it is 0.85V at the critical path, then the

clock period margins should cover only the difference: 50mV.

This paper presents the following contributions:

• A conservative analysis on the benefits of using ROCs

when facing problems related to voltage noise.

• Different activity patterns and ROC locations are explored

to understand the effects on voltage variations.

• Voltage noise is generated using an activity frequency

with very high impedance, in order to differentiate the

global and local voltage variations.

• Simplifications of the PDN are investigated, reducing its

cost and relaxing the design parameters to provide a

stable supply voltage.

Notice that the number of ROCs and their placement have

no significant influence on voltage noise. The goal is not

to mitigate voltage noise, but to reduce voltage variations

between the critical paths and the clock source, thus reducing

the guard band margins required. Also, the results presented

are based on simulations using models. This approach provides

a flexible and easily reproducible method, but also illustrative

enough to cover a broad range of potential applications.

The paper is organized as follows. A PDN description and

a review of voltage noise sources is presented in Section II.

Section III provides an overview about ROCs, with details

about the jitter and ROC design. Section IV depicts the

PDN and delay models, and the performance metrics used

to compare ROCs and PLLs. Voltage locality is introduced by

multiple activity patterns in Section V, analyzing the impact

of voltage difference for ROCs, and the positive impact of

increasing the number of clock domains. PDN modifications

are evaluated in Section VI, regarding the on-chip capacitance,

the placement of the power interconnections (bumps), and the

package parasitics. Section VII provides a discussion on the

experiments, and the advantages and disadvantages of using

ROCs as the clock source. Section VIII concludes the paper.

II. VOLTAGE NOISE

The PDN delivers the power and ground voltages to all

devices of a design. Fig. 1 depicts the PDN model with its

components: voltage regulator (VRM), board (PCB), package

(PKG), the connection bumps and the on-chip power grid [1].

The power distribution has parasitic inductances, resistances

and capacitances, which can be modeled as depicted in Fig. 1.

Decaps are placed at all levels of the PDN in order to
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Fig. 2. (a) The frequency response of a typical PDN, and (b) the voltage
droops generated by a single current spike.
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Fig. 3. Voltage droops generated by periodical current differences at (a) low
and (b) high impedance frequencies.

reduce voltage fluctuations. The parasitics of the capacitors

are also known as equivalent series inductance (ESL) and

equivalent series resistance (ESR). The PDN parasitics interact

with each other, forming LC circuits with different resonance

frequencies, which are responsible for the voltage droops.

The circuit composed by the on-chip capacitance and the

power bumps inductance (Lbump) generates the first droop,

which typically produces the largest voltage noise and has a

resonance frequency of 100-400MHz [15]. The second and

third droops usually have much lower resonance frequencies

and amplitudes than the first droop.

Fig. 2(a) depicts the frequency response of a typical PDN,

showing the impedance and the resonance frequency for the

first, second and third droops. The supply voltage behavior

illustrated in Fig. 2(b) is observed when a current spike is

requested for this PDN: the first droop causes fast and large

voltage swings in the order of nanoseconds; then the voltage

continues to fluctuate due to second and third droops, until it

becomes stable after a few microseconds.

Voltage noise is minimized when the activity takes place at

frequencies with low impedance associated. Fig. 3(a) shows

the supply noise and the clock signal for a circuit operating
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Fig. 5. Clock signal generation in the presence of voltage noise.

at 1GHz (low impedance), with voltage swings of ±10%.

The clock can be set to the frequency of the first droop to

emulate the worst-case voltage noise, as seen in Fig. 3(b). In

this case, the voltage noise amplitude goes up to 20%. Such

large fluctuations are also known as voltage emergencies.

For designers, it is difficult to anticipate whether voltage

emergencies will actually show up in their designs. Very often,

they just conjecture that these events will not happen, without

a full guarantee of safety. Note that a circuit designed for an

application can be used for other purposes, with changes in the

operating frequency, the submodules activated, the firmware,

and the packaging. In this context, it is very difficult to

predict the presence of such large voltage fluctuations. Still,

if a voltage emergency occurs, then a timing failure may be

originated and the circuit operation becomes unpredictable.

III. RING OSCILLATOR CLOCKS

Jitter and other clock uncertainties are typically covered by

increasing the timing margins of the clock period, degrading

circuit performance. For that reason, the use of ROCs as clock

sources has been discarded, as they have a high jitter caused by

their sensitivity to the various sources of variability. Therefore,

rigid clock generators with low-jitter, such as Phase-Locked

Loops (PLLs), became the de facto clock source paradigm.

Fig. 4 shows a synchronous circuit1 fed by a PLL or by an

ROC, depending on the selection of a mux. Fig. 5 illustrates

the clock signals generated by the PLL and the ROC when

1 The unconnected inputs of the circuit are connected to the rest of the
design. This is a typical representation of critical paths in EDA tools, in
which only the gates belonging to the path of largest delay are shown, and
the rest of the circuit is omitted.

a voltage droop occurs. The clock period of the PLL is not

affected by the voltage variations, as it is designed to support

these fluctuations and deliver a low-jitter clock. Still, the

circuit paths have a different behavior: their delay increases

when voltage decreases. If the PLL is selected as the clock

source, then timing failures are avoided by adding margins

that consider the delay of the critical paths at the minimum

voltage.

Differently, the period of the ROC is affected by the voltage,

as seen in Fig. 5. In [16], it is shown that the the power supply

is dominant source of jitter for ring oscillators. Recent studies

demonstrate that the jitter of ROCs is highly correlated with

the delay variability of the circuit paths [11], [12].

In other words, as the ROC and the circuit paths are

composed of similar gates, the PVT variations affect them

likewise. If the circuit becomes slower due to a voltage droop

or a temperature increase, then the frequency of the ROC slows

down as well. This correlation enables the reduction of timing

margins, and hence improve circuit average performance or

reduce power [11], [12]. Note that the PLL jitter does not

have similar correlation with circuit delay.

Obviously, there is not an exact match between the delay

of the critical paths and the period of an ROC. Standard cells

have different responses to PVT variations. Additionally, there

are voltage and temperature differences across the chip, and

process variability is not identical throughout the die [17]. All

these factors must be considered in the design of an ROC.

In this work, a rigid clock source (PLL) is compared with

an ROC, that is implemented using to the guidelines described

in [11]. In summary, the design of an ROC consists of:

• Delay extraction of the critical paths of the circuit.

• Use the extracted delay to generate a path of library gates

with similar delay behavior, considering all corners.

• Assemble these gates in a ring to create a clock.

The delay extraction is performed for all PVT corners avail-

able in the technology, using Static Timing Analysis (STA)

tools. The extracted delays are the input to a path synthesizer

tool, which produces a single chain of standard cells that is

able to produce an oscillating signal, i.e. a clock. Note that

the design of an ROC depends only on the manufacturing

technology and the variability behavior. Hence, it is agnostic

to the characteristics of the chip or the package.

IV. MODELS AND METRICS

A. PDN model

The chip-grid presented in [18] represents an SoC with four

cores of Pentium 4 and it is used as the PDN model in this

work. The PDN components illustrated in Fig. 1 are described

in SPICE netlists using the values of Table I. In Fig. 1(a), the

values Rdie, Cdie and Idie represent equivalent values of the

on-chip PDN. For example, Cdie depends on the amount of

on-chip decaps, and Idie depends on the activity pattern. As

external regulators typically do not regulate high frequency

variations, the voltage regulator module (VRM) is modeled as

a fixed voltage source delivering 1V at the power bumps.

The on-chip power distribution is modeled with a 12 × 12
grid [13], as seen in Fig. 1(b). Both the power and ground
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TABLE I
PDN PARAMETERS

Param. Value Param. Value Param. Value

Rpcb 0.094 mΩ Lpcb 21 pH Vvrm 1 V
Rcpcb 0.17 mΩ Lcpcb 1 pH Cpcb 240 µF
Rpkg 1 mΩ Lpkg 120 pH Cpkg 26 µF
Rcpkg 0.54 mΩ Lcpkg 5.61 pH Cckt 120 pF
Rbump 40 mΩ Lbump 72 pH Ickt 195 mA
Rgrid 50 mΩ Lgrid 5.6 fH - -
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Fig. 6. Current waveform and impedance response (200nF of on-chip decaps).

networks are considered in the model, with a VDD or a VSS

bump connected at every grid point.

Each point in the grid models a portion of the circuit,

with an intrinsic decoupling capacitance and a current source

emulating the circuit operation, with rise, high and fall times

set to 5%, 45%, and 5%, respectively (see Fig. 6(a)).

Additionally, a decoupling capacitor is added at each point.

Note that spreading the decaps uniformly is the best placement

in order to reduce voltage fluctuations, considering a similar

power consumption throughout the die [1], [13]. The frequency

response of Fig. 6(b) is observed at any point of grid, consid-

ering a total of 200nF of on-chip decoupling capacitance.

B. Delay model

A simplification of the gate delay formulation was proposed

in [19], which is still widely accepted. This model proposes the

delay variation with the voltage based on the threshold voltage

(Vth) and a technology fitting value α in the range of 1-2.

Details on how to calculate the α for different technologies

can be obtained in [19]. Notice that the model was defined for

a single gate, but the relationship between delay and voltage

holds for a path composed of multiple gates. Considering that

Vth, α and k have small variation with the voltage, then it is

possible to calculate the constant k in (2) and have the path

delay based on the supply voltage.

td(VDD) =
k · VDD

(VDD − Vth)α
(2)

A 65nm commercial library with nominal voltage of 1V

is used as reference. The average Vth of all combinational

cells of the library is 0.36V for 75oC, and 0.4V for 125oC. A

typical value of α is 1.3 [20], and this parameter is closer to

1 for more advanced technologies. Generally, ±10% offsets

are defined for the voltage swings during STA. Therefore, the

critical path at VDD = 0.9V must have a maximum delay of

1ns, considering a clock source of 1GHz.

Fig. 7 shows the path delay curves with the k values cal-

culated using (2), with VDD = 0.9V , td = 1ns, α = [1.0, 1.3]
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Fig. 7. Path delay given by (2), with td = 1ns and VDD=0.9V.
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Fig. 8. ROC placement strategies with different number of clock domains.

and Vth = [0.36, 0.4]. For a conservative analysis, Vth = 0.4V
and α = 1.3 are selected, indicating larger delay variations for

smaller voltage differences, with k = 0.45.

C. Performance Metric

In this work, the required timing margin is used to compare

the performance of the ROC and the PLL. For the PLL, the

margin is the difference between the critical path delay at the

nominal voltage (Vnom) and at the minimum voltage (Vmin):

marginPLL ≥ td(Vnom)− td(Vmin). (3)

The design of an ROC must consider the delay behavior of

Fig. 7 in order to keep the clock period larger than the delay

of the critical paths for any given voltage. For simplification

of the analysis, the delay behavior of the ROC and the critical

paths are both given by (2) with the same parameters. Still, if

the ROC has a larger Vth than the critical path, then margins

may be smaller.

In order to perform a conservative analysis of the required

timing margins for the ROC, the following claims are made:

• The voltage at the ROC is always higher than at the

critical path.

• The critical path is placed at the point with the largest

voltage difference with respect to the ROC.

• The largest voltage difference happens at the minimum

voltage, as delay variations are larger for lower voltages.

• Positive effects due to the clock distribution are not taken

into account, such as clock-data compensation [15].

Thus, the margin for the ROC is given by (4), which is

the difference between the critical path delay at the minimum

voltage and the ROC period at the largest voltage difference.

marginROC ≥ td(Vmin +max(∆VDD))− td(Vmin) (4)

The PLL margin is required regardless of its placement, as

the clock period must consider the critical path delay at Vmin.
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Fig. 10. Voltage distribution for some activity patterns of Fig. 9.

But the ROC margin varies with its location, as the voltage

difference is smaller between points closer to each other.

Fig. 8 depicts the three placement strategies analyzed, with

circles at ROC locations and squares around the grid points

on the same clock domain: one ROC at the center of the chip;

4 ROCs, with one at the center of each processor core; and

16 ROCs uniformly distributed. Additionally, one ROC placed

at an arbitrary grid point is analyzed, reporting the placement

that requires the largest margin.

Notice that 16 ROCs would require additional synchro-

nization between the clock domains, with an overhead in

performance and power not investigated. Therefore, this case

is reported but its results are not compared with the PLL.

V. VOLTAGE LOCALITY ANALYSIS

The different patterns depicted in Fig. 9 are proposed to

stimulate voltage variations across the die. The dark areas

represent the portions of the chip that are active. The parts

that are not active are modeled with constant current sources.

Fig. 10 shows the global and local effects due to some of

the proposed patterns. These images show the voltage levels

at each grid point when the minimum voltage is reached

in the simulation. The pattern in Fig. 9(j) generates the

lowest voltage, reaching a maximum current of 28A. An on-

chip decoupling capacitance of 200nF is necessary to keep

the voltage swings within ±10% for this activity pattern,

considering an activity frequency of 1GHz.
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Fig. 12. Critical path (CP) delay, and the clock period of the PLL and the
ROC, for the activity patterns of Fig. 9(e) and Fig. 9(j).

Using the grid model with 200nF of on-chip decoupling

capacitance, the activity patterns of Fig. 9 are simulated with

Synopsys HSPICEr for 50 clock cycles at 125oC, gathering

the minimum voltage (Vmin) of all grid points, and the

maximum voltage difference between any two points in the

grid (∆VDD). Two cases are analyzed: a typical voltage noise,

generated by the designed clock period, with low impedance

(1GHz); and the worst-case voltage noise, caused by an

activity frequency with very high impedance (first droop).

A. Typical voltage noise

Fig. 11 is generated with the voltage data gathered, using

(3) and (4) to obtain the required margins. The delay increase

for the PLL is proportional to the number of active points,

which is related with the total current and the minimum

voltage. In the worst case for the PLL, Vmin = 0.9V and

the delay increase is 123ps.

For the ROC, the delay increase is related with the voltage

difference between the ROC and the critical path (CP). Con-

sidering all activity patterns, delay increase is 71ps if the ROC

is placed at any grid point, and 57ps if it is at the center.

In Fig. 12, the activity patterns of Fig. 9(e) and Fig. 9(j)

are simulated, keeping track of the voltage at the center of

the grid and at the point with the largest voltage difference.

A 57ps margin is added to the ROC period, as it is placed at

the grid center. Fig. 12(a) depicts the worst case for the ROC,

whereas Fig. 12(b) shows the largest delay of the critical path.

Notice that the first and second voltage droops are present. As

these effects are global, they affect the critical path and the
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critical path (200nF decaps, activity at 1GHz).

ROC similarly. Therefore, ROCs enable a 53% better average

performance for the same level of voltage noise robustness.

Fig. 13 depicts the largest delay increase for each distance

between any two grid points, considering all activity patterns.

As expected, the delay is smaller if the critical path is closer

to the ROC. This graph shows that a trade-off is possible

between performance and the number of clock domains. The

required delay is reduced to 43ps with 4 ROCs, and to 20ps

with 16 ROC domains.

B. Worst-case voltage noise

The delay increase shown in Fig. 11 is required for a typical

voltage noise, but larger voltage droops may happen if the

activity frequency has a high impedance associated, as seen

in Section II.

The first droop frequency of the grid model with 200nF

of on-chip decaps is 125MHz. As a result, the voltage noise

is amplified if a large current difference happens every 8

clock cycles, considering a clock source of 1GHz. In order to

evaluate this phenomenon, the previous experiment is repeated

with the current sources operating at 125MHz.

Fig. 14 depicts the delay increase for each activity pattern in

this case. As expected, the voltage noise is boosted due to the

high impedance, and the delay increase required for the PLL

is 1.5ns. Therefore, if worst-case voltage noise is considered,

a design with a PLL cannot operate at 1GHz with this PDN.

The ROC takes advantage of the global characteristic of

voltage droops, and the delay increase is 435ps if it is placed

at an arbitrary point, and 260ps if placed at the center. Hence,

it is possible to reduce the delay in 83%, without increasing

the number of clock domains. Also, it is possible to reduce

margins by increasing ROC domains, with a delay increase

of 151ps with 16 ROCs, which is comparable to the delay

increase of the PLL for a typical voltage noise.

VI. RELAXING PDN PARAMETERS

The design of the PDN is a difficult task that must take into

account the circuit specification, the decaps and parasitics. It

is necessary to adjust the characteristics of the PDN in order

to avoid undesired voltage droops, which may happen when

the switching activity is aligned with a resonance frequency.

This section shows how the robustness of ROCs contributes

to relax the PDN design constraints, given the tolerance to han-

dle global voltage variations. Three parameters are analyzed:
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Fig. 14. Delay increase in the clock period for each activity pattern, for the
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Fig. 15. Impedance response of the PDN with 200nF, 300nF, 400nF and
500nF of on-chip decoupling capacitance.

on-chip decoupling capacitance, the number and placement of

power bumps, and the parasitics of the package decaps.

A. On-chip decoupling capacitance

Fig. 15 depicts the impedance response of the PDN with

200nF, 300nF, 400nF, and 500nF of on-chip decoupling ca-

pacitance. Notice that adding decaps to the chip has a linear

increase in area and power, whereas the impedance reduction

is important but not linear.

The voltage noise reduction obtained by increasing the on-

chip decaps has a direct impact to the performance, as seen in

Fig. 16(a). All activity patterns of Fig. 9 are simulated for the

different amounts of on-chip decaps, with activity at 1GHz.

The behavior is similar with the activity aligned with the

first droop frequency, with significant margin reductions shown

in Fig. 16(b). Notice that the first droop frequency varies

with the amount of on-chip capacitance (see Fig. 15). The

lower impedance is one of the reasons for the performance

improvements seen in Fig. 16. Still, there is a saturation on

the positive effect of adding decaps.

Generally, on-chip decaps do not imply an increase in area,

given that the core utilization for standard cells is typically

70-90%, and decaps are placed in the white space. Still, the

leakage power consumption of the decaps is important. As

ROCs support larger voltage fluctuations with lower margins

than static clocks, it is possible to reduce the amount of decaps

and leakage power without degrading performance.

Leakage power can be modeled by expression (5), where

P sq

std and P sq

dec are the leakage power per area of the standard
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Fig. 16. Delay increase for the PLL and ROC, with different amounts of
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cells and the decaps, respectively. The area occupied by

standard cells and decaps are Astd and Adec, respectively.

Pleak = P sq

std ·Astd + P sq

dec ·Adec (5)

The leakage savings are estimated by using the parameters

of a commercial 65nm library. The least leaky decap cell is

selected, with a capacitance per area of 6nF/mm2 and leakage

power consumption of 2.5mW/nF. Hence, the leakage power

per area of decaps is defined as 15mW/mm2.

For standard cells, leakage per area is estimated based on

a design with a representative mix of combinational gates

and flip-flops [21], obtaining 20.9mW/mm2. These values are

conservative, as decaps typically have a larger average leakage

power than standard cells. For the area ratio, it is assumed that

200nF represent 20% of the core area (utilization of 80%).

Fig. 17(a) shows the leakage power and the minimum

voltage for different amounts of on-chip decaps, for typical

voltage noise. Leakage power is normalized with respect to

200nF. Considering the margins seen in Fig. 16(a), it is

possible to reduce up to 150nF in decaps without degrading

performance, by using ROCs. This reduction represents 11%

of the total leakage power of the design.

Similarly, Fig. 17(b) depicts the leakage and minimum

voltage, but for the worst-case voltage noise produced by

activity aligned with first droop frequency. In this case, leakage

power is normalized with respect to 700nF. Considering the

data in Fig. 16(b), it is possible to have 200nF decaps instead
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(a) All points (b) Distributed (c) Border

Fig. 18. Different power bumps placement strategies (a VDD connection is
a black circle, and VSS connection is a white circle).

of 700nF, without degrading average performance, with ROCs.

Removing 500nF means a reduction of 27% in the total design

leakage power consumption. Furthermore, if 200nF occupy

all the white space, then 700nF entail a non-negligible area

increase that can be simply avoided by using ROCs.

B. Power interconnections

The amount (and placement) of power bumps is another

characteristic that influences voltage locality. The experi-

ments in previous sections were performed with 72 pairs

of VDD/VSS bumps uniformly distributed (see Fig. 18(a)).

This placement minimizes the impedance between the chip

and the package [1], and any grid point has practically the

same impedance response. As seen in Fig. 10, such placement

reduces significantly the voltage differences across the die.

This section considers different bump placements in the grid

model with 200nF, for typical voltage noise (activity at 1GHz).

Two additional placements are analyzed: 36 VDD/VSS pairs

uniformly distributed, as in Fig. 18(b); and 40 VDD/VSS pairs

placed in the borders (similar to wire bonding), depicted in

Fig. 18(c). These placements affect the impedance response



8

105 106 107 108 109 1010

Frequency (Hz)

Im
pe

da
nc

e

(a) Distributed

105 106 107 108 109 1010

Frequency (Hz)

Im
pe

da
nc

e

(b) Border

Fig. 19. Impedance response of all grid points (200nF of on-chip capacitance)
with (a) 36 bumps distributed and (b) 40 bumps in the borders.

Columns

0
2

4
6

8
10

Rows
0

2
4

6
8

10

V
ol
ta
ge

0.859
0.864
0.868
0.872
0.876
0.880
0.885
0.889
0.893
0.897

0.8768
0.8776
0.8784
0.8792
0.8800
0.8808
0.8816
0.8824

(a) Distributed

Columns

0
2

4
6

8
10

Rows
0

2
4

6
8

10
V
ol
ta
ge

0.82
0.84
0.86
0.88
0.90
0.92
0.94
0.96
0.98
1.00

0.84
0.85
0.86
0.87
0.88
0.89
0.90
0.91

(b) Border

Fig. 20. Voltage distribution for activity pattern of Fig. 9(j) with (a) 36
VDD/VSS bumps distributed (Vmin = 0.872V) and (b) 40 VDD/VSS bumps
in the borders (Vmin = 0.837V).

across the die, as observed in Fig. 19. Such configurations also

have a huge impact in the power distributifon (see Fig. 20).

All activity patterns are simulated, producing the results of

Fig. 21. As the impedance is higher, the minimum voltage is

lower, indicating larger margins. Also, ROC margins have an

important increase, due to larger voltage differences. Still, it is

possible to reduce the bumps configuration using ROCs, with

same or better performance of a PLL.

With bumps placed in the border, it is possible to take

further advantage of ROC characteristics by placing it at the

center. In this case, the ROC will typically have the lowest

voltage in the die, enabling a higher average performance.

C. Package decoupling capacitance

The design of the board and the package is a key factor in

the quality of the supply voltage at the chip devices. Small
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Fig. 21. Required margins for the PLL and ROC with different bump
placements (200nF of decoupling capacitance, activity at 1GHz).
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Fig. 22. Impedance responses with 500nF of on-chip capacitance and different
package decap parasitics.
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Fig. 23. Required margins for the PLL and ROC with the different package
decap parasitics (500nF of on-chip decaps, activity at first droop frequency).

parasitics in the off-chip PDN may have a great impact in the

global voltage variations. This section proposes an analysis

with different package decoupling capacitance parasitics:

• Package 1 (PKG1): the same used in previous sections,

with typical ESL: Lcpkg = 5.61pH .

• Package 2 (PKG2): with almost ideal decoupling capaci-

tance, maximizing voltage noise reduction: Lcpkg = 2pH .

• Package 3 (PKG3): using decaps with higher inductive

parasitics, increasing the equivalent inductance that forms

the LC circuit with the die capacitance: Lcpkg = 12pH .

In order to enforce a voltage variation of >10% for all

cases and compare their impact on the reference performance,

all current sources are active and aligned with the first droop

frequency, which is different for each package (see Fig. 22),

with a total on-chip decoupling capacitance of 500nF. This

configuration generates voltage swings large enough to pro-

voke a voltage emergency for PKG2, and to keep the delay

increase less than 1ns for PKG3.

Fig. 22 depicts the impedance responses for the 3 packages.

Notice that the ESL parasitics in the package decaps have a

massive influence in the quality of the PDN. The very low

inductance of the PKG2 decaps results in a lower impedance

at the first droop and a great voltage noise mitigation.

On the opposite side, the decaps with higher ESL of PKG3

increase the equivalent inductance connected to the chip,

resulting in a higher peak impedance. In practice, PKG3 can

be used as a reference in terms of impedance as if the flip chip

interconnection would be replaced by a wire bonding, which

it is known to have higher impedance and to be cheaper [22].
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Fig. 24. Power/Performance trade-off for ±10% voltage noise.

Fig. 23 shows the delay increase for the PLL and the

different ROC configurations, taking into account all activity

patterns of Fig. 9. For the PLL, it is necessary to cover the

deepest droops and to ensure that the delay of the critical paths

are always shorter than the clock period. The largest generated

droop was -329mV, leading to a performance degradation of

up to 84% with PKG3, comparing the delay increase of the

PLL (773ns) with the ROC in the center of the grid (123ns).

As seen in Section V-B, ROCs take advantage of the global

characteristics of voltage droops, requiring smaller margins

and achieving higher average performance.

VII. DISCUSSION

Voltage droops have a great impact in the performance when

using rigid clocks. For this reason, a significant effort must be

invested in designing high-quality PDNs: adding decaps at all

levels, reducing the impedance at each interconnection, con-

sidering the frequency response w.r.t. the activity of the circuit,

and using elements with low parasitics and low variability.

Section VI presented different and illustrative configurations

of the PDN, demonstrating how harmful low-quality PDNs

can be for PLLs. ROCs provide a better alternative to tackle

power integrity problems without degrading performance. This

section presents a summary of advantages and disadvantages

of using ROCs as the clock source.

A. Simpler voltage scaling

ROCs offer instantaneous adaptation to static and dynamic

variability. Such characteristic can be used for a simpler ver-

sion of dynamic voltage/frequency scaling (DVFS). Differently

from the DVFS techniques currently used, in which both

frequency and voltage must be controlled, with ROCs it is

possible to define the performance only with the voltage.

Furthermore, voltage scaling can be used for an improved

power/performance trade-off [11]. Fig. 24 depicts the trade-off

between power and performance for the PLL and the different

ROC strategies, with iso-voltage curves. Notice that ROCs

naturally adapt to the process variability, and voltage scaling

can be used after fabrication in order to find the minimum

energy point for the performance required.

B. EMI reduction

Electromagnetic interference (EMI) is an aspect that must be

considered to comply with the regulations in the application

domain. In digital systems, EMI is mostly produced by the

periodic current differences around clock edges.

A known approach to mitigate electromagnetic radiations is

the use of spread-spectrum clock generators, that outspread the

energy over a wider bandwidth, reducing peak amplitude [23].

This technique consists of inserting intentional jitter to the

clock generator, which implies additional timing margins.

The presence of dynamic variations implicitly injects jitter

to the clock period of ROCs. Fortunately, this jitter does not

need to be margined since the period variability is correlated

with the circuit delays. Therefore, a natural spread-spectrum

effect is produced without affecting performance.

C. Benefits of multiple ROC domains

In a Globally Asynchronous Locally Synchronous (GALS)

design methodology with multiple ROC domains, the period

of each ROC is defined based on the critical path within the

local clock domain, and not on the global worst-case. Thus,

EMI reduction benefits can be boosted [24], while side-channel

security is also improved. In addition, clock tree synthesis is

simpler with smaller clock domains, whereas power consump-

tion can be minimized with lower clock frequencies.

D. Disadvantages

ROCs can surf over deep voltage fluctuations while sustain-

ing an average performance. This comes at the expense of a

clock period with high jitter and potentially large frequency

variations. Systems operating with ROCs must tolerate these

characteristics along the executing time of the applications.

It is difficult to design an ROC with a stable duty cycle, and

the duty cycle cannot be guaranteed. Therefore, this may be a

limitation for applications that require both clock edges, such

as DDR SDRAMs. However, a simple solution is to use more

than one clock source, e.g., a PLL with 50% duty cycle for

the DDR memory interface, and ROCs for the random logic.

The GALS methodology has an important characteristic:

it requires cross-domain crossing (CDC) techniques to be

applied between the different ROC regions. There are several

known techniques that perform CDC [24]. Each technique has

its pros and cons, but there is an overhead in area, power and

throughput, independently of the approach defined. Still, for

multi-core or very large chips, the use of multiple clocks is

already required [25], and the use of multiple ROC domains

could be applied without additional costs.

VIII. CONCLUSIONS

Power integrity is a major concern due to low supply

voltages and high power density in high-performance circuits.

ROCs provide a robust scheme that tolerates large fluctuations

in the supply voltages, and have been shown to be a compet-

itive alternative to the rigid clocks generated by PLLs, with

reductions of up to 83% in performance margins and up to

27% in leakage power. The design of the PDN is a difficult

task that must consider the characteristics of the circuit and

deliver a high-quality supply voltage. With an ROC, it was

shown that the PDN design constraints can be relaxed, without

performance loss.
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We are facing a future in which many devices will have

to operate in environments with scarce energy in which

scavenging mechanisms will be essential to survive. Providing

reliable DC voltages under these scenarios may be difficult

and costly. ROCs emerge as a potential solution to operate

robustly in hostile environments with low-cost PDNs. Fur-

thermore, considering the use of integrated circuits in safety

critical applications, the ROCs characteristic of adapting to

undesirable operating conditions may be crucial to support

situations of scarce energy or large voltage noise.

As future work, some directions might be explored. Addi-

tional positive effects could be considered, such as clock-data

compensation [15], and voltage noise reduction, as the ROC

adaptation to the supply voltage acts as negative feedback,

reducing the amplitude of the voltage variations. Also, we do

believe that the measurements in manufactured circuits would

give a significant value and would confirm the conclusions

presented in this work.
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Barcelona, Spain. His current research interests in-
clude computer-aided design of integrated circuits,
with special interest on logic synthesis, security,
reliability and asynchronous circuits.

Antoni Roca received the M.S. degree in telecom-
munications and PhD in computer science from Uni-
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