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We present results of a Monte Carlo computer simulation which was carried out to understand
the molecular-beam epitaxial (MBE) growth of InAlAs. We focus on developing an
understanding of the role of growth conditions on the short-range order (alloy clustering) in
the system as well as the quality of the growth front during growth. We find that for common
anion alloy systems for which thermodynamics favor phase separation, the conditions for high-
quality alloy and high-quality surfaces (and heterointerfaces) are incompatible if the
conventiona! MBE growth approach is used. We also examine the effect of the alloy clustering

on the optical and transport properties of InAlAs.

I. INTRODUCTION

Due to rapid advances in epitaxial crystal-growth tech-
niques, such as molecular-beam epitaxy (MBE) and meta-
lorganic chemical vapor deposition (MOCVD), hetero-
structure based technology has received a tremendous
boost."* An important feature responsible for the improved
performance of heterostructure based devices is the ability to
fabricate thin semiconductor structures with atomicaily
abrupt interfaces.>* Heterostructures are being fabricated
not only from binary compound semiconductors, but also
from elemental ternary and quarternary compound semi-
conductors. For heterostructures based on alloys, not only is
the quality of the interface important, but the quality of the
epitaxial alloy is also important for device performance. The
use of semiconductor alloys permits a wide range of choice in
tailoring the optical/electronic properties of the heteros-
tructures. An important structural parameter which de-
scribes the quality of an alloy is the short-range order param-
eter (to be described later) which contains information on
the clustering present in the alloy. Alloy clustering can cause
additional scattering effects which, in turn, can cause broad-
ening of optical emission lines as well as reduce the mobility
of charge carriers.

Although, conceptually one can form alloys from a var-
iety of different semiconductors, the actual realization of
high-quality alloys is not easy. From thermodynamic con-
siderations, one can determine whether or not an alloy can
be produced without clustering. However, even if according
to thermodynamic considerations one may not be able to
grow a cluster-free alloy, one may use a far-from-equilibri-
um growth technique to grow high-quality cluster-free al-
loys. MBE is a far-from-equilibrium growth technique
which, in principle, can be used to grow alloys which accord-
ing to equilibrium thermodynamic considerations are im-
miscible at the growth temperature commonly used. How-
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ever, since the growth conditions also determine the quality
of the growing surface/interface, one has to ensure that im-
provements in alloy clustering do not come about at the ex-
pense of poorer interfaces.

Due to recent interest in the Ings,Alj.zAs/
Ing 53 Ga, 4, As system for high speed devices, there is consid-
erable interest in the quality of the MBE-grown InAlAs sys-
tem.> So far, experiments based on photoluminescence and
transport have shown that the system is not of a high quality
and may have alloy clustering present.”"'® Thus, an under-
standing of the MBE growth process of this system is expect-
ed to be quite useful. Due to the large difference between In
and Alrelated bond energies, the InAlAs system is expected
to show clustering at the low temperatures employed in
MBE growth.'®!! In this paper we study the role of growth
conditions in controlling the clustering. We also present a
theoretical formalism which relates the clustering produced
in the alloy grown under different conditions to optical and
transport properties of the alloy. Development of such a for-
malism is important if the consequences of clustering are to
be understood.

In the next section, we briefly describe the model used in
our calculations and in Sec. 11i, we present the results and
discussions of our computer simulations. in Sec. IV, we dis-
cuss the consequences of the alloy clustering on optical and
transport properties of InAlAs. And finally, in Sec. V we
state the conclusions.

1. MODEL FOR GROWTH SIMULATIONS

The details of our model have been presented eise-
where!?"'* so here we will only focus on issues special to
alloys. The energetics describing the lattice gas model used
for the simulations are described by

© 1986 American Institute of Physics 3167



1
H= 2 ( Z CVaca Crcm + z Ci.Vus Ci,',

idieia)
C, ) , (n
icta)

where C, and C;_ = denote the occupation number at the
anion and cation sublattices, respectively, and V,c..,» Va4,
and V¢ q)c.a) are thebond energies for the nearest-neighbor,
second-neighbor-anion, and second-neighbor-cation bonds.
The a denotes the two (or more) species of cations in the
growth of the ternaries being considered.

In addition to the energetics described by Eq. (1), one
needs to define the kinetics of the crystal growth process.
The important processes have been discussed in Ref. 14.
Here we will only emphasize that since several different ca-
tions are being incorporated during alloy growth, the activa-
tion barrier for individual cations will be different. We have
used the following general expression for the surface hops:
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for interlayer hops. Here T, is the substrate temperature, £ f,
and E, are the reductions in activation barriers for in-plane
and interplane hopping for cation /, respectively. Here E,, is
the total binding energy for the cation and we have chosen

E,=E =}E/, (4)
where E is the binding energy for a free cation (i.e, a cation
which has bonds only in the lower layers). Here, it is as-
sumed that for a free cation to hop to the neighboring site, it
requires to break half of its surface bonds. This is expected to
be a reasonable assumption and, along with the appropriate
choice of Ry, gives a close agreement with experimental
observations of hopping rates on GaAs.'* Equations (3) and
(4) can be scaled conveniently from one semiconductor to
another. ‘
It is difficult to assign accurate values to the various
parameters involved in Eqs. (1)—(4). A reasonably accurate
value can be obtained for the kink site bonding energy (ener-
gy when the atom has two nearest-neighbor and six next-
neighbor bonds) from the temperature dependence of the
cation vapor pressure. We have described a procedure that
has been used to determine these parameters for GaAs.'* A
similar procedure can be applied for other ITI-V’s. For sys-
tems where it is difficult to obtain relevant information di-
rectly from experimenta} work, we have scaled the kinetic
parameters by bond strength ratios.

The choice of various parameters used by us in the simu-
lations is shown below (R,, is the prefactor for evaporation
rate):

Ry, =4.0%x10° s=', R, =8x10" 57!,
Vinas =07 eV, V., =014 eV, Vya., =10eV,
Varar =02 eV, V. =0.05¢eV.

It must be pointed out that for the InAlAs system we
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have used a value of second-neighbor cation bond strengths
such that the quantity

A=4(Vipan + Varar) = Vieas (5)

has a positive value. An exact value of A is not known, but we
find that small variations in A do not have much effect on our
results. For example, we have used values of ¥}, ,, ranging
from 0.05to 0.1 eV and find almost no changes in the growth
modes and rather small changes in cluster order parameters.
However, if the vatue of ¥}, ,, is chosen close to 0.15 eV, the
ctustering effects disappear. We note, however, that since
work done on LPE growth of InAlAs shows that clustering
occurs in this materia! unless growth temperatures are raised
high values'® (values at which MBE growth cannot take
place due to high in evaporation). We believe the choice of
parameters above is quite reasonable. We must empbhasize,
though, that very little is known about the kinetics of growth
of InAlAs and hopefully this paper will provide incentive for
microscopic study of the InAlAs system.

According to thermodynamics, if the bond energy pa-
rameters discussed above are used at temperatures employed
in conventional MBE ( ~650-750 K ), serious clustering ef-
fects must occur. However, since MBE is capable of far from
equilibrium growth, it is possible to have growth conditions
under which cluster-free growth of immiscible alloys can
occur. These conditions are explored in the next section.

fif. RESULTS

The Monte Carlo program was run on a 40 < 40 lattice
and up to 20 monolayers were deposited in each growth run.
Three different random number seeds were used to generate
the results and the average of these are reported. We find
that there are fluctuations of ~ 3% in the order parameters
from one run to the next. In order to avoid the finite-size
effects, we use periodic boundary conditions in the simula-
tions. As noted earlier in this paper, we will focus on the
InAlAs system. The conclusions arrived at for this system
are generic in nature and will apply to other alloys as well.
An important property of the semiconductor film being
grown is the quality of its surface in terms of atomic abrupt-
ness. This quality is eventually responsible for the perfection
of the interface formed between this semiconductor and an-
other one. Before addressing the ternary InAlAs we present
results for growth of InAs and AlAs by MBE.

In Fig. I we show dynamical coverage plots for the
growth of InAs at three different growth temperatures. The
growth rate corresponds to a deposition of one monolayer
per second for the cation (under anion overpressure). The
three temperatures correspond to 400, 520, and 700 K. We
have plotted 46, /d6,,, which represents the fraction of ar-
riving atoms going in a Jayer 7. 6, is the coverage on layer n
and 8, the total coverage. We note that at lower tempera-
tures, growth occurs at several layers simultaneously pro-
ducing a rough surface. At T, = 700 K, growth occurs by
the layer by layer mode and produces a smooth surface (and
interface). Similar resujts are observed for GaAs and AlAs,
except that the corresponding temperatures for layer by lay-
er growth are ~ 850 K and ~ 1000 K, respectively.'®

In Fig. 2 we show the dynamic coverage results for
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FIG. 1. Plots of 46, /d8,,, as a function of growth time for InAs grown at
(a) 400K, (b) 520K, and (¢) 700 K.

growth of In, Al ; As grown under the same conditions as
for Fig. 1. We note that the profile for Ing ;Al, s As growth
front is slightly rougher than that for InAs. This arises pri-
marily due to the jow migration rate for Al atoms on the
growing surface. Judging from Fig. 2 it seems logical to sug-
gest that an increase in growth temperature would help the
surface/interface quality of a heterostructure involving
InAlAs. However, an increase in growth temperature has
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FIG. 2. Plots of 9, /d8,, as a function of growth time for Iny ; Al, ; As at
(a) 400K, (b) 520K, and (c¢) 700 K.
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FIG. 3. Variation of short-range cluster order parameter C (defined in the
text) as a function of growth temperature for Ing Al 5 As.

important effects on the alloy quality itself as will be clear
from the discussion below. In Fig. 3 we plot an order param-
eter C defined by

C=—;—2c,c,—’, (6)

where ¢;’s are the occupation numbers for the cations (cho-
sen to be + 1 for In; — 1 for Al). This order parameter
represents the short-range order present in the alloy after
growth. Note that for a perfectly random alloy (no cluster-
ing effect) one expects C to be given by

Cx)=Z{x[x—-(1—x)] + (1 —=x)[(1 —x) —x}}
=Z(4x*—4x+ 1), )]

where Z is the coordination ( = 12 for tetrahedral III-V
compounds) and x is the concentration of one component of
the alloy. We also note that deviations from C(x) given by
Eq. (7) represent a clustering or ordered behavior. In Fig. 3
we have plotted the order parameter C forx =0.5 (C=0
for this random alloy) at the four different growth tempera-
tures. We note that at the lowest temperature growth the
system is indeed completely random, but as the substrate
temperature is increased, more and more clustering occurs
in the growing structure. Since a clustered alloy is expected
to have poor optical and electronic properties, a lower tem-
perature growth seems to be best for fabricating alloys with
no clustering. Thus is it clear from Figs. 2 and 3 that the
conditions for growth of structures with smooth surfaces
{and sharp interfaces) and no clustering are not compatibie
if conventional MBE growth techniques are used.

The results presented here highlight the need to use “un-
conventional” growth techniques within the MBE technolo-
gy. The unconventional techniques involve changing the
growth rate and/or substrate temperature during the growth
of a heterostructure. This will add an extra dimension to
kinetics control in MBE growth and will be extremely useful
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in overcoming the problem discussed above. In the next sec-
tion we will discuss the effect of clustering observed in our
simulations, on optical and electrical properties of the alloy.

V. EFFECT OF CLUSTERING ON OPTICAL AND
TRANSPORT PROPERTIES

In order to understand whether or not the alloy cluster-
ing discussed in the previous section has any detrimental
effects, it is important to study the consequences of cluster-
ing on the optical and electrical properties of InA}As. In this
section we will discuss the effects of clustering on photolu-
minescence line width of excitonic transitions and mobility
of electrons through the semiconductor. The expression for
the excitonic linewidth in a perfectly random alloy is given
by16

o=2[(CYCLr14)/R2 1'?A,(0.327), (8)

where CY, C$ are the mean compositions of InAs and AlAs
in the system, », is the radius associated with a cation vol-
ume, R,, is the exciton radius and A, is the direct bandgap
difference between InAs and AlAs (A, = 2.0 eV). For no
clustering 7, = 2X3 A one finds that o = 4 MeV assurning
R, =200 A.

The mobility limited by alloy scattering can be written

asl?

32 V2 ettt
917’3/2(m*)5/2VaC3C%AEZ(kT)”z ’

(9

all __
Ho =

where m* is the effective mass in the alloy, V, is the atomic
volume associated with each cation, AE is the alloy scatter-
ing potential, and T is the temperature.

These expressions have been written for an alloy with
mean composition C, and C, and no clustering. In case
there is clustering in the system, the expressions are modified
in a straight forward manner. A simple way to describe the
alloy clustering is to describe the smallest scale n, over
which correlations exist (7, =n_r,). Thus, we have two
types of regions each containing (47/3)n} cations which
have concentrations different from the bulk values C9 and
C% (we have chosen C9 and C§ to be 0.5 in our work).

Let us assume that the clustering is manifested in the
concentrations of these clusters being different from C9 and
C%. We assume that the concentration of A-type cations is
C ), in one type of cluster and C 2 in the other kind of cluster.
If C, = 1.0 and C? = 0.0, then the clusters are purely d4
type or purely B type. But we find from our simulations that
this does not occur due to the nature of MBE growth (i.e.,
random impingement of cation and finite migration dis-
tances on the surface). With the above simple mode! for the
clustering the short-range order parameter C can be calcu-
lated as follows. Within the clusters, the value of C is simply

Coax = Z(CY —C?)2. (10)
The atoms in the cluster can be divided into “core” atoms
and “surface” atoms. The core atoms have an average C
value equal to C_,, , while the surface atoms on average have
a C value equal to 1C,,, . Since the fraction of the core and
surface atoms is approximately
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This expression is quite accurate when n,_ is large (> 4), but
has errors when n, is small due to the fact that the cluster is
chosen to be spherical.

The expression for PL linewidth can now be generalized
to the clustered case by the transformations r,.—n_r, and
A —AI(C) — C2%)| leading to the following expression:

o=onX?(C} ~C2)|. (12)
Similarly the expression for mobility due to alloy scattering
is given from Eq. (9) by the replacements

V,—nlV,, AE-AE|CL —C2|.

This gives

pHCLLChn) =nl|CY = CLP(ughH ™ . (13)
Both these expressions are valid if the spatial extent of the
cluster is Jess than the exciton size in the alloy ( ~200 A) and

the electron wavelength. Our simulations show that the clus-
ter sizes obey these restrictions and

== (2

#a]l o ,uf'," ’

From Eqs. (10)—(13), we can see that the clustering in
the alloy system can be very detrimental to both the PL
linewidth and electron mobility. We also note that C by itself
is not able to provide information to calculate o and ;. We
have therefore estimated C} and C? for the In, Al, As
alloy grown in our simulation. These values are typically 0.7

(14)
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FIG. 4. Variation of alloy limited low temperature PL linewidth and 300-K.
electron mobility in Iny; Aly s As as a function of alloy clustering or sub-
strate temperature. Note that the improvement at low temperatures may be
reduced by the intrinsic defects that may be produced due to the poor
growth front quality.
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and 0.3. We are now in a position to estimate the linewidth
and mobility from Fig. 3 and Eqs. (11) and (13). In Fig. 4
we present the results for In, s Aly s As PL linewidth 300 K
alloy scattering limited mobility. These results are plotted as
a function of growth temperature, using the clustering infor-
mation from our simulations. The effect of clustering is quite
severe and we find the alloy limited PL linewidth increasing
from 3.8 to ~ 12 meV as the growth temperature is raised to
800 K. The room-temperature alloy limited mobility
changes from mobility changes from 13000 to 2000
cm? V~'s~ 1. At room temperature we have to add the ef-
fects of phonon limited mobility to the above values accord-
ing to Mathieson’s rule to get the total mobility. It is clear
that a small amount of clustering can seriously hurt the elec-
trical and optical properties of InAlAs.

We must emphasize, however, that although clustering
may be suppressed at low temperatures, the poor quality of
the surface during growth may cause a high density of native
defects which may form nonradiative centers as well as trap-
ping centers. Thus, ideally one would like to reduce cluster-
ing without sacrificing the quality of the surface. This may
require use of novel growth approaches as mentioned earlier.

V. CONCLUSIONS

In this paper we have examined the role of growth con-
ditions in growth of common anion ternaries with a focus on
IngsAlysAs. We find that a high cation surface migration
rate is needed to grow smooth films, but for immiscible sys-
tems, the high migration rate causes clustering. We have also
developed formalism for estimating the effects of alloy clus-
tering on optical and electrical properties of the alloy. These
results are important in identifying the importance of alloy
quality on device related properties. We find that even small
amounts of clustering can be very detrimental to the material
properties. It is clear from the studies presented that novel
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growth approaches are needed within the MBE-growth
framework to produce high-quality alloys from components
which favor alloy clustering according to thermodynamic
considerations. These approaches may involve changing
substrate temperature during growth, interrupting growth,
etc., and we are carrying out computer simulations to study
their effectiveness in overcoming the problem mentioned
above,
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