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I. INTRODUCTION

Photoinduced cis�trans isomerization has been a central topic
in the study of photochemical reactions over the past decades.
For example, the photoisomerization in the retinal protonated
Schiff base (RPSB) is known to be the initial step of vision,1 and
the green fluorescent protein (GFP) chromophore in solution
shows a fast decay through isomerization,2 remarkably different
from its fluorescent behavior in the protein environment.3These
ultrafast decay mechanisms are often understood in the con-
text of conical intersections (CIs), that is, true crossings of
two (or more) electronic states where nonadiabatic transitions
occur efficiently.4,5 These photoisomerization reactions can effi-
ciently convert photon energy into mechanical motion on the
molecular scale, motivating a detailed understanding of the reaction
dynamics.

The ethylene molecule has been considered to be a prototype
of such photoisomerization reactions. Due to its simple geometry
and very short excited state lifetime following photoexcitation to
the spectroscopically bright ππ* state, there have been many
experimental6�12 and theoretical4,13�19 studies of the excited
state dynamics. The excited state lifetime inferred from time-
resolved photoionization experiments was approximately 50 fs,6�9

while most previous theoretical calculations estimated it to
be somewhat longer, ranging from 89 to 180 fs.13�15,19 A
direct comparison of the photoion signals from experiment
and simulation16 suggested that the discrepancy between theory
and experiment may be attributed to effects arising from the
energy of the experimental probe pulse, pointing out the need for
further careful and detailed comparisons to fully understand the
dynamics. The molecular mechanism for the ground state decay
process has also been discussed,4,15,17�21 focusing mainly on two
types of CIs, that is, the twisted-pyramidalized (Tw-Py) and

ethylidene-type (Et) CIs. The existence of a CI seam hypersur-
face connecting the two CI minima has also been pointed
out,18,20,22 but its relevance during the dynamics has not been
fully elucidated.

The existence of Rydberg states that could potentially influ-
ence the dynamics has been recognized in previous theoretical
studies. Spectroscopic lines due to Rydberg states are embedded
in the broad ππ* absorption,23�26 but the π-3s Rydberg state is
located well below the ππ* absorption maximum and is sepa-
rated from the other π-3p Rydberg states. Previous work has
assumed that the Rydberg states are primarily spectators during
the dynamics and that theymay be safely ignored.13�16However,
there is as of yet no direct dynamical study of their influence to
corroborate this assumption. Thus, the relevance of the Rydberg
states remains an open question, which we address here with ab
initio multiple spawning (AIMS) molecular dynamics using
electronic structure methods that incorporate dynamic electron
correlation effects.

The difficulty of performing direct dynamics simulations
including both Rydberg and valence electronic states stems from
the need to maintain a balanced description of states of very
different character. Diffuse basis functions are needed to describe
the extended orbitals involved in the Rydberg states, but also
dynamic electron correlation effects are known to be crucial,18,20

mandating an electronic structure method beyond complete
active space self-consistent-field (CASSCF) such as themultistate
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ABSTRACT: We use the ab initio multiple spawning method with potential energy surfaces
and nonadiabatic coupling vectors computed from multistate multireference perturbation
theory (MSPT2) to follow the dynamics of ethylene after photoexcitation. We introduce an
analytic formulation for the nonadiabatic coupling vector in the context of MSPT2 calcula-
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on the quenching mechanism or excited state lifetime. We predict the time-resolved
photoelectron spectrum for ethylene and point out the signature of Rydberg state involvement
that should be easily observed.
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second order perturbation (MSPT2) theory.27 Although the
MSPT2 method was used some time ago for minimal energy
conical intersection optimization,28 it has only recently been used in
nonadiabatic dynamics simulations.15 However, the lack of ana-
lytical nonadiabatic coupling vectors at the MSPT2 level has been
an obstacle to widespread use for both intersection optimization
and nonadiabatic dynamics. Here, we present formulas for ana-
lytical MSPT2 nonadiabatic couplings and discuss their implemen-
tation within the AIMSmethod to perform nonadiabatic dynamics
at the MSPT2 level. In the present work, we focus on the interplay
of the valenceππ* andπ-3s Rydberg states during the nonadiabatic
dynamics of photoexcited ethylene. For this purpose, we introduce
a basis set designed to describe the 3s diffuse orbital as well as the
valence states and validate our choice of basis, active space, and
MSPT2 electronic structure against higher-level multireference
configuration interactions calculations. Our dynamics simulations
reveal that partial population transfer from the valence to Rydberg
state occurs on a rapid time scale (∼10 fs); however, the Rydberg
population is short-lived (<60 fs) and has only a modest influence
on the predicted excited-state lifetime of ethylene (as assumed in
previouswork). Finally, the time-resolved photoelectron spectrum29,30

is calculated to showhow theπ-3sRydberg statemight be identified in
experiments designed to test the predictions we present here.

II. THEORETICAL METHODS

A. Ab Initio Multiple Spawning. Since the details of the ab
initio multiple spawning (AIMS) method have been described
elsewhere,15,31 we only give a brief summary to provide the
necessary background to describe our implementation of
MSPT2 electronic structure within the AIMS framework.
In the AIMS method, the total wave function of a molecule at

time t is given by a sum over different electronic states

Ψðr,R, tÞ ¼ ∑
I

χIðR, tÞϕIðr;RÞ ð1Þ

Here, r and R denote the electronic and nuclear coordinates, I is
the electronic state index, and χI(R, t) and ϕI(r;R) are the nuclear
and electronic wave functions, respectively. The nuclear wave
function is further decomposed into a superposition of complex
frozen Gaussian nuclear trajectory basis functions (TBFs)

χIðR, tÞ ¼ ∑
i

ciIðtÞχiIðR, R̅ i
IðtÞ, P̅i

IðtÞ, γiIðtÞÞ ð2Þ

where i is the index of a TBF and cI
i(t), RI

i(t), PI
i(t), and γI

i(t)
denote the complex amplitude, position, momentum, and phase
of the ith TBF (associated with the Ith electronic state), respec-
tively. The width parameters of the frozen Gaussian TBFs are
isotropic and depend only on the atomicmass, with specific values
chosen according to previous work.32 The phase space centers of
the TBFs, RI

i(t) and PI
i(t), evolve according to classical equations

of motion where the potential energy and force are calculated on
the fly. TheTBF phase γI

i(t) is propagated semiclassically, and the
complex amplitudes cI

i(t) are determined by solving the time-
dependent Schr€odinger equation within the basis of TBFs:
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electronic states, HIJ
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where T̂nuc is the nuclear kinetic energy operator, A is the atom
index, mA is mass of atom A, VI is the potential energy surface for
the Ith adiabatic electronic state, and dIJ,A

el is the nonadiabatic
coupling vector between electronic states I and J. We have
neglected the higher order (second derivative) nonadiabatic
coupling terms, following the usual practice. As can be seen from
eqs 3 and 4, population transfer between electronic states I and J
results when the nonadiabatic coupling vector dIJ,a

el is large. The
multidimensional integral over the nuclear wave function in eq 4
implies knowledge ofVI anddIJ,a

el at allmolecular configurations, but by
making use of the localized nature of the TBFs, one can approximate
the integral using a saddle point approximation (SPA). This gives
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where ~R is the position of the centroid of TBFs I and J.15

The central goal of the AIMS method is to simulate non-
adiabatic events from first principles, that is, without a priori
knowledge of the potential energy surfaces or their intersections.
This implies that the TBF basis set expansion of the molecular
wavepacket in eq 2 should be sufficiently flexible to allow
population transfer between states when regions of strong
coupling are visited by the wavepacket. In AIMS, this flexibility
is attained by adaptively increasing the number of TBFs, in a
process called spawning, when the coupling of two states rises
above a predefined threshold. As discussed in detail previously,15,31,34

the nonadiabatic coupling vectors are used in AIMS in three
ways: (1) to construct the Hamiltonian matrix elements in eq 5,
(2) to decide when spawning occurs, and (3) to determine the
momentum of the newly created child TBF’s following spawning.
In the first two uses, one does not need the entire nonadiabatic
coupling vector but rather only the dot product with a (complex)
off-diagonal matrix element of the momentum operator. Hence,
finite difference schemes can be used quite effectively, requiring
only a few evaluations of the MSPT2 energy. Unfortunately, the
last use of the nonadiabatic coupling vector requires knowledge
of all components and, thus, finite difference evaluation would
require 3Natoms evaluations of theMSPT2 energy. This last use of
the nonadiabatic coupling vector allows one to ensure that the
classical energy of the child TBF matches that of its parent.
Typically, this is achieved by scaling the momentum of the child
TBF along the direction of the nonadiabatic coupling vector,
which has been justified semiclassically.35 However, the lack of a
full nonadiabatic coupling vector at the MSPT2 level limited the
previous work to instead scaling the child TBFmomentum along
the energy difference gradient direction.15 In the context of
surface-hopping methods, this alternate choice can sometimes
have an adverse effect on the agreement of the results with
quantum mechanical simulations.36 Although one expects the
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dependence to be less in the AIMSmethod since the TBFs have a
finite position and momentum width, one would nevertheless
prefer the choice that has a firm semiclassical footing. Below we
provide the analytical formula for the MSPT2 nonadiabatic
coupling vector implemented in this work and used for the
momentum adjustment of child TBFs.
B. Analytical Nonadiabatic Coupling Vectors fromMSPT2.

In the MSPT2 method,27 the energy and the wave function of an
electronic state I at nuclear coordinate R is given by

EIðRÞ ¼ Hel
IJ ðRÞ ¼ ∑

M,N
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Here, the subscript M is the CASSCF state index, HMN

eff is the
CASPT2 effective Hamiltonian, uM

I is the MSPT2 mixing
coefficient obtained by diagonalizing HMN

eff , and |ϕM
(0)æ and |ϕM

(1)æ
are CASSCF and first order CASPT2 wave functions, respec-
tively (for simplicity hereafter, we drop the nuclear coordinate
label R). Any MSPT2 property, AIJ

MSPT2, can then be approxi-
mated from a perturbation-modified CAS reference function,27

that is,
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Thus, the nonadiabatic coupling for the MSPT2 method is given
by
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The first term in eq 9 is the derivative of the MSPT2 mixing

coefficients, which we evaluate analytically in a similar manner as
the energy gradients37,38 by realizing that
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Here the first term refers to the energy gradient of a “mixed” state
(formed by adding together themixing coefficients of states I and J)
while the second and third terms are the energy gradients of
states I and J. The second term in eq 9 is included as a correction
arising from nuclear derivatives of the CASSCF wave function.
The first term in eq 9 is dominant for molecular configurations
near conical intersections, but contributions from the second
term can become comparable when the energy gap between the
two states becomes large.
C. Time-Resolved Photoelectron Spectra.Our AIMS meth-

od, described above, provides a means of simulating the time
evolution of the nuclear wave function for ethylene following

electronic excitation and we have shown previously how to
extract a time-resolved photoelectron spectrum (TRPES) from
this information.39 Here we briefly review our approach, devel-
oped previously for CASSCF electronic wave functions,39 and
highlight the modifications we made to incorporate MSPT2
electronic structure information.
We start by considering ionization of a localized wavepacket

described by a single TBF on neutral state I. From Fermi’s
Golden Rule, and assuming the ionization is fully vertical, the
single-photon ionization probability is

PI�αηðtÞ � ωprobe

�

�

�

�

�

ÆϕIjε~3 μ̂jϕαψηæ

�

�

�

�

�

2

�δ pωprobe � IPI�αðRðtÞÞ � EkðηÞ
� �

ð11Þ
where |ϕαæ is the electronic wave function of cation state α,ψη

is the photoelectron orbital with combined-quantum state
η (comprising wavevector k and angular momentum lm),
pωprobe is the energy of the probe laser, εB is the laser
polarization, and μ̂ is the molecular dipole operator. The
ionization potential, IPI�α(R), is given by the energy differ-
ence between cation state α and neutral state I at molecular
geometry R. Finally, Ek is the kinetic energy of the photoelec-
tron (Ek = k2/2), which is the experimental observable of
interest.
According to eq 11, there are two factors that control the

photoelectron intensity: (i) the resonance condition that ensures
energy conservation before and after ionization and (ii) the
photoelectron matrix element that determines the optical bright-
ness of the transition. Under the assumption that the photoelec-
tron orbital is orthogonal to the occupied neutral orbitals, the
photoelectron intensity becomes

PI�αηðtÞ � ωprobe
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where ψI�α

d is a Dyson orbital, defined as

ψd
I � α ¼

ffiffiffiffi

N
p Z

dr1 3 3 3 drN�1ϕ
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1ðr1 3 3 3 rNÞϕαðr1 3 3 3 rN�1Þ

ð13Þ
We showed previously how Dyson orbitals in eq 13 can be
calculated from CASSCF wave functions by expanding both the
neutral and the cation states in a common set of orbitals
corresponding to the neutral molecule.39 To extend this ap-
proach for MSPT2 wave functions, we follow eq 8 and evaluate
the Dyson orbital using perturbation-modified reference wave
functions, that is,

ψd
I � α ¼

ffiffiffiffi

N
p

∑
m, n

uImu
α
n

Z

dr1 3 3 3 drN�1ϕ
ð0Þ
m ðr1 3 3 3 rNÞϕð0Þn ðr1 3 3 3 rN�1Þ

ð14Þ
where we have suppressed complex conjugation because the
wave functions are real valued. To evaluate the photoelectron
matrix element in eq 12, we work in the limit that the continuum
electron interacts with the ionized molecule only through a point
charge Coulomb potential, such that the continuum functions, ψη,
correspond to Coulomb partial waves. The integral in eq 12 is
then evaluated on a real space grid using the ezDyson code,40�42
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which includes isotropic angular averaging of the photoelectron
matrix element. Finally, we calculate the vertical ionization
energies in eq 12 at the MSPT2 level, including a constant
energetic shift to bring the electron kinetic energies at the
Franck�Condon point in coincidence with experiment, as
described previously.39

Having calculated the photoelectron signal for a single basis
function, we follow a semiclassical prescription and define the
total time-resolved photoelectron spectrum as an incoherent
sum of the contributions from each TBF, weighted by their
nuclear populations:

PðEk, tÞ �
ωprobe

k
∑

I, i,α, η
nIi ðtÞ

�

�

�

�

�

ψd
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D E

�

�

�

�

�

2

�δ pωprobe � IPI�αðRI
i ðtÞÞ � EkðηÞ

� �

ð15Þ
where the 1/k multiplicative factor at the front of eq 15
comes from the change of variables from wavevector to energy:
dEk = kdk.

III. COMPUTATIONAL DETAILS

In the present study, the 6-31G* basis set used previously15

was adopted to describe the valence states. To also describe
the low-lying 3s Rydberg state, we have augmented the basis set
with a single primitive s Gaussian orbital placed midway between
the two carbon atoms.27 The exponent of this orbital was set
to 0.0208 (in atomic units), which was determined by fitting
the energy of the π-3s Rydberg [Ryd(3s) in Mulliken notation]
state at the Franck�Condon (FC) and Ryd(3s)/ππ* intersec-
tion geometries to previous computational and experimental
results.18,20,24,43,44Details of the fitting procedure are provided in
Supporting Information. The CASSCF active space consisted of
three orbitals (π, π*, and 3s) with two electrons. State averaging
was performed over five states (SA5-CASSCF), that is, the (π)2,
ππ* and (π*)2 valence states as well as the π-3s and π*-3s
Rydberg states. The π*-3s Rydberg state was included for two
reasons: First, this state is required to describe the torsion around
the CdC bond up to 180�, because it becomes degenerate with
the Ryd(3s) (π-3s) state at a 90� twisted geometry. Second, the
CASSCF energy of the π*-3s state at the FC geometry is lower
than that of the valence (π*)2 state, which is corrected only after
dynamic electron correlation is included at the CASPT2 level.

The initial conditions (positions and momenta) for the
dynamics were Monte Carlo sampled from the ground state ν = 0
vibrational Wigner distribution within the harmonic approxima-
tion. All the TBFs were initially excited to the S2 state (ππ*
character around FC region) and were propagated with a time
step of∼0.24 fs (10 atomic time units) for up to 200 fs. Because
our focus is on the excited-state dynamics, TBFs that were
spawned to the ground state were not further propagated
once they became uncoupled from other TBFs. For comparison,
we also ran the dynamics without Rydberg states and the diffuse
orbital using the same initial conditions, hereafter referred to as
valence-only calculations. A total of 37 initial TBFs were pre-
pared and run independently in each case and by the end, 801
and 114 TBFs were spawned for the Rydberg and valence-only
calculations respectively.

Using the neutral wave packet dynamics obtained from the
AIMS simulations, the TRPES was calculated with a probe
energy of 7.0 eV and convolved in both energy and time domains
with Gaussian functions having full widths at half-maxima

of 0.14 eV and 25 fs respectively, corresponding to typical
experimental resolutions. The energy and wave function of the
cation ground state were calculated with the MSPT2 method
using unrelaxed orbitals from the neutral calculation. As de-
scribed previously,39,45 to ensure the calculated electron kinetic
energy (difference between the probe energy and ionization
potential) is in agreement with experiment for overlapping pump

Figure 1. Potential energy curves along (a) the H�C�C�H torsion
and (b) C�C stretch coordinates. Red, green, blue, black, and orange
represent S0, S1, S2, S3, and S4 adiabatic states, respectively. Other
internal coordinates are fixed at the Franck�Condon (FC) geometry.
Energies are measured from the S0 state energy at the FC point. Solid
and dotted lines are MSPT2 and CASSCF energies, respectively. The
CdC bond length in the S0 equilibrium geometry is indicated with a
vertical dotted gray line in (b).
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and probe pulses (i.e., zero time delay), the vertical ion-
ization energies were shifted by a constant amount. Shifts of
+0.88 eV and +1.01 eV were used for the Rydberg and Valence-
only calculations, respectively, which were determined by match-
ing the neutral ππ* vertical ionization energy, calculated at the
ground state geometry, to experiment.16

Electronic structure calculations were performed using the
Molpro 2006 quantum chemistry package,46 where we imple-
mented our AIMS andMSPT2 nonadiabatic coupling codes. The
ezDyson code was used in the calculation of photoionization
cross sections as described above.40

IV. RESULTS AND DISCUSSION

A. Potential Energy Surfaces. Before discussing the excited-
state dynamics of ethylene, we first examine the character of the
potential energy surfaces (PESs). The PESs along CdC torsion
and CdC stretch coordinates are shown in Figure 1a and b,
respectively. The vertical excitation energies to ππ* and Ryd(3s)
states calculated with MSPT2 are 8.73 and 7.46 eV, which are
somewhat larger than the experimentally determined values or
previous MRCI results obtained using larger basis sets.18,43

Nevertheless, the shapes of the potential energy curves along
the torsion coordinate in Figure 1a are in good agreement with
MRCI results;18 in particular, the crossing of the ππ* and
Ryd(3s) states occurs at around 35�. On the other hand,
CASSCF overestimates the energy of the ππ* state by about
1.5 eV, while it underestimates the Ryd(3s) state energy by about
0.8 eV. This puts the ππ*/Ryd(3s) intersection at around 65�
twist, which is significantly more twisted (and further along the
reaction coordinate) than the MSPT2 and MRCI results. Thus,
the effects of dynamic electron correlation are crucial to describe
both the ππ* and Ryd(3s) states simultaneously.
Along the CdC stretch coordinate in Figure 1b, we see a

crossing between ππ* and Ryd(3s) PESs at around 1.6 Å at the
MSPT2 level. This is in contrast to MR-CISD findings18 that the
ππ* state is above the Ryd(3s) state along this coordinate. To
confirm this, we calculated MR-CISD PESs using our current
basis set and a SA5-CASSCF reference (see Figure S4 in
Supporting Information), where we indeed find that the ππ*
state is higher than that of the Ryd(3s) state, even at 1.8 Å.
However, by including quadruple-excitation corrections to the
MR-CISD energy using the Davidson correction, we found that
the ππ* PES becomes rather flat, which is similar to the MSPT2
curve, and a crossing between ππ* and Ryd(3s) states is seen at
around 1.75 Å, again consistent with MSPT2. Although the PES
along this stretching coordinate seems to be sensitive to the
effects of dynamic electron correlation, this should be a minor
issue because the PES along the torsion is much steeper com-
pared to that of the stretch. We also note that, in the valence-only
case, the potential energy curves of the ground, ππ*, and (π*)2

statesmatch those in Figure 1, implying that the diffusemolecule-
centered Gaussian orbital added to the Rydberg calculations only
plays a role in describing the Rydberg state.
To further understand the reaction in terms of other coordi-

nates, we optimized the geometries of characteristic points, that
is, the S0 and S1(Ryd(3s)) state minima in addition to S2/S1 and
S1/S0 minimum energy conical intersections (MECIs). The
results are summarized in Figure 2. Here we can see that the
S1 energies at the S1 minimum and the S2/S1 MECI are very
similar. Indeed, the Ryd(3s) PES is very flat in the region of the S1
minimum, and only a slight twist around the CdCbond from the

Ryd(3s) minimum brings the ππ* state below the Ryd(3s) state.
Figure 2 also shows that the twisted-pyramidalized (Tw-Py)
MECI is (slightly) lower in energy than the ethylidene (Et)
MECI. Barbatti et al.18 obtained the reverse energetic ordering
using MRCI-SD. However, they found this energetic ordering to
switch when adding the quadruple excitation correction (MRCI-
SD+Q). This again implies that MRCI-SD may be inadequate at
describing dynamic electron correlation effects in ethylene for
the parts of the potential energy surfaces that are relevant to the
dynamics after ππ* excitation (at least with the present basis set
and active space). Finally, we point out that since ethylene is
initially excited to the ππ* state, which has an energy much
higher than the MECIs, quenching pathways involving both the
Tw-Py and Et intersections are energetically accessible and their
relative importance can be understood only through considera-
tion of the dynamics.
B. Dynamics. We begin our analysis of the excited-state

dynamics by plotting the time evolution of the populations on
each adiabatic state in Figure 3. As seen in the figure, roughly 70%
of the population is transferred to the S1 state within the first
10 fs, and further decays to the S0 state starting around 20 fs. The
excited-state lifetime (i.e., the time taken to relax to the electronic
ground state) was estimated to be 90 fs by fitting the sum of the
excited-state populations to a single exponential. The valence-
only dynamics yielded a shorter lifetime of 60 fs, thus, the
presence of the π-3s Rydberg state appears to slightly increase
the excited-state lifetime. The previous valence-only AIMS-
MSPT2 dynamics (with coupling vectors computed by finite
difference) gave a slightly longer lifetime of 89 fs.15Note that this
difference is partly due to the use of a different momentum
adjustment method following spawning. Indeed, under the same
initial conditions as the current study, using our present analytical
coupling code but with momentum adjustment along the energy
difference gradient (as done in the previous study) the excited-
state lifetime was increased by about 10%. This is expected since
the spawned basis functions will tend to have lower (in magnitude)
Hamiltonian matrix elements with the parent TBF for momentum

Figure 2. Energy diagram of important points during the photody-
namics of ethylene. FC, S1 min are Franck�Condon point and S1
(Ryd(3s)) state minima, respectively, and S2/S1, S3/S2, (S1/S0)TwPy,
and (S1/S0)Et are minimum energy conical intersections (MECIs)
connecting the indicated adiabatic states. TwPy and Et denote the
twisted-pyramidalized and ethylidene-type MECIs, respectively. Opti-
mized geometries for S1min, S2/S1, (S1/S0)TwPy, and (S1/S0)Et are also
shown in the figure. Adiabatic states are colored as defined in the legend,
and the diabatic character of the states at the FC point is also labeled.
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adjustments that are not along the nonadiabatic coupling vector34

(this is the essence of the semiclassical argument35 for using the
nonadiabatic coupling vector as the momentum adjustment direc-
tion in surface hopping).
To further characterize the populations in terms of valence and

Rydberg states, we calculated the isotropic second moment (Q)
of the electronic wave function at each time step. Since Rydberg
states are significantly more diffuse than valence states, their
larger Q values distinguish them from valence states.27 The time
evolution of the distribution of Q (plotted with histogram bin
widths of 0.25 fs and 1.0 atomic units) during the dynamics is
shown in Figure 4. From this figure, we can see a clear distinction
between the two regions centered around Q = 31 and Q = 66
atomic units, which correspond to the valence and Rydberg states
respectively. Furthermore, the transitions between these two
regions are found to be very rapid. Thus, we use an intermediate
value of Q = 45 to separate the excited state populations into
valence (Q e 45) and Rydberg (Q > 45) states. Note that
because the transition is rapid, the choice of the dividing line
separating valence and Rydberg states has no significant effect on
the results. The time evolution of the valence and Rydberg state
populations are shown in Figure 5. Now we can see that the
Rydberg state is generatedmostly in the first 10 fs, and about 30%
of the total population transfers to the Rydberg state within this
short time period. Then the population of the Rydberg state
decays quickly, and within 60 fs the majority of the Rydberg state
population returns to the valence state. One might ask whether
the Rydberg population returns exclusively to the valence excited
state or whether it can also decay directly to the ground state. As
shown in Figure S6 of the Supporting Information, practically all
of the population that quenches to the ground electronic state
originates from excited state TBFs with valence character, that is,
there is little or no decay from the Rydberg state directly to the
ground electronic state.
Next, the time evolution of the geometries in the excited states

is examined. We focus on the three coordinates which are
expected to characterize the geometrical changes that govern
population transfer:15,18,21,31 twisting about the CdC bond

(Tw), pyramidalization of a CH2 plane (Py), and hydrogen
migration (H-mig). The time evolution of the wave packet
densities projected in these three reduced coordinates was
calculated using a Monte Carlo procedure,47 and the results
are shown in Figures 6�8 (the definition of each coordinate is
also presented in the inset). Figure 6 shows that twisting about
the CdC bond starts immediately after photoexcitation. While
the majority of the TBFs on the valence states twist nearly 180�
within the first 20 fs, Rydberg state TBFs are reflected at around
80�, consistent with the increasing potential with twist angle for
the Rydberg state (see Figure 1a). In the valence-only dynamics,
the twisting motion is more coherent since the TBFs do not
spawn back and forth from the Rydberg state, but the character of
the valence state dynamics remains largely the same. In Figure 7,
we see that pyramidalization in the valence state TBFs also starts
soon after excitation, while Rydberg state TBFs pyramidalize
only to a small degree. In the valence-only dynamics, all TBFs
start pyramidalizing almost immediately. Finally, Figure 8 shows
that, although at least one hydrogen atom oscillates between
the two carbon atoms, hydrogen transfer rarely occurs in either

Figure 3. Time evolution of the population on the four adiabatic states,
S0 (red), S1 (green), S2 (blue), and S3 (black). No population was
transferred to the S4 state.

Figure 4. Time evolution of the norm of quadrupole moments (in a.u.).

Figure 5. Time evolution of the population on valence (green) and
Rydberg (blue) states averaged over initial conditions. The population of
the ground state is also shown in red.



2814 dx.doi.org/10.1021/jp2097185 |J. Phys. Chem. A 2012, 116, 2808–2818

The Journal of Physical Chemistry A ARTICLE

the valence or Rydberg states. Hydrogen atom dissociation or
exchange is not clearly revealed with this coordinate, but detailed
analysis of all the excited state TBFs shows these to be very rare

events and they can be safely neglected for our present purposes.
Therefore, we consider that this H-mig coordinate is sufficient to
describe the hydrogen migration process.

Figure 6. Time evolution of the nuclear wave packet density along the twist (Tw) coordinate. Population on Rydberg and valence states are shown in (i)
and (ii), respectively. The valence state population obtained from the valence-only dynamics is also shown in (iii).

Figure 7. Same as in Figure 6, but for the pyramidalization (Py) coordinate.
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Figure 8. Same as in Figure 6, but for the hydrogen migration (H-mig) coordinate.

Figure 9. Distributionmap of the population decay to the ground state in the reduced coordinate space. (a) and (c) are plotted against pyramidalization
(Py) and twist (Tw) coordinates, while (b) and (d) are against Py and hydrogenmigration (H-mig) coordinates, respectively. Left and right columns are
the results with and without Rydberg states included. The geometry of each sample is taken from the center of the trajectory Gaussian basis function of
the child trajectory.
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To further elucidate the mechanism by which excited-state
population returns to the ground state, we analyzed the amount
of population being transferred from S1 to S0, ΔPS1fS0, as a
function of the coordinates discussed above:

ΔPS1 f S0ðq1, q2Þ �
Z

∂PS0ðR; tÞ
∂t

δðR � q1ÞδðR � q2ÞdtdR

ð16Þ

Here q1 and q2 are the coordinates of interest, and PS0 was
evaluated as the change of the population on the TBF on S0 state
with its nuclear coordinates represented by the center of the
Gaussian. The result is plotted in Figure 9. Here we can see that
most population transfer occurs around 80�100� twisted and
80�120� pyramidalized geometries. Hydrogen migration is also
seen, and moreover, roughly 40% of the population transfer
occurs where the H-mig coordinate is close to zero, that is, where
a hydrogen atom is equidistant from the two carbon atoms. On
the other hand, only a small amount of population transfer occurs
when H-mig is negative, indicating that the ethylidene-type
geometry18 is rarely involved in quenching to the ground state.
To clarify this, in Figure 10 we plot the amount of population
transferred as a function of the RMSD from theMECIsmeasured
from each trajectory Gaussian center. This figure shows that
population transfer occurs near molecular geometries that are
closer to the Tw-Py MECI than the Et-MECI. This figure also
shows that S1f S0 population transfer occurs in a broader range
compared to S2 f S1 population transfer, as S1 to S0 decay can
easily occur even when the energy gap between the two states is
larger than 0.50 eV.15 From Figures 6�9, we can see that the
S1 f S0 decay in the valence-only dynamics proceeds in a very
similar manner to the dynamics, including the 3s Rydberg state.
These results indicate that, although the Ryd(3s) state plays a
role in the initial stage of the dynamics, the mechanism for
quenching to the ground state is only slightly affected. Finally we
point out that the three coordinates are not orthogonal, for

example, pyramidalization motion introduces some hydrogen
migration. Nevertheless, these results show that each of the three
coordinates give valuable information about the dynamics and
are necessary to understand the photodynamics of ethylene.
C. Time-Resolved Photoelectron Spectroscopy. Having

seen that the Rydberg state is populated during the early time
dynamics of photoexcited ethylene, we now consider whether
there are spectroscopic signatures of the Rydberg state that
might be detected in a time-resolved photoelectron spectroscopy
experiment. Using the formalism described in section IIC and the
AIMS dynamics results described above, we calculated the
TRPES signal for excited ethylene, shown in Figure 11. Note
that we only consider ionization to the cation’s ground state, as
the cation excited state D1 is beyond the reach of the probe
energy used here (the D1 state at FC geometry was estimated to
be 7.07 eV above D0 with a two-state averaged MSPT2 calcu-
lation using the current basis set and active space). From
Figure 11a, we see a sharp and bright peak appearing at around
3.5 eV, which decays within about 50 fs accompanied by a longer
tail that lasts more than 200 fs. This sharp and bright feature
corresponds to ionization from the Ryd(3s) state. Indeed, in the
absence of the Rydberg state (see Figure 11b), no peak is seen in
this energy region. The location of the peak from the Ryd(3s)
ionization remains roughly constant in time because the Ryd(3s)
PES closely parallels the D0 state (see Figure S5 in Supporting
Information), which also explains the sharpness of this peak. We
can also see that after 100 fs, the spectrum above 2.0 eV
disappears (except for the contribution from the Ryd(3s) state),
which may imply that twisting has completed and all of the
population is near the 90� twisted geometry (see the energy gap
of S1 and D0 states in Figure S5 of Supporting Information). We
also calculated the total ion yield signals from the TRPES signal

Figure 10. Population transfer rate as a function of the root-mean-
square deviation (RMSD) from minimum energy conical intersections.
The RMSD of S2 to S1 transition geometries from the Ryd(3s)/ππ*
MECI is shown in red, and the RMSD of S1 to S0 transition geometries
from the Tw-Py MECI and Et MECI are shown in green and blue,
respectively. The RMSD is measured from each trajectory Gaussian
basis function of the child trajectory. Each geometry is aligned with the
MECIs by taking account of permutational symmetry to minimize the
RMSD value. Note that the second shoulder around 0.37 Å2 in the S2/S1
plot represents the transition between ππ* and (π*)2 states occurring at
around 90� twisted geometry (see also Figure 1a).

Figure 11. Time-resolved photoelectron spectra (TRPES) for the
photoionization to the cation ground state calculated from (a) dynamics
including Rydberg states and (b) valence-only dynamics.
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in Figure 11a,b by integrating the spectra over the plotted energy
range. The results are shown in Figure 12 and demonstrate that
taking account of the Rydberg states broadens the ion yield signal
only slightly. Furthermore, the slight deviation is largely within
the error bars ((1σ, as determined by bootstrap sampling32,48).
Thus, inclusion of the Rydberg states does not spoil the agree-
ment with experiment reported previously.16 This is because the
population on the Rydberg state is quite low (see Figure 5), in
spite of the brightness of the TRPES signal. This finding implies
that it is important for pump-photoionization probe experiments
to measure the ejected electron kinetic energy (i.e., the full
TRPES spectrum) and not just the ion yield to fully characterize
the photodynamics.

V. SUMMARY

In this paper, we studied the role of the π-3s Rydberg state
(Ryd(3s)) in the photodynamics of ethylene. To describe both
valence and Rydberg states simultaneously the effects of dynamic
electron correlation must be included in the electronic structure
method, which has been a challenge for excited-state nonadia-
batic dynamics calculations that require energy gradients and
nonadiabatic couplings at the same level of theory. To this end,
we presented the analytic nonadiabatic couplings at the multi-
state CASPT2 (MSPT2) level and implemented it within the ab
initio multiple spawning method. This allowed us to run non-
adiabatic dynamics directly at theMSPT2 level, without resorting
to postdynamics corrections, such as the common CASPT2//
CASSCF approach.49�51 Our simulations showed that wave
packets initially excited to the ππ* state of ethylene partially
transfer to the Ryd(3s) state within the first 10 fs, but then return
to the valence excited state within 60 fs. The wave packets then
decay to the ground state, and the excited state lifetime was
estimated to be 90 fs, which is only slightly longer than that found
for simulations that do not include the Rydberg state.

By following the time evolution of the three reduced coor-
dinates, that is, twisting about the CdC bond (Tw), pyrami-
dalization of the CH2 plane (Py), and hydrogen migration (H-
mig), we found that Tw and Py motions start immediately after

the photoexcitation. H-mig was also observed to some extent, but
a complete hydrogen transfer resulting in an ethylidene geometry
while the molecule was electronically excited was rarely seen
(formation of ethylidene on the ground electronic state after
quenching is possible and even likely). Population transfer events
were also analyzed as functions of these coordinates, and from
this analysis it was found that roughly 40% of the S1 f S0
population transfer occurs with a zero H-mig coordinate, that is,
with a hydrogen atom bridging between the two carbon atoms.
The results also showed that both Tw and Py motions are also
important for the S1 to S0 decay to occur.

To make connections to experimental observables, the
TRPES signal was calculated from the wave packets, where it
was seen that the Rydberg state is manifested as a sharp peak,
distinct from contributions from the valence states. This gives a
way to directly compare the dynamics result with experiments,
and we hope this work will stimulate full TRPES experiments of
ethylene photodynamics.
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