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Abstract

Complex macroscopic systems (like for instance those encountered in nanotechnology
and biology) need to be investigated in a family of mesoscopic theories involving varying
amount of details. In this paper we formulate a general thermodynamics providing a uni-
versal framework for such multiscale viewpoint of mesoscopic dynamics. We then discuss
its role in making extensions (i.e. in lifting a mesoscopic theory to a more microscopic
level that involves more details).
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1. Introduction

A disagreement between results of experimental observations and the-
oretical predictions has been the main motivation and the main driving
force for extending the classical fluid and continuum mechanics. Mathe-
matical formulations of the extended theories have been then based mainly
on mechanics, both macroscopic (i.e. mechanics of continua) and micro-
scopic (i.e. mechanics of microscopic constituents of macroscopic systems
under consideration). Our objective in this paper is to discuss the role that
thermodynamics has played and should play in such extensions. First, in
Section 2, we recall a general formulation of thermodynamics and then, in
Section 3, we list some of its contributions to extensions.

Before embarking on this program, we note that there is absolutely no
thermodynamics in the initial formulations of the classical fluid mechan-
ics [1] and the classical heat transfer theory. We recall that the classical
thermodynamics is indeed younger than these two dynamical theories. Al-
though a version of thermodynamics known as rational thermodynamics [2]
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Thermodynamics in extended dynamics

was involved in the initial formulations of some of the extensions (see [3]),
its role was limited to providing a descriptive framework. We now briefly
recall two extensions that are certainly among the oldest.

The first family of important and well established extensions have
emerged together with the emergence of plastic (polymer) materials. Fab-
rication of objects made of plastic materials is done by, first, melting the
plastic, and then flowing the melt into molds or extruding it. The flow
of polymeric fluids is very different from flows of, say, water, and cannot
be predicted by the classical fluid mechanics. Ability to predict flows of
plastic materials became in this way directly related to industry and, as a
result, investigations (both theoretical and experimental) of extensions of
the classical fluid mechanics that are suitable for polymeric fluids received
an important financial support and a special name. It became to be known
as rheology (the name was coined be Eugene C. Bingham). The theoret-
ical rheology followed two routes. The basis of the first one (see e.g. [4])
was mechanics of various mechanical models of polymeric macromolecules
(e.g. a dumbbell model) composing the polymeric fluids. Rational thermo-
dynamics provided the descriptive framework and constituted the basis of
the second route (see e.g. [3]).

The second example of the family of well established extensions are the
extensions that have arisen in the heat transfer. The classical Fourier theory
disagrees with experimental observations in the speed of propagation (the
Fourier theory predicts the infinite speed) and in essentially all predictions if
the heat transfer is observed in microscale and nanoscale. The macroscopic
mechanics (e.g. bringing inertia into heat transfer in [5]) and microscopic
mechanics of phonons [6] have led to various extensions known now by the
name ”phonon hydrodynamics”.

2. Thermodynamics

Mechanics is sufficient to describe completely the time evolution of
macroscopic systems only if the state variables are chosen to be position
vectors and velocities of all (i.e. ∼ 1023) particles composing them. If the
state variables are less detailed then thermodynamics has to supplement
mechanics to formulate the macroscopic dynamics. We now ask and answer
three questions.

1. Question: Why do we ignore details? Answer : In order to be able to
see a pattern (an overall behavior observed experimentally in macroscopic
measurements).

2. Question: How do we know which details are important and which
we can afford to ignore? Answer : Since the answer to this question depends
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on both our interests (i.e. on the way we observe experimentally the macro-
scopic systems under consideration and on intended applications) and on
the microscopic dynamics itself (the microscopic time evolution that we can
ignore is the fast time evolution that is sufficiently separated from the time
evolution of our main interest), we introduce a family of levels of descrip-
tion with varying amount of details.The one with more details we shall call
more microscopic (or equivalently less macroscopic). The family represents
a multilevel (also called a multiscale) description of macroscopic systems.

3. Question: How do the ignored details influence the time evolution of
the details that we still keep in our mathematical formulation? Answer : It
is thermodynamics that answers this question. We shall now explain it.

2.1. Classical equilibrium thermodynamics

In order to see how thermodynamics deals with ignored details, we recall
how the particular case of thermodynamics, namely the classical equilib-
rium thermodynamics, does it. The setting of the classical equilibrium ther-
modynamics is limited to static behavior described by the overall volume V ,
the overall energy E, and a state variable characterizing the quantity (e.g.
the overall number of moles N). The ignored details are all the remaining
information about the microscopic particles composing the macroscopic sys-
tems under consideration. In this setting we thus have two levels, namely the
microscopic level with all details and the macroscopic level with (V,E,N)
playing the role of state variables on which no time evolution takes place.

The microscopic details enter the formulation of the classical equilib-
rium thermodynamics in two steps. First, the energy E is let to include the
so called internal energy that is in fact the energy of all the microscopic
particles composing the macroscopic systems. The second step consists of
introducing a function S = S(V,E,N), called a fundamental thermody-
namic relation. It is in this function where the individual nature of macro-
scopic systems is expressed. All fundamental thermodynamic relations are
however required to share the following properties: (S1): S is a real valued
and sufficiently regular function of (V,E,N), (S2): S is a concave function,
(S3): S(λV, λE, λN) = λS(V,E,N), where λ ∈ R, (S4) ∂S

∂E ≥ 0; S = 0 if(
∂S
∂E

)−1
= 0, (S5): S tends to its maximum allowed by constraints involving

V , E, and N . It is the influence of ignored details that drives the entropy
to its maximum. In the static setting this tendency of the entropy to reach
a maximum is the so called Maximum Entropy Principle [7], [8], in the dy-
namical setting, discussed in the next section in (4), it appears as a result
of the time evolution.
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2.2. General thermodynamics

Now we lift the classical equilibrium thermodynamics to a general ther-
modynamics. We consider two general levels of description: Level F and
Level G that is more macroscopic (i.e. involving less details) than Level
F. The time evolution takes place, in general, on both levels. The general
thermodynamics that we shall formulate below addresses the question of
how the two levels, namely Level F and Level G, are related.

First we introduce a notation. The state spaces used on Level F and
Level G are denoted by M and N respectively, the state variables by x ∈M ,
y ∈ N .

The fundamental thermodynamic relation in general thermodynamics
is given by

S : M → R;x 7→ S(x) ∈ R
Y : M → N ;x 7→ Y (x) ∈ N(1)

The first line in (1) is the same as in the classical equilibrium thermody-
namics in Section 2.1 (only the state space has changed). The second line
in (1) is new. It is a mapping relating the two levels F and G. Moreover, we
assume that the space N has an additional structure: its elements y ∈ N
can always be written as y = (E,m), where E is the energy per unit vol-
ume and m are the remaining state variables in the space N . Consequently,
Y (x) = (E(x),m(x)). The fundamental thermodynamic relation in general
thermodynamic provides the the entropy S(x) (as it does in the classical
equilibrium thermodynamics) and in addition also a mapping relating the
two levels and the energy E(x).

The essence of thermodynamics is to maximize the entropy S(x) sub-
jected to constraints [7], [8]. From the mathematical point of view, this
type of operations are Legendre transformations. We thus declare that the
group of transformations providing the foundation of thermodynamics is
the group of Legendre transformations. From this we now follow the stan-
dard route (established originally in the elementary particle physics) that
will lead us to the geometry of thermodynamics. The question we ask is
of what is the geometrical environment in which Legendre transformations
are natural transformations. The answer to this question is: it is the con-
tact geometry. This is because the 1-form defining the contact structure
is preserved in Legendre transformations. If for instance the fundamental
group of transformations were the group of rotations then we would arrive
in the same way to metric geometry since the metric tensor is preserved in
rotations. It was Hermann in [9] who realized that the contact geometry is
the most appropriate geometry for thermodynamics.
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We now introduce the contact geometry in which we formulate general
thermodynamics We begin by introducing the space M = T ∗M × R. Its
elements are (x, x∗, ϕ). The space M is naturally equipped with the 1-form
θM = dϕ− x∗dx representing the contact structure.

Next, we start to build up a setting for formulating geometrically the
fundamental thermodynamic relation (1) and also for the time evolution
in which the space M reduces to the space N . We introduce a new space
MN = T ∗M × N∗ × N × R with elements (x, x∗, y∗, y, ϕ), x ∈ M,x∗ ∈
T ∗xM,y∗ ∈ N∗, y ∈ N,ϕ ∈ R. The space MN is naturally equipped with the

1-form θ(MN ) = dϕ−x∗dx−y∗dy. In MN we introduce the thermodynamic
potential

(2) Φ(x, y∗) = −S(x)+ < y∗, Y (x) >

We shall assume that S and Y are such that Φ defined in (2) is a convex
function of x. The manifold representing thermodynamics in MN (the ther-
modynamics specified by the fundamental thermodynamic relation (1)) is
now its submanifold

M = {(x, x∗, y∗, y, ϕ) ∈MN|x∗ = Φx(x, y∗), y = Φy∗(x, y∗), ϕ = Φ(x, y∗)};
(x, y∗) ↪→ (x,Φx(x, y∗), y∗,Φy∗(x, y∗),Φ(x, y∗))(3)

called a Gibbs-Legendre manifold in MN. We use hereafter the abbre-
viated notation Φx = ∂Φ

∂x .
We note that in various projections of M we see geometrically all the

elements of the maximization of the entropy S(x) subjected to constraints
Y (x). Namely:

(i)
The manifold [M]y∗=0 displays the fundamental thermodynamic rela-

tion (1). Indeed, the manifold [M]y∗=0 is the image of the mapping
x ↪→ (x,−Sx(x), 0, Y (x),−S(x)).

(ii)
The manifold [M]x∗=0 displays the state xth(y∗) in M at which S(x)

subjected to constraints Y (x) reaches its maximum and also the funda-
mental thermodynamic relation S = S(y) in N implied by the fundamental
thermodynamic relation (1) in M . Indeed, the manifold [M]x∗=0 is the
image of the mapping (x, y∗) ↪→ (xth(y∗), 0, y∗, Y (xth(y∗)), S∗(y∗)), where
S∗ = S∗(y∗) is the Legendre transformation of the fundamental relation
S = S(y) in N that is implied by the fundamental thermodynamic relation
S = S(x) in M and by the mapping Y : M → N .

Now, we turn to the time evolution in which Level F reduces to Level
G. In the static situation that we have discussed so far, the passage
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S(x) → S(y) is made by Legendre transformation (i.e. by maximizing the
entropy S(x) subjected to constraints Y (x)). We recall that Legendre trans-
formation in MN is a transformation preserving its contact structure (i.e.

the 1-form θ(MN ) = dϕ− x∗dx− y∗dy). Let us now construct a time evolu-
tion that makes the Legendre transformation leading from S(x) to S(y). In
other words, we look for a time evolution in MN that preserves its contact
structure and brings S(x) to S(y) as t→∞. We shall call such time evolu-
tion a thermodynamic time evolution . To find it is our first problem.

The key result that allows us to tackle the first problem is the knowledge
of the canonical form (see e.g. [10]) of the time evolution preserving the
contact structure. In the particular case of MN equipped with the 1-form
θ(MN ) = dϕ−x∗dx−y∗dy), the time evolution preserving θ(MN ) is governed
by

ẋ = Ψx∗

ẋ∗ = −Ψx + x∗Ψϕ

ẏ∗ = Ψy

ẏ = −Ψy∗ + yΨϕ

ϕ̇ = −Ψ+ < x∗,Ψx∗ > + < y,Ψy >(4)

where

(5) Ψ : MN → R

is called a contact Hamiltonian.
The remaining problem is to identify the contact Hamiltonian Ψ satis-

fying the following three requirements:

(1) : [Ψ]M = 0

(2) :M is an invariant manifold

(3) :M→N ∗ as t→∞(6)

The first property is a general property of the contact Hamiltonian (see
e.g. [11]), the second and the third properties are physical requirements.
We want the thermodynamic time evolution to take place on the Gibbs-
Legendre manifold representing the thermodynamics and we want the time
evolution to bring the thermodynamics from the more microscopic Level F
to the more macroscopic Level G.

The three properties (6) do not single out the contact Hamiltonian.
Below, we present three examples of Ψ.
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Quadratic contact Hamiltonian

(7) Ψ(x, x∗, y∗, y, ϕ) =
1

2
(< Φx,ΛΦx > − < x∗,Λx∗ >)

where Λ : M∗ →M is an operator satisfying the following properties

Λ is independent of (x, x∗, y∗, y, ϕ)

Λ is symmetric and positive definite

ΛYx = 0(8)

We now verify the properties (6). The first property is obviously satis-
fied. In order to investigate the second and the third properties, we evaluate
(4) on M. We obtain

ẋ = −ΛΦx

ẋ∗ = −ΦxxΛΦx

ẏ∗ = 0

ẏ = 0

Φ̇ = − < Φx,ΛΦx >(9)

We thus indeed see that the manifold M is invariant and that the ther-
modynamic potential Φ plays the role of the Lyapunov function for the
approach x → xth(y∗) where xth(y∗) is a solution of Φx = 0. This proves
that M→N ∗ as t→∞.

We also note that from the mathematical point of view, the dynamics
(9) is a gradient dynamics. The vector field is generated by gradient of a
potential (the potential in our case is Φ) that is transformed into a vector
by a metric tensor (in our case it is Λ).

Dissipation potential
The quadratic in x∗ function < x∗,Λx∗ > appearing in (7) can be

replaced by a more general (convex in x∗) function Ξ called a dissipation
potential. We thus arrive at the second example of the contact Hamiltonian:

(10) Ψ(x, x∗, y∗, y, ϕ) = [Ξ(x, x∗)]x∗=Φx − Ξ(x, x∗)

where the dissipation potential Ξ : T ∗M → R is required the following
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properties:

Ξ is independent of (y∗, y, ϕ)

Ξ, as a function of x∗ reaches its minimum at (x, 0)

Ξ is a convex function x∗ in a neighborhood of (x, 0)

< Yx, [Ξ]x∗=Sx >= 0

[Ξ]x∗=Yx = 0(11)

If (4) is restricted to M we obtain

ẋ = −[Ξx∗ ]x∗=Φx

ẋ∗ = −Φxx[Ξx∗ ]x∗=Φx

ẏ∗ = 0

ẏ = 0

Φ̇ = −[< x∗,Ξx∗ >]x∗=Φx(12)

The proof of the properties (6) follows closely the proof in the previous
example. We note that the essence of the extension from (7) to (10) is that
the inequality ξ2 > 0, where ξ ∈ R, can be written as ξΞξ > 0, where
Ξ(ξ) = 1

2ξ
2 and that the inequality holds also for more general functions

Ξ, namely for those that share with 1
2ξ

2 the following three properties: (i)
Ξ(0) = 0, (ii) Ξ reaches its minimum at 0, and (iii), Ξ is a convex function
in a neighborhood of 0.

From the mathematical point of view, the dynamical system (12) is a
nonlinear generalization of the gradient dynamical system.

Contact Hamiltonian combining gradient and symplectic dynamics
Having in mind the first property in (6), we note that we can add to

(7) or to (10) a term that, if evaluated on M, becomes zero because of an
antisymmetric multiplication rather than because of subtraction as it is in
(7) or in (10). Such term is obviously < x∗, LΦx >, where L : M∗ → M is
a skew-symmetric operator. We thus propose

(13) Ψ(x, x∗, y∗, y, ϕ) = −S(x, x∗, y∗, y, ϕ) +
1

e∗
H(x, x∗, y∗, y, ϕ)

where

(14) S(x, x∗, y∗, y, ϕ) = Ξ(x, x∗)− [Ξ(x, x∗)]x∗=Φx

and

(15) H(x, x∗, y∗, y, ϕ) =< x∗, LΦx >
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where the dissipation potential Ξ is required to satisfy the properties (11)
and the operator L the properties

L is skewsymmeric

LSx = Lmx = 0(16)

We recall that y = (E,m) and Y (x) = (E(x),m(x)), where E(x) is the
energy per unit volume and m(x) are the remaining state variables in the
space N .

Before leaving the contact geometry formulation (4), (13) of the general
thermodynamics we make another comment indicating the advantage. We
note that with the choice (13) of the contact Hamiltonian the first two
equations in (4) can be obtained as Euler-Lagrange equations (variations
are made with respect to x and x∗) corresponding to the functional

(17) I =

∫
dt[Ψ(x, x∗, y∗)− < x∗, x >]

We note that with the choice (13) of the contact Hamiltonian the quantity
[I]M has the physical interpretation of the total entropy generated during
the approach from Level F to Level G. The variational formulation δI = 0 of
the governing equations of general thermodynamics has thus the following
physical interpretation. The level F approaches the Level G in such a way
that the entropy generated during the approach reaches its extremum. If we
recall the many advantages of Hamilton’s variational principle in classical
mechanics, we can anticipate similar advantages of the variational principle
δI = 0.

Now, we leave the contact geometry formulation in MN by restricting
ourselves only to its invariant submanifoldM. If we evaluate (4) with (13)
playing the role of the contact Hamiltonian on M we arrive at

ẋ = LEx + [Ξx∗ ]x∗=Sx

Ṡ = [< x∗,Ξx∗ >]x∗=Sx(18)

We have omitted the equation ẏ∗ = 0 and the equations governing the time
evolution of the conjugate variables since they are (on M) straightforward
consequences of (18). The second equation in (18) is also a straightforward
consequence of the first equation but we keep it in order to manifestly
display the thermodynamic content of the first equation in (18).

When passing from (4) to (18) we seem to be gaining (in apparent
simplicity) but we are also loosing. From the mathematical point of view,
the dynamics (18) is a combination of a Hamiltonian and gradient dynamics.
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We recall that in order that ẋ = LEx be a Hamiltonian dynamics we need to
assume that L satisfies an additional property, namely that < Ax, LBx >,
where A and B are real valued sufficiently regular functions of x ∈M , is a
Poisson bracket (i.e. beside being antisymmetric it also satisfies the Jacobi
identity). We note a very important mathematical difference between the
contact-structure formulation (4), (13) and the explicit formulation (18).
In the geometrical formulation (4), (13) the combination of the two types
of dynamical systems is made by using one geometrical structure (namely
the contact structure) to transform gradients of two potentials (namely
S and H). In the explicit formulation (18), the combination is made by
using two geometrical structures (namely the symplectic structure L and
the metric structure Λ) to transform gradient of one potential (namely the
thermodynamic potential Φ). This difference makes the formulation (4),
(13) more geometrical than the formulation (18).

Another important difference between (4), (13) and (18) is that the
former admits the variational formulation (17) but the latter, to the best
of our knowledge, does not.

The contact structure formulation of both equilibrium and nonequilib-
rium thermodynamics has been first proposed in [12]. More recent formula-
tions with many illustrations can be found in [13], [14]. The explicit formu-
lation (18) (namely the first equation in (18)) has emerged gradually as an
abstract equation collecting the essential features of mesoscopic dynamics
in [15], [16], [17], [18], and in [19], [20] where it was called GENERIC (an
acronym for General Equation for Non-Equilibrium Reversible-Irreversible
Coupling).

As for the concept of entropy S that we have introduced in the general
thermodynamics, we emphasize that S(x) depends on both the starting
Level F and the target Level G. It is therefore a concept depending on
our needs and our intentions (it is, as it is sometimes said, an anthropic
concept). In this context it is however important to emphasize that while
it is true that we are free to choose the F and G levels (and thus the
entropy), it is up to the macroscopic system itself (namely its microscopic
time evolution) to determine as to whether the levels that we have chosen
are or are not acceptable (i.e. providing a self-contained viewpoint in which
results of experimental observations are reproducible and are found to be
in agreement with theoretical predictions).

We now recall some particularly important examples of the general ther-
modynamics.

Level F: Boltzmann kinetic theory; Level G: equilibrium thermodynam-
ics

This is the example that in fact gave birth to the formulation of general
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thermodynamics. It is also historically the first example of a mesoscopic
theory for which its relation to the classical equilibrium thermodynamics
has been investigated. In this example Level F is the level of one parti-
cle kinetic theory (i.e. x = f(r,v)), the time evolution is governed by the
Boltzmann kinetic equation, S(x) = −kB

∫
dr
∫
dvf(r,v)(lnf(r,v) − 1),

kB is the Boltzmann constant, and the dissipation potential is the potential
arising in chemical kinetics (binary collisions are regarded as binary chem-
ical reactions of species labeled by v - see [16], [21]). The mapping Y is in

this setting given by f(r,v) 7→ (
∫
dr
∫
dvf(r,v),

∫
dr
∫
dv v2

2mf(r,v)).
Gibbs equilibrium statistical mechanics; Level F classical mechanics of

particles; Level G: equilibrium thermodynamics
Level F in this example is the level of N ∼ 1023 particle mechanics.

Macroscopic systems are seen as composed of atoms and molecules. In the
particle representation, x are the position coordinates and momenta of all
particles. In the Liouville representation, x is N-particle distribution func-
tion fN , where N is the number of particles in the macroscopic system.
In the Gibbs equilibrium statistical mechanics, the entropy is chosen to be
given by a universal expression S(x) = −kB

∫
fnlnfN , where

∫
denotes

integration over the phase space of all N particles. The energy E(x) is the
Hamiltonian of N particles composing the macroscopic system. It is thus
in E(x) where the individual nature of the macroscopic systems under con-
siderations is expressed. The time evolution equation of the type (18) is
replaced in the Gibbs equilibrium statistical mechanics by: (i) two most
important consequences of the classical mechanics of particles, namely the
conservation of the total mass and the total energy, and (ii) by an assump-
tion about particle trajectories, namely that the particle trajectories are
such that the averages made by following the trajectories (i.e. averages in
time) can be replaced by certain type of averages in the phase space.

Level F: classical fluid mechanics; Level G: equilibrium thermodynamics
In this example, level F is the level of classical fluid mechanics, x =

the five classical hydrodynamic fields, the Poisson bracket is the one found
(implicitly) by Clebsch [22] and explicitly by Arnold [11] (see (19) below).
The general-thermodynamics formulation of the classical fluid mechanics is
presented for example in [13].

Level F: Cattaneo heat conduction theory; Level G: Fourier heat con-
duction theory

In this example, x = (e(r),w(r)), where e is the energy field and w is
a vector field related to the heat flux. On Level G, x = e(r). The general-
thermodynamics formulation of the approach level F → Level G has been
worked out in [23]. What is particularly interesting in this example is the
emerging entropy. It appears to be the classical local equilibrium entropy
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supplemented with a nonlocal Cahn-Hilliard term (see also Section 3.4 be-
low) multiplied by a parameter involving the heat conductivity coefficient.

3. Role of thermodynamics in extensions

As we noted in Section 1, extended mesoscopic dynamical theories have
been initially introduced on the basis of arguments whose origin lies mainly
in mechanics (both microscopic and macroscopic) and, in lesser extent, in
rational thermodynamics. Other versions of thermodynamics then joined
the process of creating extensions in [24] and references cited in [13].

We shall now comment about the role that the general thermodynam-
ics presented in Section 2.2 above plays in extensions. First, we recall that
the principal role of a model is to provide a setting that allows to organize,
predict and explain results of a certain family of experimental observations.
We can divide the observations into two types: quantitative and qualita-
tive. The former are observations whose outcome is a quantitative relation
among two or more parameters (for example a graph representing measured
shear stress versus imposed shear rate). The latter experimental observa-
tions are observations of the compatibility between two levels of description.
By this we mean that the behavior of a fluid under investigation is found
to be well described on a Level F and, after some preparation, also on a
more macroscopic Level G. For example, behavior of a fluid that is seen
to be well described by the classical fluid mechanics is found, if left suf-
ficiently long time without external influences, also well described by the
classical equilibrium thermodynamics. We require from the model to agree
with both types of observations. Regarding the quantitative experimental
observations, we need to solve the governing equations in all details in order
to verify the agreement. Qualitative properties of solutions are needed to
verify the qualitative experimental observations. As we have seen in Sec-
tion 2.2, the qualitative properties of solutions expressing the compatibility
of two levels are guaranteed if the governing equations possess the struc-
ture of general thermodynamics. This then means that if we know from
experimental observations that the Levels F and G are compatible then
the model on Level F that agrees with this experimental observations has
to have the structure of the general thermodynamics. Below, we list some
of the contributions to extensions that the requirement of agreement of
qualitative predictions with qualitative experimental observations (i.e. the
general thermodynamics formulated in Section 2.2) brings.

67



M. Grmela

3.1. Framework

The first contribution of general thermodynamics is that it provides a
framework for constructing extensions. The structure (18) involves mod-
ules:(i) state variables, x, (ii) their kinematics expressed in the Poisson
bracket {, }, (iii) dissipation potential, and (iv) the generating potentials
(E,S) and the mapping Y . We formulate extended dynamical theories grad-
ually, module by module. This process is very efficient (see e.g. [25]).

3.2. Mathematical regularity

Ideally, the physical regularity should come hand in hand with the math-
ematical regularity. By the former we mean a clear physical meaning and
agreement between model predictions and results of experimental observa-
tions, by the latter a clear mathematical formulation in which the questions
like existence of solutions and their regularity are addressed. Indeed, the
physical processes are seen experimentally to exist so that they should exist
also in the mathematical formulation as solutions to the governing equa-
tions. This is in fact a basic requirement of agreement between experimental
observations and theoretical predictions. In reality however it is rarely the
case that the physical clarity implies directly the mathematical clarity. We
may recall for example that the Boltzmann kinetic equation, that has served
since its introduction at the end of nineteen century as a beacon of physical
clarity in mesoscopic dynamics, has only recently been clarified in [26] from
the mathematical point of view. It is therefore very interesting to note that
at least in some particular settings the structure of general thermodynamics
(or sometimes only some of its elements) addresses also the clarity of the
mathematical formulation. For example, it is the case when the time evolu-
tion equations are a system of local conservation laws ( [27], [28]). In such
setting the entropy equation (which in this case is another local conserva-
tion law) implies the mathematical regularity (existence and uniqueness of
solutions). Even in the case of the Boltzmann equation [26], the proof of
the existence of its solutions uses some of the elements of the thermody-
namic structure as for instance the entropy equation (in this context it is
Boltzmann’s H-theorem) and the conjugate form of the Boltzmann equation
(the concept of the Boltzmann equation in a renormalized sense introduced
in [26] is closely related to the conjugate form of the Boltzmann equation).

3.3. Fundamental thermodynamic relation, conjugate state variables

The classical nonequilibrium thermodynamics brings the classical fluid
mechanics to a relation with the classical thermodynamics. This modifi-
cation of the classical fluid mechanics can be seen in fact as historically
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its first extension. The newly introduced state variable is the entropy field
s(r). However, contrary to the extensions mentioned in Section 1, this new
state variable is not an independent field but a function (satisfying cer-
tain properties) of the original hydrodynamic fields. The extension in this
case consists in the requirement that the entropy field evolves in time in
a certain way. This viewpoint of nonequilibrium thermodynamics and the
corresponding to it investigation of its consequences on constitutive rela-
tions (i.e. on relations expressing the fluxes that arise on the right hand side
of local conservation laws in terms of the hydrodynamic fields) is an impor-
tant contribution of rational thermodynamics [29]. We shall now show what
new to this investigation brings the general-thermodynamics viewpoint of
extensions.

First, we prove that in the setting of the classical fluid mechanics with-
out dissipation (i.e. in the setting of the Euler fluid mechanics) the re-
quirement of the extra local conservation law for the entropy field s(r) (in
addition to the local conservation laws for the mass ρ(r), momentum u(r),
and energy e(r) fields), supplemented with the requirement of the Hamil-
tonian structure, implies the local equilibrium assumption. In other words,
the entropy field has to be a specific function of the hydrodynamic fields.
It is not only a function satisfying the properties required from all entropy
functions (i.e. (i) s is a sufficiently regular function of the hydrodynamic
fields, (ii) it is a concave function, (iii) ∂s

∂e(r) ≥ 0) but it is a specific func-
tion whose dependence on the mass, momentum and energy is locally the
same as at equilibrium. This result illustrates well the extra power that the
requirement of the Hamiltonian structure brings to nonequilibrium thermo-
dynamics.

Now we proceed to the proof.
Let the state variables in the classical fluid mechanics be chosen to

be x = (ρ(r), s(r),u(r), the fundamental thermodynamic relation is E =∫
e(r), where e(r) = e(ρ, s,u; r). The kinematics of (ρ(r), s(r),u(r) is

given [11] by the Poisson bracket

{A,B} =

∫
dr [ρ (∂i(Aρ)Bui − ∂i(Bρ)Aui)

+ s (∂i(As)Bui − ∂i(Bs)Aui)
+uj

(
∂i(Auj )Bui − ∂i(Buj )Aui

)]
(19)

We use the summation convention. The time evolution equations (18) with-
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out the last term on its right hand side becomes now

∂ρ

∂t
= −∂i (ρEui)

∂s

∂t
= −∂i (sEui)

∂ui
∂t

= −∂j
(
uiEuj

)
− ρ(r)∂iEρ(r) − s(r)∂iEs(r) − uk(r)∂iEuk(r)(20)

We note that the third equation becomes a local conservation law

(21)
∂ui
∂t

= −∂j
(
uiEuj + δijp(r)

)
(i.e. the the total momentum will be conserved) provided the quantity p is
related to the fields (ρ(r), s(r),u(r) by

(22) p(r) = −e(r) + ρ(r)Eρ(r) + s(r)Es(r) + u(r)Eu(r)

But this relation is exactly the local equilibrium assumption with p(r) play-
ing the role of local pressure. This ends the proof.

Before leaving this section we make two comments about conjugate state
variables.

Fluxes depend on conjugate state variables rather than on the
variables themselves

An important motivation for constructing extensions of the classical
fluid mechanics has been Grad’s hierarchy [30]. The Boltzmann kinetic
equation governing the one particle distribution function f(r,v) is refor-
mulated in Grad’s hierarchy into an infinite system of equations governing
the time evolution of an infinite number of fields (i.e. quantities depend-
ing only on the position vector r) representing moments (i.e. quantities of
the type

∫
dvζ(v)f(r,v), where ζ is a, in general tensorial, function of v).

The moments are chosen in such a way that the first five of them are the
classical hydrodynamic fields. The first five equations in Grad’s hierarchy
are thus the classical Euler equations but coupled (in expressions for the
fluxes) to higher order moments for which we have their own time evo-
lution equations that are however again coupled to still higher moments.
The structure arising in Grad’s hierarchy has indeed guided extensions in-
troduced in [31], [32], [24], [33]. Unfortunately, the physical limitation of
the Boltzmann equation (only the dynamics of an ideal gas is described
by this equation) makes the emerging mathematical structure incomplete.
Consequently, Grad’s hierarchy is not a good guide for making extensions.

The Grad hierarchy is infinite. If we want to consider only a finite num-
ber of fields as state variables, the hierarchy has to be closed. This means
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that the higher order moments have to be expressed in terms of the lower
order moments that are kept as state variables. It is the entropy field (a
function of the state variables) and the requirement on its time evolution
that is then used to identify the closure [34], [32]. But when we introduce the
entropy field we are also introducing conjugate fields that are its derivatives.
As we have seen in general thermodynamics in Section 2.2, the conjugate
fields play an important role in the time evolution. Roughly speaking, the
conjugate variables, rather than the variables themselves, appear on the
right hand side of the time evolution equations (i.e. in the vector field). But
this exactly is not seen in Grad’s hierarchy due to the particularity of the
ideal gas. The fields arising in Grad’s hierarchy as flows on the right hand
side are identical (except possibly a constant multiplicative factor) as the
fields serving as state variables. This has then led to the following extension
recipe: ”take a flux and promote it into the status of an independent ex-
tra state variables”. From the physical point of view this type of extension
means an introduction of extra inertia but what is missing is that the quan-
tities arising in the fluxes are not the state variables themselves but rather
their conjugates. We recall that we can see this already in the setting of the
classical mechanics of particles. Let us begin with r, denoting the position
vector of a particle, as the state variable. We can arrive at Newton’s time
evolution equations as follows: We begin with ṙ = v(r), where v(r) is the
”flux”. Next, we introduce into this equation an inertia. In other words,
we extend it. Following the recipe we take the flux and promote it into the
status of an independent state variable v. But by doing this we do not end
up with Newton’s equations. We do however succeed if we consider the flux
v as a conjugate of another variable, called momentum u, that we adopt as
a new independent state variable. The second equation governing its time
evolution becomes u̇ = F (r,u), where F is a force.

Different types of arguments leading to the same conclusion have been
introduced in the context of the Grad hierarchy in [35] and in the context
of continuum mechanics in [36], [37].

Measurability of conjugate state variables
Another interesting point concerning the conjugate state variables is

their measurability (see e.g. [38]). In particular, this question is important
for the conjugate of energy whose inverse is called temperature.

In the context of classical thermodynamics the measurability of the tem-
perature is very simple, straightforward and universal. This fact makes the
temperature a very important, from both practical and theoretical points of
view, quantity characterizing systems at equilibrium. We recall the physics
that is behind the measurement of temperature. Because of: (i) maximiza-
tion of entropy allowed by constraints, and (ii) a universal availability of
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the thermodynamic wall that is transparent for the internal energy (i.e.
the energy that remains if the energy expressed in terms of the mechanical
state variables that we keep in the classical thermodynamics is subtracted)
but closed to the changes in the remaining state variables of classical ther-
modynamics, two systems (one of them is a thermometer) separated by the
thermodynamic wall mentioned in the point (ii) have at equilibrium the
same temperatures.

Outside of equilibrium and in the setting of mesoscopic descriptions, we
still have a clear definition of temperature as an inverse of the conjugate
of energy but its measurability (and thus its importance and practical ap-
plicability) is completely lost. This is because of the lack of availability of
thermodynamic walls that freely pass the energy (or a part of the energy
that we have selected) and keep the remaining state variables constant.
The standard thermometer with the standard thermodynamic wall is of no
use. It is appealing to think still about a general temperature as about a
measure of ”agitation” in macroscopic systems. Indeed, we can for example
hear in conversations that the temperature of society increased due to in-
troduction of austerity measures. There does not seem to be however a way
to measure such temperature and thus to give it a universal applicability
and importance that it enjoys at equilibrium.

It is, of course, possible to attempt to measure some quantities that
reduce at equilibrium to the equilibrium temperature and outside of equi-
librium (or local equilibrium) serve as an indication of ”agitation”. It does
not seem however that any of such quantities can get a universal appeal
that would be comparable to the appeal that the equilibrium temperature
enjoys. As an example we recall some of the temperatures used in numerical
simulations. In this setting measuring means extracting an information from
the trajectories (calculated with the assistance of computers) of the parti-
cles composing the macroscopic system under consideration. Two types of
temperatures are usually measured. One is called kinetic temperature and
the other configurational temperature. Both address relation of entropy to
energy. The entropy is the one emerging in the equilibrium statistical me-
chanics and the energy is the energy of the particles (kinetic in the case
of the kinetic temperature and potential in the case of the configurational
temperature). The problem here is, of course, in the definition of entropy.
As we are trying to emphasize in this paper, the entropy depends on the
levels of description of our interest and also on how far from equilibrium we
are. For example, neither the kinetic nor the configurational temperature
is expected to be a good measure of ”agitation” in systems with a very
anisotropic distribution of velocities.

72



Thermodynamics in extended dynamics

3.4. Nonlocal extensions (Cahn-Hilliard)

The classical fluid mechanics and the classical continuum theory have
been developed for systems that can be inhomogeneous but only moder-
ately. Fluids with large inhomogeneities, as for instance fluids that are near
gas-liquid transition, have to be investigated with an extended theory (see
e.g. [39], [40], [41], [42], [43] ). We make two remarks about the role of
general thermodynamics in this type of extensions.

Dynamical consequences of the Cahn-Hilliard terms in gener-
ating potentials

Following Cahn and Hilliard [44], we extend the classical fluid mechan-
ics by letting the generating potentials (i.e. the energy and the entropy)
depend nonlocally on the hydrodynamic fields. In the first approximation
we consider only a special nonlocal dependence (called a weak nonlocal de-
pendence). We let the generating potentials at the position r depend on
the hydrodynamic fields at r and also on their gradients with respect to
r at the position r. The question is then of what are the consequences of
the new terms involving the gradients (called Cahn-Hilliard terms) in the
time evolution equations. The formulation of general thermodynamics is
particulary suitable for answering this question. This is because the for-
mulation (4) is, from the mathematical point of view, a weak formulation
(note that the Poisson bracket, or alternatively the rate-of-energy potential
E , and the rate-of-entropy potential S involve integrals over r) and it in-
volves functional derivatives. If the potentials depend, following Cahn and
Hilliard, also on gradients then the functional derivatives turn simply into
variational derivatives. Otherwise, the mathematical formulation remains
unchanged. In this way we can see immediately that, for example, inclusion
of a term involving gradient of mass density in the energy potential makes
the originally (i.e. in the absence of the Cahn-Hilliard term in the energy)
inelastic fluid into an elastic fluid (see details in [40]).

Origin of the Cahn-Hilliard terms in generating potentials
We can ask the question of what is the physical origin of the Cahn-

Hilliard terms in the energy and the entropy potentials. First, following
Cahn and Hilliard (see also [43]), it is the presence of large spatial inho-
mogeneities or alternatively also the presence of long range interactions for
which the interaction energy is a nonlocal function of state variables. The
general thermodynamics shows however still another route to Cahn-Hilliard
terms.

As we have seen in Section 2.2, the general thermodynamics provides
the passage: Level F → Level G. If Level F is the level of the classical fluid
mechanics and Level G is the level of the classical thermodynamics then
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the physics behind the presence of Cahn-Hilliard terms in the generating
potentials on Level F is the physics mentioned in the previous paragraph.
If however we consider Level F → Level G with Level G being the level
of the classical fluid mechanics and Level F a more microscopic level (e.g.
the level of the one particle kinetic theory) then the generating potentials,
if evaluated on the target Level G, arise naturally with the Cahn-Hilliard
terms as a consequence of the presence of gradients in the Navier-Stokes-
Fourier dissipative part of the time evolution on Level G. This has been
worked out in Chapter 4 of [13] and in the particular context of heat transfer
in [45], see also in [23].

Having shown that one of the origins of the presence of nonlocal terms
in the entropy is their presence in the dissipative part of the time evolution,
we can ask the question of how do they arise there. In the context of Grad’s
hierarchy, this question is investigated in [46].

3.5. Mass-type fields and energy-type fields

The fields serving
as state variables in Grad’s hierarchy can be naturally divided into two
families, one mass-type and the other energy-type. The mass-type are the

moments (
∫
dvf(r,v),

∫
dvvf(r,v), ...,

∫
dvζ

(n)
i1,...,in

(v)f(r,v), ...), and the

energy-type fields the moments (
∫
dvv2f(r,v),

∫
dvv2vf(r,v), ...,∫

dvv2ζ
(n)
i1,...,in

(v)f(r,v), ...), where ζ
(n)
i1,...,in

is a polynomial function of v of
order n. The first two terms in the sequence of mass-type fields are mass
and mass flux, the first two terms in the energy-type fields are energy
and energy flux. This extra mathematical structure in the state variables
of Grad’s hierarchy has been noted and used (it seems independently) by
three different groups of authors in three different contexts.

First, in [47], the structure has been used to transform the Cattaneo
heat transfer theory to Lagrangian coordinates. The fields serving as state
variables in the Cattaneo theory consist of two energy-type fields, namely
the fields of energy and energy flux, and two mass-type fields, namely the
fields of mass and momentum. The pair consisting of mass and momentum
fields provides a setting for the classical Lagrangian viewpoint of the fluid
flow (as motion of a material fluid particle) and the other pair consisting
of the energy and the energy flux fields provides a setting for a new La-
grangian viewpoint of the heat flow (as motion of a ”caloric” fluid particle).
Altogether, the Cattaneo theory is in this way transformed into a motion
of two types of particles, one material and the other caloric. The motion of
the two particles is coupled one to the other.

The division of the fields into mass-type and energy-type has been noted
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and employed in [48].
Finally, the presence of mass-type and energy-type fields in extended

hydrodynamic theories has been physically interpreted in thermomass the-
ory [49].

3.6. Examples of other extensions

The physics behind the extensions inspired by Grad’s hierarchy is an
addition of extra inertia into dynamics. There are, of course, also other
physical insights motivating extensions. We have already mentioned in Sec-
tion 1 that among the first extensions were those motivated by internal
structure of the fluids (e.g. the presence of long polymer macromolecules
or suspended particles). The extra fields in this type of extensions describe
the internal (microscopic) structure and the equations governing their time
evolution are based on their microscopic physics (see e.g. [4]). The general
thermodynamics has been used to investigate this type of extensions in (see
references cited in [13]).

Another example of an extension that has its own motivation and its
own physical interpretation has been introduced in [50] and independently
in [51]. In this extension it is the temperature (i.e a scalar field) that is taken
as an extra state variable (i.e. the energy field e(r) and the temperature
field T (r) become in the extended theory two independent scalar state
variables). The general-thermodynamics viewpoint of this extension has
been discussed in Section VI of [45].

Still another example of extension is physically motivated by an at-
tempt (see [52]) to extend dynamics by including fluctuations. We shall
briefly describe it since it is one of the oldest, if not the oldest, extension
of classical mesoscopic theories. The essential idea is to extend a deter-
ministic dynamics that is, if experimentally observed, seen to fluctuate to
another deterministic dynamics that, if experimentally observed, will not
fluctuate or will fluctuate less intensively. The passage from dynamics to its
Onsager-Machlup extension is made in five steps: Step 1 : The state vari-
ables used in the original dynamical theory are promoted to the status of
random variables, Step 2 : The (deterministic) equation governing the time
evolution in the original dynamical theory is upgraded to the Langevin-
type stochastic equation (i.e. a noise is added to the vector field), Step 3 :
The resulting stochastic equation is transformed into a Fokker-Planck equa-
tion (i.e. the state variable becomes the distribution function), Step 4 : The
Fokker-Planck equation is formally solved in the form of a functional inte-
gral, Step 5 : The main contribution to the functional integral arises in the
form of Hamilton’s variational principle which then implies the extended
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(deterministic) time evolution equations (for details see [52]). To illustrate
the Onsager-Machlup extension, we begin with the deterministic equation
ẋ = −λΦx, where x ∈ R, λ > 0,Φ : R→ R. After making the five steps we
end up with Hamilton’s equations ẋ = Hy; ẏ = −Hx, with the Hamiltonian

H(x, y) = λ
((y

2

)2 − yΦx

)
, where y ∈ R is the extra state variable.

4. Concluding remarks

We distinguish between two types of experimental observations: proper
(or quantitative), and meta (or qualitative). The outcome of the former is a
quantitative relation between two or more types of specific measurements,
the outcome of the latter is a qualitative statement about the compatibility
of two or more frameworks that have emerged in attempts to make sense
of the proper measurements. The qualitative observations are observations
about quantitative observations (in other words, meta observations). From
the theoretical point of view, the quantitative experimental observations
lead to (proper) theories (like e.g. particle mechanics and fluid mechanics),
the qualitative experimental observations lead to a theory of theories (i.e.
a meta theory). In this paper we argue that such a meta theory is general
thermodynamics. Regarding its pertinence, we note that the more complex
are the macroscopic system under investigation (as e.g. systems encoun-
tered in biology) the less likely it is that their theories can be formulated
as single level proper theories and consequently the more pertinent is the
general thermodynamics addressing the compatibility relations in the mul-
tilevel viewpoint. In particular, we have investigated in this paper the role
that the general thermodynamics plays in lifting a given well established
mesoscopic theory to a more microscopic level, i.e. to a level involving more
details.
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20. H. C. Öttinger and M. Grmela, Dynamics and thermodynamics of com-
plex fluids: Illustration of the general formalism, Phys.Rev.E, vol. 56,
pp. 6633–6650, 1997.

21. M. Grmela, Fluctuations in extended mass-action-law dynamics, Phys-
ica D, vol. 241, pp. 976–986, 2012.
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