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ABSTRACT With the development of wind power generation in recent years, several studies have dealt

with the active and reactive power control of wind power systems, along with the quality of energy produced

and the connection to distribution networks. In this context, this research proposes a new contribution

to the field. The major objective of this work is the development of a nonlinear adaptive backstepping

control technique applied to a DFIG based wind system and an optimization technique that uses the rooted

tree optimization (RTO) algorithm. The backstepping control strategy is based on the Lyapunov nonlinear

technique to guarantee the stability of the system. It is applied to the two converters (i.e., machine and

network sides) and subsequently improved with estimators to make the proposed system robust to parametric

variation. The RTO technique is based on monitoring the behavior of the underlying foundation of trees in

search of underground water in accordance with the level of underground control. The solution proposed for

the control is validated using two methods: (1) a simulation on MATLAB/Simulink to test the continuation

of the reference (real wind speed) and the robustness of the system and (2) a real-time implementation on

a dSPACE-DS1104 board connected to an experimental bench in a laboratory. Simulation and experimental

results highlight the validation of the proposed model with better performance compared with other control

techniques, such as sliding mode control, direct power control, and field-oriented control.

INDEX TERMS Wind turbine, energy, backstepping control, adaptive control, MATLAB/simulink, wind

turbine, dSPACE.

fr , fs Frequency at the rotor and stator

�t Turbine speed

Rs, Rr Resistance of the stator/rotor

Rf , Lf Resistance and inductance of a phase

of the filter

Lr , Ls Inductance of the stator/rotor

The associate editor coordinating the review of this manuscript and

approving it for publication was Xiaodong Liang .

Ps, Pr , Pg Active power at the stator, rotor,

and grid

Qs, Qr , Qg Reactive power to the stator, rotor,

and network

Pmec, Pres, Pelec Mechanical, network, and

electrical power

Pins, Pext Recoverable wind and theoretical

power

Tem, Cem Electromagnetic torque
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Vr(a,b,c), Vs(A,B,C) Rotor and stator voltages

ir(a,b,c), is(A,B,C) Rotor and stator currents

ψr(a,b,c), ψs(A,B,C) Rotor and stator flux

(vsd , vsq), (isd , isq) d/q stator voltages and currents

(vrd , vrq), (ird , irq) d/q rotor voltages and currents

(vgd , vgq), (igd , igq) Grid voltages and currents

(vtd , vtq), (itd , itq) Voltages and currents at the RL

filter

I. INTRODUCTION

Renewable energy forms have become the most coveted

energy sources at present because they ensure autonomy for

all nations [1]. Created from inexhaustible resources, these

energy forms do not require storage. Thus, their utilization

guarantees the continuity of production without worrying

about fluctuations in the prices of raw materials in interna-

tional energy markets [2].

Sustainable power sources are the most reasonable

approach for improving decentralized energy supply. These

resources are particularly significant for certain developing

nations and developed countries. The utilization of renew-

able energy sources makes enhancing the common assets of

regions conceivable by creating new industries and trans-

port and promoting urbanization. This practice also controls

the exploitation and reduces the consumption of fuel [3].

Moreover, it decreases the cost of energy production com-

pared with classical energy sources.

At present, renewable sources provide an impressive poten-

tial for a financial, modern, and social turn of events. The

rapid development of global environment-friendly power

markets involves every sector in different project openings.

Rivalry is all-inclusive. The technological advancement in

this field will increase the use of renewable energy sources,

which will reduce the cost of energy and pollution.

The International Energy Agency forecasts that by 2040,

renewable energy sources will cover 58% of electricity sup-

ply, 22% of inexhaustible warmth and cold generation, and

20% of transport if we intend to keep the temperature on

the Earth’s surface below 2 ◦C. Sustainable power sources

will cover nearly 60% of developed installations until 2040.

Between 2016 and 2040, over 4,000 GW of renewable energy

must be operated, representing four times the thermal capac-

ity generated in the same period. Numerous reasons motivate

this development: decrease in costs, dispersion of innova-

tions on a worldwide scale, economic and international pres-

sures associated with the excessive use of hydrocarbons, and

determination to respect the commitments made in the Paris

Agreement.

The quality of energy produced from a wind power system

must follow international standards, i.e., a total harmonic

distortion (THD) rate of less than 5% [1]–[17].

The objectives of the current work are as follows [4]–[20]:

• To decrease the expenses related to the production of

electrical energy by solar and wind power plants and

improve the quality of electrical energy supplied by

these power plants, and

• To propose logical solutions for the implementation of

inexhaustible sources in smart grids that require reliable

production systems.
Achieving these objectives will promote the enhancement

of electrical energy quality produced from sustainable

sources [5]. This improvement in production will affect the

selling price of this type of energy. Thus, we have to con-

sider the important constituent that will assure such progress,

namely, control strategies [6], [21].

The reduction in electrical energy cost presupposes the

following:
• The increase in the reliability and robustness of wind

power plants,

• The manufacture of lighter wind turbines (WTs) that

exhibit high performance,

• The increase in energy efficiency, and

• The robustness of the designed control algorithms.
Decentralized energy sources have several drawbacks, such

as no voltage adjustment, no frequency regulation, and the

impossibility of operating on an island. Energy production

from renewable energy sources is difficult to predict and fluc-

tuates considerably. Thus, integrating decentralized units into

an electrical grid will certainly cause problems as mentioned

previously [5], [7]–[22].

This study sets an objective, namely, the application of a

nonlinear adaptive backstepping command in real time on a

wind energy conversion system (WECS)-doubly-fed induc-

tion generator (DFIG) controlled by power converters (grid

and generator sides). Moreover, the primary objective is to

command the wind system via a DS1104 R&D controller

board under variable wind reference.

The contributions of this research are as follows:

• Conduct a nonlinear modeling of a wind power system,

• Ensure and optimize the operation of a wind power

system through a nonlinearmodel of the system that uses

a nonlinear control technique,

• Develop a robust control technique with estimators,

• Provide control optimization based on the rooted tree

optimization (RTO) algorithm, and

• Experimentally implement and validate the proposed

model on a benchmark based on a 1.5 kW DFIG and

a dSPACE DS1104 card.

This paper is divided into five sections. Section II high-

lights the literature review of various papers being considered

for study and conduct research to define the problem and

identify technical gaps.

II. LITERATURE REVIEW

On the basis of several studies in the literature that developed

classical techniques, such as backstepping control, sliding

mode control (SMC), field-oriented control (FOC), and pre-

dictive control, we design a new robust and optimal control

strategy that can overcome the disadvantages of these types

of control. We present some examples in this section.

In Zhang et al. (2014) [7], direct torque control (DTC)

command based on a support vector machine was applied to
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a permanent magnet synchronous generator (PMSG)-based

wind power system. Then, DTC command was combined

with an observer in sliding mode that used a relatively low

sampling frequency to estimate rotor position and stator flux

connection.

Beltran et al. (2012) [8] presented the application of the

maximum power point tracking (MPPT) command and SMC

to a wind power system based on DFIG. Their research

aimed to control the desired electromagnetic torque by using

current control. Moreover, estimates were used to define the

references that caused certain inaccuracies, leading mostly to

nonoptimal power extraction.

Yang et al. (2018) [9] implemented SMC on DFIG. The

obtained results were inefficient in terms of robustness and

set-point follow-up (chattering phenomenon).

Benbouzid et al. (2010) [11] presented a control that led

to the production of electricity under variable speed for WT

systems. Systems have two operating zones that depend on

WT tip speed ratio. A high-order sliding mode strategy was

suggested to guarantee stability in the two operating zones

and achieve the optimal performances.

In accordance with the literature review, the majority of

control algorithms, either for DFIG-based or PMSG-based

wind systems, experience problems in terms of robustness

and real-time implantation. Our contribution in the current

work is to confirm the performance of an adaptive model by

implementing and validating it on a test bench based on a

dSPACE card.

III. WIND POWER SYSTEM MODEL

The development of the backstepping control for wind power

systems requires a specific model (nonlinear) of the machine.

Hence, the analytical model of DFIG is essential. The model

adopted must be close to reality and nonlinear to facilitate

implementation [12]. The structure of the wind power system

is illustrated in Fig. 1 [5]–[23].

FIGURE 1. Structure of the wind power system.

The objective of this section is to model the WECS-DFIG,

particularly the kinetic (turbine), mechanical (shaft and gear-

box), and electrical [generator, load-side converter, rotor-side

converter (RSC), DC bus, and filter] parts.

The structure of the entire system is shown in Figure 1.

A. WT MODEL

The turbine model is deduced from the following system [1]:

Pincident =
1

2
.ρ.A.v3, (1)

Pextracted =
1

2
.ρ.A.Cp(λ, β).v

3, (2)

with

λ =
�t .R

v
, (3)

J =
Jtur

G2
+ Jg, (4)

J
d�mec

dt
= Cmec = Car − Cem − f .�mec. (5)

B. DFIG MODEL

Many researchers have represented the DFIG model in refer-

ence frame dq by using four types of equations [13], [17].

1) ELECTRICAL EQUATIONS

The voltages in the reference frame dq yields











































Vsd = Rs.Isd +
dφsd

dt
− ωs.φsq

Vsq = Rs.Isq +
dφsq

dt
+ ωs.φsd

Vrd = Rr .Ird +
dφrd

dt
− ωr .φrq

Vrq = Rr .Irq +
dφrq

dt
+ ωr .φrd .

(6)

2) FLUX EQUATIONS

The flux (stator and rotor) is connected to the current (stator

and rotor) by the following expressions:

ωr = ωs − p.�


















ϕds = Ls.ids +M .idr

ϕqs = Ls.iqs +M .iqr

ϕdr = Lr .idr +M .ids

ϕqr = Lr .iqr +M .iqs.

Ls = ls −Ms, Lr = lr −Mr (7)

3) ELECTROMAGNETIC TORQUE

The electromagnetic torque is expressed as [1]–[24]

Cem = p
(

φdsiqs − φqsids
)

. (8)

4) ACTIVE AND REACTIVE POWERS

The stator and rotor powers (active and reactive) of DFIG are

written as [1]


















Ps = vds.ids + vqs.iqs

Qs = vqs.ids − vds.iqs

Pr = vdr .idr + vqr .iqr

Qr = vqr .idr − vdr .iqr .

(9)
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IV. BACKSTEPPING CONTROL TECHNIQUE

A. RSC CONTROL

In this section, we propose a control model, namely, the

nonlinear backstepping technique based on the Lyapunov

function; this technique is adaptive with a machine parameter

estimator [1], [14].

The rotor-side control aims to ensure the stability of the

active and reactive powers. First, we define the errors as

follows:

ePs = Ps_ref − Ps, (10)

eQs = Qs_ref − Qs. (11)

Then, we express the Lyapunov function as [13], [14]

V1 =
1

2
e2Ps , (12)

V2 =
1

2
(e2Vdc + e2Pq + e2Qs). (13)

To ensure that the stability of the system is realized, the nega-

tivity of the derivative of the Lyapunov functions (V1 and V2)

must be guaranteed. To achieve this goal, we introduce a

positive constant into the derivative (V1 and V2) as follows:

V̇1 = −kPse
2
Ps ≤ 0, (14)

V̇2 = −KVdce
2
Vdc − KPse

2
Pq − KQse

2
Qs ≤ 0. (15)

After calculation, we obtain the following vectors, (16), as

shown at the bottom of the page.

Moreover, we find the virtual reference input as (17),

shown at the bottom of the page.

B. GRID-SIDE CONVERTER CONTROL

Control in the grid side ensures the stability of the ampli-

tude voltage of the DC link and maintains the unit power

factor [5], [10]–[14]. To achieve these objectives, we express

the errors [5]–[28] as follows:

eVdc = Vdc_ref − Vdc, (18)
{

ePg = Pg_ref − Pg

eQg = Qg_ref − Qg,
(19)

V1 =
1

2
e2Vdc , (20)

V2 =
1

2

(

e2Vdc + e2Pg + e2Qg

)

. (21)

As mentioned previously, the derivative of the Lyapunov

functions (V1, V2) must be negative. Hence, we introduce a

positive constant into the derivative (V1 and V2) as follows:

V̇1 = −KVdce
2
Vdc ≤ 0, (22)

V̇2 = −KVdce
2
Vdc − KPse

2
Pq − KQse

2
Qs ≤ 0. (23)

After calculation, we obtain the following vectors:






































vgd =
Lr
√

3
2
v̂

(

KPsePs + Ṗs−ref +
Rr

Lr
Ps + ωsQs

−
1

Lr

(

v2gd + v2gq

)

)

,

vgq =
Lr
√

3
2
v̂

(

KQseQs + Q̇s−ref +
Rr

Lr
Qs + ωsPs

)

.

(24)

Moreover, we find the virtual reference input:






Pg_ref = Pg

vs_ref =
Pg_ref

C .kvdc .evdc
− Pr .

(25)

C. DFIG PARAMETER ESTIMATION

To approximate reality, we use observers to estimate the

machine parameters and load torque, which, in turn, will

support the development of the real model of the machine.

The robustness of the control to parameter variations and

measurement noise will be improved by developing such

model. Subsequently, to design the adaptive nonlinear back-

stepping control, we replace the vectors of the real parameters

of DFIG with their estimates. The expressions of the powers

will be [5]






























ėPs = Ṗs−ref + â2Ps +







â3
(

vsdϕsd + vsqϕsq
)

+â4
(

−vsdvsq + vrdvrq
)

+â5V
2
s − Qsωs






,

ėQs = Q̇s−ref

(

â2Qs +
â3
(

vsdϕsd + vsqϕsq
)

+â4
(

−vrd+vrq
)

vsd − Qsω s

)

,

(26)

â2 =

(

R̂s.L̂r + R̂r .L̂s

σ̂ .L̂s.L̂r

)

â3 =





3.
(

R̂r + ωr .L̂r

)

2.σ̂ .L̂s.L̂r





â4 =

(

3.M

2.σ̂ .L̂s.L̂r

)

â5 =

(

3

2.σ̂ .L̂s

)

. (27)























vrd =
1

vsdM

(

(

2σLsLr
3

)

(

KPsePs + Ṗs−ref − ωsQs
)

2
3 (RsLr + RrLs)Ps + (Rr + ωrLr )

(

vsdϕsd + vsqϕsq
)

+ LrV
2
s

)

,

vrq = −
1

vsdM

(

(

2σLsLr
3

)

(

KQseQs + Q̇s−ref − ωsPs
)

2
3 (RsLr + RrLs)Qs+ (Rr + ωrLr )

(

vsdϕsd + vsqϕsq
)

)

.

(16)

Qs_ref = Qs















Ps_ref =
3

2 (Rs.Lr + Rr .Ls)









(

2.σ.Ls.Lr
3

)

.
(

−kPs .ePs + ωs.Qs_ref
)

−

(

(Rr + ωr .Lr ).(vsd .ψsd + vsq.ψsq)

−M .(−vsd .vrd + vsq.vrq) + Lr .V
2
s

)









. (17)

VOLUME 9, 2021 26515



B. Bossoufi et al.: RTO for the Backstepping Power Control of a DFIG WT: dSPACE Implementation

In the current work, we focus on the variations of parameters

Rs, Rr, Ls, Lr, and σ . Nevertheless, estimating M is easy.

Similarly, if Ls and Lr vary, then M also varies. Thereafter,

a new Lyapunov function (V2) is defined using gain adapta-

tion as follows:

V2 =
1

2

(

e2�+e2Ps+e
2
Qs

+
C̃2
m

γm
+
ã21
γ1

+
ã22
γ2

+
ã23
γ3

+
ã24
γ4

+
ã25
γ5

)

.

(28)

Wemaintain the derivative of Equation (28) as zero to guaran-

tee system stability. On the basis of the calculation procedure,

we recommend the following control laws (Vrd and Vrq) :






















vrd =
1

â4vsd

(

KPsePs + Ṗs−ref +â2Ps−ωsQs

+â3
(

vsdϕsd + vsqϕsq
)

+ â5V
2
s

)

+
vsq

vsd
vrq

vrq =
1

â4vsd

(

−KQseQs + Q̇s−ref − â2Qs − ωsPs

−â3
(

vsdϕsd + vsqϕsq
)

)

+vrd .

(29)

From Equation (29), we estimate the adaptation expressions

of the DFIG parameters as follows.

1) STATOR AND ROTOR RESISTANCES






















































R̃r =

∫

˙̃
Rr =

∫

2 ˙̃σ
˙̃
Ls

˙̃
Lr ˙̃a3

3
− ωr

˙̃
Lr

=
2

3

∫

˙̃σ
˙̃
Ls

˙̃
Lr − γ3

(

vsdϕsd+vsqϕsq
) (

ePs + eQs
)

−ωr
˙̃
Lr ,

R̃s =

∫

R̃s =

∫ ˙̃σ
˙̃
Ls

˙̃
Lr ˙̃a2

˙̃
Rr

˙̃
Ls

˙̃
Lr

=

∫

γ2 ˙̃σ
˙̃
Ls(−ePsPs − eQsQs) −

˙̃
Ls
˙̃
Lr

˙̃
Rr .

(30)

2) STATOR AND ROTOR INDUCTANCES

See (31), as shown at the bottom of the page.

V. RTO ALGORITHM

The basic development for trees is related to a very rooted

structure. From this point of view, underground root prac-

tices are considered cutting edge innovations [11], [25]. This

notion implies that the main tree provides various roots to

begin the search. It is the hub of the main gathering of

arbitrary arrangements. The next generation is acquired by

evaluating the main assortment according to the root closest

to the corn and the level of fineness. The distant roots of the

corn are eliminated. The development of bases and services

for trees under the ground is highly connected to their root

framework. From this perspective, the practices of roots under

the ground are considered cutting-edge innovations [5], [11]–

[25]. This notion implies that the primary of the tree pro-

vides various roots to begin the search. It is the hub for the

principal gathering of arbitrary arrangements. The upcoming

generation is acquired by assessing the principal assortment

in accordance with the root nearest to the corn and the fine-

ness level. The roots that are located far from the corn are

eliminated.

The RTO optimization technique is to follow the behavior

of the underlying main shaft when searching for groundwater

based on the level of control underground. The technique for

this calculation is to follow the comportment of the under-

lying foundation of a tree as it searches for groundwater in

accordance with the level of underground control.

On the basis of this principle, inferring another calcula-

tion is possible. The factors must be clarified to apply this

calculation.

Wetness Degree (Dw): The level of actual wellness

between the populace is determined. Moreover, the factors

(Rr, Rc, and Rn) are the rates that affect admittance to the

arrangement.

The roots of the trees will search for the best arrange-

ment or the closest spot for the beginning of the new pop-

ulace. The random root (Rr) is the nearest to the water. The

individuals from the new populace, i.e., the new generation,

are from the beginning arrangements proposed [5]. The new

populace is determined in accordance with the following:

Ynew (k,it+1) = Yr (it)+ b3.Dw (k) .randn.
m

t
. (32)

Depending on the choice of the roots closest (Rn) to the water,

which gather around the damp place, a new generation is

created. However, the roots far from moisture are removed.

Considering the number of candidates, the following expres-

sion is assumed to ascertain the new generation:

Ynew (k,it+1) = Ymei (it)+ b1.Dw (k) .randn.
m

N.it
. (33)

The new generation is produced by roots that have assembled

around the closest place to the water whose root of continu-

ity (Rc). A new generation of the population is determined

using the following equation:

Ynew (k,it+1)= Y (k,it)+ b2.Dw (k) .randn.

×

(

Ymei (it)−Y (k,it)
)

. (34)



























L̃r =

∫

˙̃
Lr =

∫

√

(

1

˙̃a1

)

=

∫

√

√

√

√

√



−
1

γ1e�

(

2pM2

3Jvs

)

(

ϕsqQs + ϕsdPs
)

−
pM
J
ϕsqϕr



,

L̃s =

∫

˙̃
Ls =

∫

3

2 ˙̃σ ˙̃a5
=

3

2γ5V 2
s

∫

1

˙̃σePs
.

(31)
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FIGURE 2. Algorithm for Step 3.

A. RTO APPLIED TO THE BACKSTEPPING

CONTROL FOR DFIG

The optimal gains of the backstepping algorithmwith integral

(BSI) in DFIG control is determined through the following

steps.

➢ Step 1:

The first generation from the input values for the variables

Rr , Rc, and Rn is determined. Knowing that Rr + Rc +

Rn= 100% = 1, then the number of candidates N is definite.

➢ Step 2:

From the initial step, we can determine the degree of wetness

for the entire primary generation. Then, we assign the control

degree (Dw) as shown in Equation (35). At this point, we take

the best wetness degree of the generation’s members [5].

Dw (k) =











fk

maxfk
for maximal objective

1 −
fk

maxfk
for minimal objective

(35)

➢ Step 3:

➢ Step 4:

If the stop criteria are not met, then return to Step 2.

➢ Step 5:

If the maximum number of iterations is reached, then proceed

to Step 6.

➢ Step 6:

The best solution is the individual that provides the optimal

values for DFIG control by using the BSI regulator [15].

VI. RESULTS AND DISCUSSION

Figure 6 illustrates the scheme proposed to apply the adaptive

nonlinear backstepping control to WECS-DFIG.

FIGURE 3. Algorithm for RTO.

TABLE 1. RTO parameters.

The wind system is subjected to a series of simulation

tests under the MATLAB/SIMULINK environment to assess

the performance, robustness, and stability of the active and

reactive power control for DFIG.

The backstepping control technique is developed subse-

quently on the basis of the adaptive model combined with the

RTO technique to improve the robustness and performance of

the system.

A. PERFORMANCE TEST

In this section, we focus on analyzing the behavior of DFIG

toward the random wind profile. The reactive power is set as

zero (Qs_ref = 0 Var) to guarantee a unit power factor and

enhance the quality of the energy injected into the electrical

grid. The simulations are performed using a real wind profile.

The results of the adaptive backstepping control applied to

DFIG are presented in Figure 5.
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FIGURE 4. Backstepping control applied to DFIG.

FIGURE 5. Variable wind speed system response.

The winds from the Dakhla region located at the south of

Morocco are selected.

Figure 5 shows that the active power pursues its reference

value generated using the MPPT strategy with a dynamic

FIGURE 6. Analysis of the harmonics of the current spectra at variable
wind speed.

FIGURE 7. Robustness test during resistance variation.

error of ε = 1.05%. The reactive power always maintains

its value (i.e., zero), confirming that the power factor is one

under a steady state. The electromagnetic torque of the gen-

erator fluctuates following the speed turbine, which reflects

wind speed. The power oscillations are insignificant com-

pared with those of the electromagnetic torque. Moreover,

the DC link exhibits a fast and precise dynamics, reaching its

reference value at tVdc = 0.55 s without overshoot and with

a small static error. Stator currents vary with wind variation.

Despite the variations in wind, these currents are sinusoidal,

with a frequency of 50 Hz. Rotor currents also exhibit the

same shape, and their frequency is proportional tomechanical

speed. These currents have fewer undulations compared with

other techniques.

Figure 6 shows the spectrum of the stator and rotor

currents.

THD is clearly 6.29% for the rotor current instead of

0.16% for the stator current in accordance with the IEEE519-

2014 [26]–[28] standard.
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TABLE 2. Performance comparison.

TABLE 3. DFIG and WT parameters.

FIGURE 8. Robustness test during inductance variation.

B. ROBUSTNESS TEST

To check the performance and stability of the adaptive back-

stepping control in the regulation of the active and reactive

powers, several modifications are made at the level of the

internal DFIG parameters of the model used.

Various tests are conducted by increasing or decreasing the

machine parameters (stator and rotor resistances and induc-

tances). Figures 7 and 8 illustrate the dynamic behavior of the

system.

The results show that the active and reactive powers

track the imposed references. However, we observe a minor

increase in response time due to the changes applied to the

stator and rotor resistances (Figure 7). The static error is

nearly zero with small ripples. By contrast, the variations

in the rotor and stator inductances (Figure 8) generate the

same response time and demonstrate low sensitivity during

the pursuit of the reference. The decoupling between the

active and reactive powers is always ensured. In conclusion,

the adaptive backstepping command is robust regardless of

the aforementioned parameter variations.

FIGURE 9. dSPACE connection diagram with the wind system.

FIGURE 10. Experimental benchmark of the WT system.

VII. EXPERIMENTAL VALIDATION

Before validating the performance of the nonlinear back-

stepping control on an experimental benchmark, the con-

trol algorithm is implemented on a DS1104 R&D control
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FIGURE 11. Experimental results of the backstepping control applied to
WECS.

board developed by dSPACE. The board is linked to a com-

puter via an interface that helps us transfer data between

the software and hardware. The hardware of the dSPACE

board generates pulse-width modulation (PWM) signals in

transistor–transistor logic (TTL) 0/5 V. The software is

MATLAB/Simulink, which converts the developed model by

using the blocks in the real-time interface (RTI) library that

configures the input/output of the system proposed for a real-

time algorithm in C language (Figure 9).

Then, the built program source is loaded into the ‘‘Con-

trolDesk,’’ and the data acquired to run the system are sent

from the sensors and presented graphically.

Figure 10 shows the test-bench for validating the proposed

control strategy. This strategy is composed of the following:

• A DFIG 1.5 kW(the parameters are described in detail

in the Appendix)

• An inductionmotor to drive the DFIG. It plays the role of

a turbine and is driven by variable speed from a variable

speed drive to generate variable wind speed.

• A Semikron inverter (SEMITEACH IGBT 3 kW) is

connected to the dSPACE board via an isolation and

adaptation card.

We select a real wind profile that is generated by a speed con-

troller connected to the DFIG drive motor. Figure 11 presents

the results obtained using the adaptive backstepping control.

The obtained results (Figure 11) clearly show good mon-

itoring of active-and-reactive powers with their references.

Moreover, mechanical speed gives perfect tracking. The rip-

ples are produced by the fluctuation of wind speed. Reactive

power is reasonably low compared with the total generated

power. Its value is approximately 20 VAR, which provides

a power factor close to one.

Moreover, the stator and rotor currents exhibit a perfect

waveform sinusoidal with a frequency of 50 Hz in the sta-

tor side and a rapid tracking response. The experimentation

results correspond to those obtained in the simulation either

in terms of response time or in the wave quality of elec-

trical currents. The adaptive nonlinear backstepping control

achieves remarkable results, i.e., shorter response time and

good tracking of references.

In summary, the validation results of the backstepping

control exhibit good correlation between the experiment and

the simulation.

VIII. CONCLUSION

The paper discusses a nonlinear control applied to a WECS-

DFIG. The backstepping adaptive control based on the Lya-

punov stability technique is proposed to enable the WECS

to work in better conditions. To demonstrate the efficiency

of the control, we simulate the entire system using a

MATLAB/Simulink tool and achieve satisfying results in

terms of searches and parameter variations. In the second part,

we test the same model on an experimental test bench and

implemented it on DS1104. The experimental results achieve

the majority of the objectives discussed in the simulation

section. The significant findings of this work are as follows.

X The adaptive-backstepping-control exhibits good per-

formance under a real wind profile.

X Robustness is ensured using the proposed control algo-

rithm despite variations in the wind profile and machine

parameters.

X The simulation results show that the backstepping

control strategy achieves excellent performance when

applied to a wind energy conversion system.
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X The results obtained in practice are close to the simu-

lation results in terms of set-point tracking, robustness,

static error, and response time.

In the near future, we will further analyze the dynamic perfor-

mance of a WECS-DFIG linked to an electrical grid to solve

the problems of voltage drop and flickers.
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