
This is an Open Access document downloaded from ORCA, Cardiff University's institutional

repository: http://orca.cf.ac.uk/94049/

This is the author’s version of a work that was submitted to / accepted for publication.

Citation for final published version:

Leonenko, Nikolai, Ruiz-Medina, M. D. and Taqqu, M. S. 2017. Rosenblatt distribution

subordinated to Gaussian fields with long-range dependence. Stochastic Analysis and Applications

35 (1) , pp. 144-177. file 

Publishers page: http://dx.doi.org/10.1080/07362994.2016.1230723

<http://dx.doi.org/10.1080/07362994.2016.1230723>

Please note: 

Changes made as a result of publishing processes such as copy-editing, formatting and page

numbers may not be reflected in this version. For the definitive version of this publication, please

refer to the published source. You are advised to consult the publisher’s version if you wish to cite

this paper.

This version is being made available in accordance with publisher policies. See 

http://orca.cf.ac.uk/policies.html for usage policies. Copyright and moral rights for publications

made available in ORCA are retained by the copyright holders.



ROSENBLATT DISTRIBUTION SUBORDINATED TO GAUSSIAN RANDOM

FIELDS WITH LONG-RANGE DEPENDENCE

N.N. Leonenko, M.D. Ruiz-Medina and M.S. Taqqu ∗†

November 13, 2015

Abstract

The Karhunen-Loève expansion and the Fredholm determinant formula are used, to derive
an asymptotic Rosenblatt-type distribution of a sequence of integrals of quadratic functions of
Gaussian stationary random fields on R

d displaying long-range dependence. This distribution
reduces to the usual Rosenblatt distribution when d = 1. Several properties of this new distri-
bution are obtained. Specifically, its series representation, in terms of independent chi-squared
random variables, is established. Its Lévy-Khintchine representation, and membership to the
Thorin subclass of self-decomposable distributions are obtained as well. The existence and
boundedness of its probability density then follow as a direct consequence.

Keywords: Asymptotics of eigenvalues, Fredholm determinant, Hermite polynomials, infinite di-
visible distributions, multiple Wiener-Itô stochastic integrals, non-central limit theorems, Rosenblatt-
type distribution.

1 Introduction

The aim of this paper is to derive and study the properties of the limit distribution, as T −→ ∞,
of the random integral

ST =
1

dT

∫

D(T )

(Y 2(x)− 1)dx, (1)

where the normalizing function dT is given by

dT = T d−αL(T ), 0 < α < d/2, (2)

with L being a positive slowly varying function at infinity, that is

lim
T→∞

L(T∥x∥)/L(T ) = 1, (3)

for every ∥x∥ > 0, and D(T ) ⊂ R
d denotes a homothetic transformation of a set D ⊂ R

d, with
center at the point 0 ∈ D, and coefficient or scale factor T > 0. In the subsequent development,
D is assumed to be a regular compact domain, whose interior has positive Lebesgue measure, and
with boundary having null Lebesgue measure. Here, {Y (x), x ∈ R

d} is a zero-mean Gaussian
homogeneous and isotropic random field with values in R, displaying long-range dependence. That
is, Y is assumed to satisfy the following condition:
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Granada, Campus de Fuente Nueva s/n, E-18071 Granada, Spain.

†E-mail: mruiz@ugr.es
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Condition A1. The random field {Y (x), x ∈ R
d} is a measurable zero-mean Gaussian homoge-

neous and isotropic mean-square continuous random field on a probability space (Ω,A, P ), with
EY 2(x) = 1, for all x ∈ R

d, and correlation function E[Y (x)Y (y)] = B(∥x− y∥) of the form:

B(∥z∥) = L(∥z∥)
∥z∥α , z ∈ R

d, 0 < α < d/2. (4)

From Condition A1, the correlation B of Y is a continuous function of r = ∥z∥. It then follows
that L(r) = O(rα), r −→ 0. Note that the covariance function

B(∥z∥) = 1

(1 + ∥z∥β)γ , 0 < β ≤ 2, γ > 0, (5)

is a particular case of the family of covariance functions (4) studied here with α = βγ, and

L(∥z∥) = ∥z∥βγ/(1 + ∥z∥β)γ . (6)

The limit random variable of (1) will be denoted as S∞. The distribution of S∞ will be referred
to as the Rosenblatt-type distribution, or sometimes simply as the Rosenblatt distribution because
this is how it is known in the case d = 1. In that case, a discretized version in time of the integral
(1) first appears in the paper by Rosenblatt (1961), and the limit functional version is considered
in Taqqu (1975) in the form of the Rosenblatt process. In this classical setting, the limit of
(1) is represented by a double Wiener-Itô stochastic integral (see Dobrushin and Major, 1979;
Taqqu, 1979). Other relevant references include, for example, Albin (1998), Anh, Leonenko and
Olenko (2015), Fox and Taqqu (1985), Ivanov and Leonenko (1989), Leonenko and Taufer (2006),
Rosenblatt (1979), to mention just a few. The general approach considered here for deriving the
weak-convergence to the Rosenblatt distribution is inspired by the paper of Taqqu (1975), which is
based on the convergence of characteristic functions. This approach has also been used, recently,
in the paper by Leonenko and Taufer (2006), to study the characteristic functions of quadratic
forms of strongly-correlated Gaussian random variables sequences.

We suppose here d ≥ 2, and thus consider integrals of quadratic functions of long-range depen-
dence zero-mean Gaussian stationary random fields. We pursue, however, a different methodology
than in the case d = 1, which was based on the discretization of the parameter space. A direct ex-
tension of these techniques is not available when d ≥ 2. Instead of discretizing the parameter space
of the random field, we focus on the characteristic function for quadratic forms for Hilbert-valued
Gaussian random variables (see, for example, Da Prato and Zabczyk, 2002), and take advantage of
functional analytical tools, like the Karhunen-Loève expansion and the Fredholm determinant for-
mula, to obtain the convergence in distribution to a limit random variable S∞ with Rosenblatt-type
distribution.

The double Wiener-Itô stochastic integral representation of S∞ in the spectral domain leads
to its series expansion in terms of independent chi-squared random variables, weighted by the
eigenvalues of the integral operator introduced in equation (22) below. The asymptotics of these
eigenvalues is given in Corollary 4.2. The infinitely divisible property of S∞ is then obtained as
a direct consequence of the previous results derived, in relation to the series expansion of S∞,
and the asymptotic properties of the eigenvalues. We also prove that the distribution of S∞ is
self-decomposable, and that it belongs, in particular, to the Thorin subclass. The existence and
boundedness of the probability density of S∞ then follows.

The outline of the paper is now described. In Section 2, we recall the Karhunen-Loève ex-
pansion, introduce the Fredholm determinant formula, and use the referred tools to obtain the
characteristic function of (1). In Section 3, we prove the weak convergence of (1) to the random
variable S∞ with a Rosenblatt-type distribution. The double Wiener-Itô stochastic integral repre-
sentation of S∞, its series expansion in terms of independent chi-square random variables, and the
asymptotics of the involved eigenvalues are established in Section 4. These results are applied in
Section 5 to derive some properties of the Rosenblatt distribution, e.g., infinitely divisible property,
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self-decomposability, and, in particular, the membership to the Thorin subclass. Appendices A-C
provide some auxiliary results and the proofs of some propositions and corollaries.

In this paper we consider the case of real-valued random fields. In what follows we use the
symbols C,C0,M1,M2, etc., to denote constants. The same symbol may be used for different
constants appearing in the text.

2 Karhunen-Loéve expansion and related results

This section introduces some preliminary definitions, assumptions and lemmas hereafter used in
the derivation of the main results of this paper. We start with the Karhunen-Loève Theorem for
a zero-mean second-order random field {Y (x), x ∈ K ⊂ R

d}, with continuous covariance function
B0(x,y) = E[Y (x)Y (y)], (x,y) ∈ K ×K ⊂ R

d ×R
d, defined on a compact set K of Rd (see Adler

and Taylor, 2007, Section 3.2). This theorem provides the following orthogonal expansion of the
random field Y :

Y (x) =
∞∑

j=1

√
λjϕj(x)ηj , x ∈ K,

λkϕk(x) =

∫

K

B0(x,y)ϕk(y)dy, k ∈ N∗, ⟨ϕi, ϕj⟩L2(K) = δi,j , i, j ∈ N∗,

(7)

where ηk = 1√
λk

∫
K
Y (x)ϕk(x)dx, for each k ≥ 1, and the convergence holds in the L2(Ω,A, P )

sense. The eigenvalues of B0 are considered to be arranged in decreasing order of magnitude, that
is, λ1 ≥ λ2 ≥ · · · ≥ λk−1 ≥ λk ≥ . . . . The orthonormality of the eigenfunctions ϕj , j ∈ N∗, leads
to the uncorrelation of the random variables ηj , j ∈ N∗, with variance one, since

E[ηjηk] =

∫

K

∫

K

B0(x,y)ϕj(y)ϕk(x)dydx = λj

∫

K

ϕj(x)ϕk(x)dx = λjδj,k,

with δ denoting the Kronecker delta function. In the Gaussian case, they are independent.
For each T > 0, let us fix some notation related to the Karhunen-Loève expansion of the

restriction to the setD(T ) of Gaussian random field Y, with covariance function (4). By RY,D(T ) we
denote the covariance operator of Y with covariance kernelB0,T (x,y) = E[Y (x)Y (y)], x,y ∈ D(T ),
which, as an operator from L2(D(T )) onto L2(D(T )), satisfies

RY,D(T )(ϕl,T )(x) =

∫

D(T )

B0,T (x,y)ϕl,T (y)dy = λl,T (RY,D(T ))ϕl,T (x), l ∈ N∗,

where, in the following, by λk(A) we will denote the kth eigenvalue of the operator A. In par-
ticular, {λk,T (RY,D(T ))}∞k=1 and {ϕk,T }∞k=1 respectively denote the eigenvalues and eigenfunctions
of RY,D(T ), for each T > 0. Note that, as commented, B0,T refers to the covariance function of
{Y (x), x ∈ D(T )} as a function of (x,y) ∈ D(T )×D(T ), which, under Condition A1, defines a
non-negative, symmetric and continuous kernel on the compact set D(T ), satisfying the conditions
assumed in Mercer’s Theorem. Hence, the Karhunen-Loève expansion of random field Y holds on
D(T ), and its covariance kernel B0,T also admits the series representation

B0,T (x,y) =

∞∑

j=1

λj,T (RY,D(T ))ϕj,T (x)ϕj,T (y), x,y ∈ D(T ), (8)

where the convergence is absolute and uniform (see, for example, Adler and Taylor, 2007, pp.70-74).
The orthonormality of the eigenfunctions {ϕl,T }∞l=1 yields
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1

dT

∫

D(T )

Y 2(x)dx =
1

dT

∞∑

j=1

λj,T (RY,D(T ))η
2
j,T . (9)

In the derivation of the limit characteristic function of (1), we will use the Fredholm determinant
formula of a trace operator. Recall first that a positive operator A on a separable Hilbert space H
is a trace operator if

∥A∥1 ≡ Tr(A) ≡
∑

k

⟨
(A∗A)1/2φk, φk

⟩
H
<∞, (10)

where A∗ denotes the adjoint of A and {φk} is an orthonormal basis of the Hilbert space H (see
Reed and Simon, 1980, pp. 207-209). A sufficient condition for a compact and self-adjoint operator
A to belong to the trace class is

∑∞
k=1 λk(A) < ∞. For each finite T > 0, the operator RY,D(T ) is

in the trace class, since from equation (8), applying the orthonormality of the eigenfunction system
{ϕj,T , j ∈ N∗}, and keeping in mind that B0,T (0) = 1, we have

Tr(RY,D(T )) =
∞∑

j=1

λj,T (RY,D(T )) =

∫

D(T )

B0,T (x,x)dx =

∫

D(T )

dx = T d|D| <∞, (11)

where |D| denotes the Lebesgue measure of the compact set D. Note that the class of compact and
self-adjoint operators contains the class of trace and self-adjoint operators. Hence, under Condi-

tion A1, from equation (11), the restriction of Y to D(T ) admits a Karhunen-Loéve expansion,
convergent in the mean-square sense (i.e., in the L2(Ω,A, P )-sense), for any T > 0, and for an
arbitrary regular bounded domain D. Furthermore, for any k ≥ 1,

Rk
Y,D(T )f(x) =

∫

D(T )

B
∗(k)
0,T (x,y)f(y)dy, f ∈ L2(D(T )), (12)

where B
∗(k)
0,T denotes

B
∗(1)
0,T (x,y) = B0,T (x,y), k = 1,

B
∗(k)
0,T (x,y) =

∫

D(T )

B
∗(k−1)
0,T (x, z)B0,T (z,y)dz, k = 2, 3, . . . . (13)

From equations (8) and (13), applying the orthonormality of ϕj,T , j ∈ N∗, one can obtain

Tr(Rk
Y,D(T )) =

∞∑

j=1

λkj,T (RY,D(T )) =

∫

D(T )

B
∗(k)
0,T (x,x)dx <∞, k ∈ N∗, (14)

since, for every k ≥ 1, |λk(RY,D(T ))| ≤ M |λk(RY,D(T ))|k = M |λk(Rk
Y,D(T ))|, for some positive

constant M. In particular, in the homogeneous random field case,

Tr(Rk
Y,D(T )) =

∞∑

j=1

λkj,T (RY,D(T )) =

∫

D(T )

B
∗(k)
0,T (xk,xk)dxk

=

∫

D(T )

...

∫

D(T )



k−1∏

j=1

B0,T (xj+1 − xj)


B0,T (x1 − xk)dx1 . . . dxk,

(15)

and, in the homogeneous and isotropic case, for k = 2,

T r(R2
Y,D(T )) =

∞∑

j=1

λ2j,T (RY,D(T )) =

∫

D(T )

∫

D(T )

L2(∥x− y∥)
∥x− y∥2α dydx. (16)

The following definition introduces the Fredholm determinant of an operator A, as a complex-
valued function which generalizes the determinant of a matrix.
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Definition 2.1. (see, for example, Simon, 2005, Chapter 5, pp.47-48, equation (5.12)) Let A be a
trace operator on a separable Hilbert space H. The Fredholm determinant of A is

D(ω) = det(I − ωA) = exp

(
−

∞∑

k=1

TrAk

k
ωk

)
= exp

(
−

∞∑

k=1

∞∑

l=1

[λl(A)]
k ω

k

k

)
, (17)

for ω ∈ C, and |ω|∥A∥1 < 1. Note that ∥Am∥1 ≤ ∥A∥m1 , for A being a trace operator.

Lemma 2.1. Let {Y (x), x ∈ D ⊂ R
d} be an integrable and continuous, in the mean-square sense,

zero-mean, Gaussian random field, on a bounded regular domain D ⊆ R
d containing the point zero.

Then, the following identity holds:

E

[
exp

(
iξ

∫

D

Y 2(x)dx

)]
=

∞∏

j=1

(1− 2λj(RY,D)iξ)−1/2 = (D(2iξ))−1/2

= exp

(
1

2

∞∑

m=1

(2iξ)m

m
Tr(Rm

Y,D)

)
, (18)

for ∥RY,D∥1|2iξ| < 1, as given in Definition 2.1.

Proof. The covariance operator RY,D of Y, acting on the space L2(D), is in the trace class. From
Definition 2.1, the following identities hold:

E

[
exp

(
iξ

∫

D

Y 2(x)dx

)]
= E


exp


iξ

∞∑

j=1

λj(RY,D)η2j






=
∞∏

j=1

E
[
exp

(
iξλj(RY,D)η2j

)]
=

∞∏

j=1

(1− 2λj(RY,D)iξ)−1/2 = (D(2iξ))−1/2

=

[
exp

(
−

∞∑

m=1

(2iξ)m

m
Tr(Rm

Y,D)

)]−1/2

= exp

(
1

2

∞∑

m=1

(2iξ)m

m
Tr(Rm

Y,D)

)
,

(19)

where the last two identities in equation (19) are finite for |ξ| < 1
2|D| , from the Fredholm determi-

nant formula (17). Note that

Tr(Rm
Y,D) =

∞∑

j=1

λmj (RY,D) ≤ λm−1
1 (RY,D)

∞∑

j=1

λj(RY,D) = λm−1
1 (RY,D)∥RY,D∥1 <∞. (20)

�

Remark 2.1. Similarly to equation (18), one can obtain the following identities, which will be
used in the subsequent development: For a homothetic transformation D (T ) of D ⊂ R

d, with
center at the point 0 ∈ D, and coefficient T > 0,

E

[
exp

(
iξ

∫

D(T )

Y 2(x)dx

)]
=

∞∏

j=1

(1− 2λj,T (RY,D(T ))iξ)
−1/2 = (DT (2iξ))

−1/2

= exp

(
1

2

∞∑

m=1

(2iξ)m

m
Tr(Rm

Y,D(T ))

)
, (21)

where λ1,T (RY,D(T )) ≥ λ2,T (RY,D(T )) ≥ · · · ≥ λj,T (RY,D(T )) ≥ . . . , with, as before, {λj,T (RY,D(T )), j ∈
N∗} denoting the system of eigenvalues of the covariance operator RY,D(T ) of Y, as an operator
from L2(D(T )) onto L2(D(T )). The last identity in equation (21) holds for ∥RY,D(T )∥1|2iξ| < 1,

i.e., for Tr(RY,D(T ))|2iξ| = T d|D||2iξ| < 1, or equivalently for |ξ| < 1
2Td|D| .

5



3 Weak convergence of the random integral ST

This section provides the weak convergence of the random integral (1) to a Rosenblatt-type dis-
tribution, in Theorem 3.2. This results is based on the asymptotic behavior of the eigenvalues of
the integral operator Kα (see Theorem 3.1 below)

Kα(f)(x) =

∫

D

1

∥x− y∥α f(y)dy, ∀f ∈ Supp(Kα), 0 < α < d, (22)

with Supp(A) denoting the support of operator A. Operator (22) can be related with the Riesz
potential (−∆)−β/2 of order β, 0 < β < d, on R

d, formally defined as (see Stein, 1970, p.117)

(−∆)−β/2(f)(x) =
1

γ(β)

∫

Rd

∥x− y∥−d+βf(y)dy, (23)

where (−∆) denotes the negative Laplacian operator, and

γ(β) =
πd/22βΓ(β/2)

Γ
(

d−β
2

) =
1

c(d, β)
, 0 < β < d. (24)

Indeed, except a constant, the function (1/∥x− y∥α) in equation (22) defines the kernel of the
Riesz potential (−∆)(α−d)/2 of order β = (d − α), for 0 < α < d. Similarly,

(
1/∥x− y∥2α

)
is the

kernel of the Riesz potential (−∆)α−d/2 of order β = (d− 2α) on R
d, for 0 < α < d/2.

Recall that the Schwartz space S(Rd) is the space of of infinitely differentiable functions on
R

d, whose derivatives remain bounded when multiplied by polynomials, i.e., whose derivatives are
rapidly decreasing. Particularly, C∞

0 (D) ⊂ S(Rd), with C∞
0 (D) denoting the infinitely differen-

tiable functions with compact support contained in D.
The Fourier transform of the Riesz potential is understood in the weak sense, considering the

space S(Rd). The following lemma provides such a transform (see Lemma 1 of Stein, 1970, p.117):

Lemma 3.1. Let us consider 0 < β < d.

(i) The Fourier transform of the function ∥z∥−d+β is γ(β)∥z∥−β , in the sense that

∫

Rd

∥z∥−d+βψ(z)dz =

∫

Rd

γ(β)∥z∥−βF(ψ)(z)dz, ∀ψ ∈ S(Rd), (25)

where

F(ψ)(z) =

∫

Rd

exp (−i ⟨x, z⟩)ψ(x)dx

denotes the Fourier transform of ψ.

(ii) The identity F
(
(−∆)−β/2(f)

)
(z) = ∥z∥−βF(f)(z) holds in the sense that

∫

Rd

(−∆)−β/2(f)(x)g(x)dx =
1

(2π)d

∫

Rd

F(f)(x)∥x∥−βF(g)(x)dx, ∀f, g ∈ S(Rd). (26)

In particular, the following convolution formula is obtained by iteration of (26) using (23):

∫

Rd

(
1

γ(β)

∫

Rd

∥x− y∥−d+β

[
1

γ(β)

∫

Rd

∥y − z∥−d+βf(z)dz

]
dy

)
g(x)dx

=

∫

Rd

(−∆)−β/2
[
(−∆)−β/2(f)

]
(x) g(x)dx

=
1

(2π)d

∫

Rd

[
F((−∆)−β/2(f))(x)

]
∥x∥−βF(g)(x)dx

6



=
1

(2π)d

∫

Rd

F(f)(x)∥x∥−β∥x∥−βF(g)(x)dx

=
1

(2π)d

∫

Rd

F(f)(x)∥x∥−2βF(g)(x)dx

=

∫

Rd

(−∆)−β(f)(x)g(x)dx, ∀f, g ∈ S(Rd), 0 < β < d/2,

(27)

where we have used that if f ∈ S(Rd), then (−∆)−β/2(f) ∈ S(Rd). From equation (27), and
Lemma 3.1(i),

∫

Rd

1

γ(2β)
∥z∥−d+2βf(z)dz =

∫

Rd

∥z∥−2βF(f)(z)dz

=

∫

Rd

1

[γ(β)]2

[∫

Rd

∥z− y∥−d+β∥y∥−d+βdy

]
f(z)dz, ∀f ∈ S(Rd), 0 < β < d/2.

(28)

Let us now consider on the space of infinitely differentiable functions with compact support
contained in D, C∞

0 (D) ⊂ S(Rd), the norm

∥f∥2(−∆)α−d/2 =
⟨
(−∆)α−d/2(f), f

⟩
L2(Rd)

=
⟨
(−∆)α−d/2(f), f

⟩
L2(D)

=

∫

Rd

(−∆)α−d/2(f)(x)f(x)dx =

∫

Rd

1

γ(d− 2α)

∫

Rd

1

∥x− y∥2α f(y)f(x)dydx

=
1

(2π)d

∫

Rd

|F(f)(λ)|2∥λ∥−(d−2α)dλ, ∀f ∈ C∞
0 (D), 0 < α < d/2. (29)

The associated inner product is given by

⟨f, g⟩(−∆)α−d/2 =

∫

Rd

1

γ(d− 2α)

∫

Rd

1

∥x− y∥2α f(y)g(x)dydx

=

∫

D

1

γ(d− 2α)

∫

D

1

∥x− y∥2α f(y)g(x)dydx, (30)

for all f, g ∈ C∞
0 (D). The closure of C∞

0 (D) with the norm ∥ · ∥(−∆)α−d/2 , introduced in (29),

defines a Hilbert space, which will be denoted as H2α−d = C∞
0 (D)

∥·∥
(−∆)α−d/2

.

Remark 3.1. For a bounded open domain D, from Proposition 2.2. in Caetano (2000), with
D = n − 1, p = q = 2, and s = 0 (hence, As

pq(D) = A0
22(D) = L2(D), where, as usual, L2(D)

denotes the space of square integrable functions on D), we have

C∞
0 (D)

∥·∥
L2(Rd) = L2(D), (31)

(see also Triebel, 1978, for the case of regular bounded open domains with C∞−boundaries). In
addition, for all f ∈ C∞

0 (D), by definition of the norm (29),

∥f∥(−∆)α−d/2 ≤ C∥f∥L2(Rd),

that is, all convergent sequences of C∞
0 (D) in the L2(Rd) norm are also convergent in the H2α−d

norm. Hence, the closure of C∞
0 (D), with respect to the norm ∥ · ∥L2(Rd), is included in the closure

of C∞
0 (D), with respect to the norm ∥ · ∥(−∆)α−d/2 . Therefore, from equation (31),

L2(D) = C∞
0 (D)

∥·∥
L2(Rd) ⊆ C∞

0 (D)
∥·∥

(−∆)α−d/2
= H2α−d. (32)
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The asymptotic order of the eigenvalues of operator Kα, in the case d ≥ 2, are given in the next
result, for a suitable regular bounded open domain D (see, for example, Triebel and Yang, 2001,
Widom, 1963, and Zhale, 2004, p.197). (See also Dostanic, 1998, and Veillette and Taqqu, 2013,
for the case d = 1).

Theorem 3.1. Let us consider the integral operator Kα introduced in equation (22) as an operator
on the space L2(D), with D denoting a bounded open domain. The following asymptotics is satisfied
by the eigenvalues λk(Kα), k ≥ 1, of operator Kα :

lim
k−→∞

λk(Kα)

k−(d−α)/d
= c̃(d, α)|D|(d−α)/d, (33)

where |D| denotes, as before, the Lebesgue measure of domain D, and

c̃(d, α) = πα/2

(
2

d

)(d−α)/d Γ
(
d−α
2

)

Γ
(
α
2

) [
Γ
(
d
2

)](d−α)/d
. (34)

Proof.

We apply the results derived in Widom (1963), on the asymptotic behavior of the eigenvalues
associated with certain class of integral equations. Specifically, the following integral equation is
considered in that paper:

∫
V 1/2(x)k(x− y)V 1/2(y)f(y)dy = λf(x), (35)

where k is an integrable function over a Euclidean space Ed of dimension d, having positive Fourier
transform, and where V is a bounded non-negative function with bounded support. In particular,
Widom (1963) considers the case where Ed = R

d, V is the indicator function of a bounded domain
D ⊆ R

d, and k(∥x − y∥) = ∥x − y∥α, for α > −d, and α ̸= 0, 2, 4, . . . . Function k coincides in
R

d \D with a function whose Fourier transform f(ξ) is asymptotically equal to

2d−απd/2Γ
(
d−α
2

)

Γ
(
α
2

) |ξ|−d+α

(see also the right-hand side of equation (25) for β = d − α, with 0 < α < d). For α > −d, α ̸=
0, 2, 4, . . . , equation (2) in Widom (1963) then leads to the following asymptotic of the eigenvalues
for the associated integral operator on L2(D) :

λk ∼ π−α/2

(
2

d

) d+α
d Γ

(
d+α
2

)

Γ
(−α

2

) [
Γ
(
d
2

)](d+α)/d

[∫

Rd

[V (x)]
d/(d+α)

dx

](d+α)/d

k−(d+α)/d, (36)

with ∫

Rd

[V (x)]
d/(d−α)

dx = |D|.

The above-referred function k, studied in Widom (1963), coincides with the kernel of the integral
operator Kα, appearing in equation (22), for α ∈ (−d, 0). Hence, from equation (36), the asymptotic
of the eigenvalues of operator Kα are given by

λk(Kα) ∼ πα/2

(
2

d

) d−α
d Γ

(
d−α
2

)

Γ
(
α
2

) [
Γ
(
d
2

)](d−α)/d

[∫

Rd

[V (x)]
d/(d−α)

dx

](d−α)/d

k−(d−α)/d,

for α ∈ (0, d).
�

8



Remark 3.2. Similar results to those ones presented in Theorem 3.2 of Veillette and Taqqu
(2013) can be derived for the spectral zeta function of the Dirichlet Laplacian on a bounded closed
multidimensional interval of Rd (see also Dostanic, 1998, for the case of d = 1). For a continuous
function of the negative Dirichlet Laplacian, the explicit computation of its trace cannot always be
obtained in a general regular compact domain of Rd. Specifically, the knowledge of the eigenvalues
is guaranteed for highly symmetric regions like the the sphere, or regions bounded by parallel
planes (see, for example, Müler, 1998; Park and Wojciechowski, 2002a; 2002b). In particular,
for the torus T

2 in R
2, the Spectral Zeta Function can be explicitly computed (see, for example,

Arendt and Schleich, 2009, Chapter 1, equation (1.49), pp. 28-29).

For the next result, Theorem 3.2, we suppose that the slowly varying function L satisfies the
following condition.

Condition A2. For every m ≥ 2 there exists a constant C > 0, such that
∫

D

..(m).

∫

D

L(T∥x1 − x2∥)
L(T )∥x1 − x2∥α

L(T∥x2 − x3∥)
L(T )∥x2 − x3∥α

· · · L(T∥xm − x1∥)
L(T )∥xm − x1∥α

dx1dx2 · · · dxm ≤

≤ C

∫

D

...(m).

∫

D

dx1dx2 · · · dxm

∥x1 − x2∥α∥x2 − x3∥α · · · ∥xm − x1∥α
. (37)

Note that Condition A2 is satisfied by slowly varying functions such that

sup
T,x1,x2∈D

L(T∥x1 − x2∥)
L(T ) ≤ C0, (38)

for 0 < C0 ≤ 1. This condition holds for bounded slowly varying functions as in (6), in the case
where D ⊆ B1(0), with B1(0) = {x ∈ R

d, ∥x∥ ≤ 1}.
For the derivation of the limit distribution when T −→ ∞ of the functional (1), we first

compute its variance, in terms of H2, the Hermite polynomial of order 2. It is well-known that
Hermite polynomials form a complete orthogonal system of the Hilbert space L2(R, φ(u)du), the
space of square integrable functions with respect to the standard normal density φ. They are
defined as follows:

Hk(u) = (−1)ke
u2

2
dk

duk
e−

u2

2 , k = 0, 1, . . . .

In particular, for a zero-mean Gaussian random field Y, for k ≥ 1,

E Hk(Y (x)) = 0, E (Hk(Y (x)) Hm(Y (y))) = δm,k m! (E[Y (x)Y (y)])
m

(39)

(see, for example, Peccati and Taqqu, 2011).
We use some ideas from the book by Ivanov and Leonenko (1989, Sections 1.4, 1.5 and 2.1).

Consider the uniform distribution on D(T ) with the density:

PD(T )(x) = T−d|D|−1
Ix∈D(T ), x ∈ R

d, (40)

where Ix∈D(T ) denotes the indicator function of set D(T ).
LetU andV be two independent and uniformly distributed inside the setD(T ) random vectors.

We denote ψD(T )(ρ), the density of the Euclidean distance ∥U −V∥. Note that ψD(T )(ρ) = 0, if
ρ > diam (D(T )) , and ψD(1)(ρ) is bounded, where diam (D(T )) is the diameter of the set D(T ).

Using the above notation, we obtain
∫

D(T )

∫

D(T )

G(∥x− y∥)dxdy = |D(T )|2E [G (∥U−V∥)]

= |D|2T 2d

∫ diam(D(T ))

0

G(ρ)ψD(T )(ρ)dρ, (41)
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for any Borel function G such that the Lebesgue integral (41) exists. In particular, under Condi-

tions A1–A2 for 0 < α < d/2, and T → ∞, we obtain

σ2(T ) = Var

[∫

D(T )

H2(Y (x))dx

]
= 2

∫

D(T )

∫

D(T )

L2 (∥x− y∥)
∥x− y∥2α dxdy

= 2!|D|2T 2d

∫ diam(D(T ))

0

L2(ρ)ρ−2αψD(T )(ρ)dρ. (42)

In equation (42), consider the change of variable u = ρ/T. Applying the consistency of the
uniform distribution with a homothetic transformation, and the asymptotic properties of slowly
varying functions (see Theorem 2.7 of Seneta, 1976) we get

σ2(T ) = 2|D|2T 2d−2α

∫ diam(D)

0

u−2αL2(uT )ψD(u)du

= |D|2T 2d−2αL2(T )[ad(D)]2(1 + o(1)), 0 < α < d/2, T → ∞, (43)

where, by (41),

ad(D) =

[
2

∫ diam(D)

0

u−2αψD(u)du

]1/2
=

[
2

∫

D

∫

D

dxdy

∥x− y∥2α
]1/2

. (44)

More details, including properties of slowly varying functions, can be found in Anh, Leonenko and
Olenko (2015).

If D is the ball BT (0) = {x ∈ R
d : ∥x∥ ≤ T}, then (see Ivanov and Leonenko, 1989, Lemma

1.4.2)

ψBT (0)(ρ) = T−dI
1−( ρ

2T )
2

(
d+ 1

2
,
1

2

)
dρ, 0 ≤ ρ ≤ 2T, (45)

where

Iµ(p, q) =
Γ(p+ q)

Γ(p)Γ(q)

∫ µ

0

tp−1(1− t)q−1dt, µ ∈ [0, 1], p > 0, q > 0, (46)

is the incomplete beta function. In this case, one can show (see Lemma 2.1.3 in Ivanov and
Leonenko, 1989)

ad(B1(0)) =
2d−2α+2πd−1/2Γ

(
d−2α+1

2

)

(d− 2α)Γ
(
d
2

)
Γ(d− α+ 1)

. (47)

For d = 1, D = [0, 1],

a1([0, 1]) = 2

∫ 1

0

∫ 1

0

dxdy

|x− y|2α =
1

(1− α)(1− 2α)
, 0 < α < 1/2.

Theorem 3.2. Let D be a regular bounded domain. Assume that Conditions A1 and A2 are
satisfied. The following assertions then hold:

(i) As T −→ ∞, the functional ST in (1) converges in distribution sense to a zero-mean random
variable S∞. If C = 1 in A2, it has characteristic function given by

ψ(z) = E [exp(izS∞)] = exp

(
1

2

∞∑

m=2

(2iz)
m

m
cm

)
, z ∈ R, (48)

where

cm =

∫

D

· · ·
(m)

∫

D

1

∥x1 − x2∥α
1

∥x2 − x3∥α
· · · 1

∥xm − x1∥α
dx1 . . . dxm. (49)
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(ii) The functional

SH
T =

1

L(T )T d−α

[∫

D(T )

G(Y (x))dx− CH
0 T

d|D|
]

converges in distribution sense, as T −→ ∞, to the random variable 1
2C

H
2 S∞, with S∞ having

characteristic function (48), and with G ∈ L2(R, φ(x)dx) having Hermite rank m = 2. Here,

CH
0 =

∫

R

G(u)H0(u)φ(u)du = E[G(Y (x))]

CH
2 =

∫

R

G(u)H2(u)φ(u)du,

respectively denote the 0th and 2th Hermite coefficients of the function G.

Remark 3.3. Note that Condition A2 is satisfied by the slowly varying function (6) with C = 1,
for D = B1(0) = {x : ∥x∥ ≤ 1}.
Proof. We first prove (i). Since EY 2(x) = 1,

∫

D(T )

dx =

∫

D(T )

E
[
Y 2(x)

]
dx = E

[∫

D(T )

Y 2(x)dx

]
=

∞∑

j=1

λj,T (RY,D(T ))Eη
2
j =

∞∑

j=1

λj,T (RY,D(T )).

From Definition 2.1, Lemma 2.1, and Remark 2.1, one has

ψT (z) = E

[
exp

(
iz

dT

∫

D(T )

(Y 2(x)− 1)dx

)]

= exp

(
−
iz
∑∞

j=1 λj,T (RY,D(T ))

dT

) ∞∏

j=1

(
1− 2iz

λj,T (RY,D(T ))

dT

)−1/2

= exp

(
−
iz
∑∞

j=1 λj,T (RY,D(T ))

dT

)[
DT

(
2iz

dT

)]−1/2

= exp

(
−
iz
∑∞

j=1 λj,T (RY,D(T ))

dT

)
exp

(
1

2

∞∑

m=1

1

m

(
2iz

dT

)m

Tr
(
Rm

Y,D(T )

))

= exp

(
−
iz
∑∞

j=1 λj,T (RY,D(T ))

dT
+

iz
∑∞

j=1 λj,T (RY,D(T ))

dT

+
1

2

∞∑

m=2

1

m

(
2iz

dT

)m

Tr
(
Rm

Y,D(T )

))

= exp

(
1

2

∞∑

m=2

1

m

(
2iz

dT

)m

Tr
(
Rm

Y,D(T )

))
.

(50)

Note that, from (3), for every m ≥ 2,

lim
T→∞

Tr
(
Rm

Y,D(T )

)

dmT
= Tr (Km

α ) , (51)

which is finite from Theorem 3.1, that ensures the trace property of K2
α. Hence, for every m ≥ 2,

and z,

lim
T→∞

1

m

(
2iz

dT

)m

Tr
(
Rm

Y,D(T )

)
=

1

m
(2iz)

m
Tr (Km

α ) =
1

m
(2iz)

m
cm, (52)
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with cm being given in equation (49).
In addition, under A2, there exists a positive constant C such that

1

d2T
Tr
(
R2

Y,D(T )

)
=

∫

D

∫

D

L(T∥x1 − x2∥)
L(T )

L(T∥x2 − x1∥)
L(T )

1

∥x1 − x2∥2α
dx1dx2

≤ C

∫

D

∫

D

1

∥x1 − x2∥2α
dx1dx2 = CTr

(
K2

α

)
<∞ (53)

1

dmT
Tr
(
Rm

Y,D(T )

)
=

=
1

[L(T )]m
∫

D

· · ·
(m)

∫

D

L(T∥x1 − x2∥)
∥x1 − x2∥α

L(T∥x2 − x3∥)
∥x2 − x3∥α

· · · L(T∥xm − x1∥)
∥xm − x1∥α

dx1 . . . dxm

≤ C

∫

D

· · ·
(m)

∫

D

1

∥x1 − x2∥α
1

∥x2 − x3∥α
· · · 1

∥xm − x1∥α
dx1 . . . dxm

= CTr (Km
α ) <∞, m > 2, (54)

since ∥Km
α ∥1 ≤ ∥K2

α∥1, for m > 2.
From equations (50)–(54), for every T > 0,

|ψT (z)| =

∣∣∣∣∣exp
(
1

2

∞∑

m=2

(−1)m−1

2m− 2

(
2z

dT

)2m−2

Tr
(
R2m−2

Y,D(T )

))∣∣∣∣∣

×
∣∣∣∣∣exp

(
i

2

∞∑

m=3

(−1)m

2m− 3

(
2z

dT

)2m−3

Tr
(
R2m−3

Y,D(T )

))∣∣∣∣∣ (55)

=

∣∣∣∣∣exp
(
1

2

∞∑

m=2

(−1)m−1

2m− 2

(
2z

dT

)2m−2

Tr
(
R2m−2

Y,D(T )

))∣∣∣∣∣

×
[
cos2

(
1

2

∞∑

m=3

(−1)m

2m− 3

(
2z

dT

)2m−3

Tr
(
R2m−3

Y,D(T )

))

+sin2

(
1

2

∞∑

m=3

(−1)m

2m− 3

(
2z

dT

)2m−3

Tr
(
R2m−3

Y,D(T )

))]1/2

=

∣∣∣∣∣exp
(
−1

2

∞∑

m=2

(−1)m

2m− 2

(
2z

dT

)2m−2

Tr
(
R2m−2

Y,D(T )

))∣∣∣∣∣ (56)

=

∣∣∣∣∣exp
(
−1

2

∞∑

n=1

(−1)2n

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))∣∣∣∣∣

×
∣∣∣∣∣exp

(
−1

2

∞∑

n=1

(−1)2n+1

4n

(
2z

dT

)4n

Tr
(
R4n

Y,D(T )

))∣∣∣∣∣ (57)

=

∣∣∣∣∣exp
(
−1

2

∞∑

n=1

1

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))∣∣∣∣∣

×
∣∣∣∣∣exp

(
1

2

∞∑

n=1

1

4n

(
2z

dT

)4n

Tr
(
R4n

Y,D(T )

))∣∣∣∣∣
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≤
∣∣∣∣∣exp

(
−1

2

∞∑

n=1

1

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))∣∣∣∣∣

×
∣∣∣∣∣exp

(
C

2

∞∑

n=1

1

4n
(2z)

4n
Tr
(
K4n

α

)
)∣∣∣∣∣

≤
∣∣∣∣∣exp

(
C

2

∞∑

n=1

1

4n
(2z)

4n
Tr
(
K4n

α

)
)∣∣∣∣∣

=

∣∣∣∣∣exp
(
C

8

∞∑

n=1

1

n

(
16z4

)n
Tr
(
(K4

α)
n
)
)∣∣∣∣∣ =

[
DK4

α
(16z4)

]−C/8
<∞, (58)

where we have applied, inside the argument of the exponential, the straightforward identities
i2m−2 = (i2)m−1 = (−1)m−1, | exp(iu)| = cos2(u) + sin2(u) = 1, and the fact that the sequence
of natural numbers m = 2, 3, 4, 5, 6 · · · = N− {0, 1} can be obtained as the union of the sequences
{2m− 2}m≥2 = 2, 4, 6, . . . and {2m− 3}m≥3 = 3, 5, 7, . . . . Hence, in the above equation, the sum
in N− {0, 1} can be splitted into the sums

∑∞
m=2(−1)m−1f(2m− 2) and

∑∞
m=3(−1)mf(2m− 3).

Moreover, in (57), we consider the sequence {2m−2}m≥2 = 2, 4, 6, 8, 10, 12, . . . as the union of the
sequences {4n− 2}n≥1 = 2, 6, 10, . . . , and {4n}n≥1 = 4, 8, 12, . . . , corresponding to the changes of
variable m = 2n and m = 2n + 1. Thus, for m = 2n, 2m − 2 = 4n − 2, and, for m = 2n + 1,
2m− 2 = 4n+2− 2 = 4n. The sum

∑∞
m=2(−1)mf(2m− 2) can then be splitted into the two sums∑∞

n=1(−1)2nf(4n−2) and
∑∞

n=1(−1)2n+1f(4n). Furthermore, the last identity in (58) is obtained
from the Fredholm determinant formula

DK4
α
= det(I − ωK4

α) = exp

(
−

∞∑

k=1

Tr[K4
α]

k

k
ωk

)
= exp

(
−

∞∑

k=1

∞∑

l=1

[λl(K4
α)]

k ω
k

k

)
(59)

of K4
α at point ω = 16z4, which is finite for |ω| < 1

∥K4
α∥1

, since K4
α is in the trace class in view of

the trace property of K2
α (see Definition 2.1 and equation (17)). Note that, from Theorem 3.1, K2

α

is in the trace class, i.e., considering equations (44) and (22),

Tr
(
K2

α

)
=

∫

D

∫

D

1

∥x− y∥2α dxdy =
[ad(D)]2

2
<∞. (60)

From (58), there exists ψ̃(z) = limT→∞ |ψT (z)| <∞, for 0 < z <
[
1/16∥K4

α∥1
]1/4

. An analytic

continuation argument (see Lukacs, 1970, Th. 7.1.1) guarantees that ψ̃ defines the unique limit
characteristic function for all real values of z.

From (58), we now prove that ψ̃(z) = ψ(z), with ψ(z) given in (48)–(49), for C = 1, in
Condition A2.

From equations (51)–(52), the sequence of functions {gT,z(m)}T≥0, with

gT,z(m) =
1

m

(
2iz

dT

)m

Tr
(
Rm

Y,D(T )

)
,

converges pointwise to the function gz(m) = 1
m (2iz)

m
Tr (Km

α ) = 1
m (2iz)

m
cm, for each fixed z, as

T → ∞. Moreover, from equation (58),

lim
T→∞

|ψT (z)| = lim
T→∞

∣∣∣∣∣exp
(
1

2

∞∑

m=2

gT,z(m)

)∣∣∣∣∣

≤ lim
T→∞

exp

(
C

8

∞∑

m=1

hz(m)

)
= exp

(
C

8

∞∑

m=1

hz(m)

)
<∞, (61)
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for 0 < z <
[
1/16∥K4

α∥1
]1/4

, where hz(n) = 1
n

(
16z4

)n
Tr
(
(K4

α)
n
)
, for each n ≥ 1. Thus, as

proved, {∑∞
m=2 gT,z(m)}T≥0 is a convergent sequence in T. From (55),

Re(ψT (z))

Re(ψ(z))
=

exp

(
−1
2

∑∞
n=1

1
4n−2

(
2z
dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))

exp
(

−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
Tr
(
K4n−2

α

))

×
exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr
(
R4n

Y,D(T )

))

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr (K4n

α )

) . (62)

From Fatou’s Lemma (considering integration with respect to a counting or point measure), we
obtain

∞∑

n=1

1

4n− 2
(2z)

4n−2
Tr
(
K4n−2

α

)
≤ lim inf

T→∞

∞∑

n=1

1

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

)
.

In particular,

exp

(
−1

2

∞∑

n=1

1

4n− 2
(2z)

4n−2
Tr
(
K4n−2

α

)
)

≥ lim inf
T→∞

exp

(
−1

2

∞∑

n=1

1

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))
. (63)

Since, as commented, from equation (61), {∑∞
m=2 gT,z(m)}T≥0 is a convergent sequence in T, in

particular, from equation (62),

lim inf
T→∞

exp

(
−1

2

∞∑

n=1

1

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))

= lim
T→∞

exp

(
−1

2

∞∑

n=1

1

4n− 2

(
2z

dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))
. (64)

Thus, from equations (62), (63) and (64),

lim
T→∞

exp

(
−1
2

∑∞
n=1

1
4n−2

(
2z
dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))

exp
(

−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
Tr
(
K4n−2

α

))

≤
exp

(
−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
Tr
(
K4n−2

α

))

exp
(

−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
Tr
(
K4n−2

α

)) = 1. (65)

In addition, under A2,

lim
T→∞

exp

(
−1
2

∑∞
n=1

1
4n−2

(
2z
dT

)4n−2

Tr
(
R4n−2

Y,D(T )

))

exp
(

−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
Tr
(
K4n−2

α

))
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≥
exp

(
−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
CTr

(
K4n−2

α

))

exp
(

−1
2

∑∞
n=1

1
4n−2 (2z)

4n−2
Tr
(
K4n−2

α

))

= exp

(
1− C

2

∞∑

n=1

1

4n− 2
(2z)

4n−2
Tr
(
K4n−2

α

)
)
, (66)

where C is given in Condition A2 (see equation (37)).
Applying again Fatou’s Lemma,

lim
T→∞

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr
(
R4n

Y,D(T )

))

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr (K4n

α )

)

=

lim infT→∞ exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr
(
R4n

Y,D(T )

))

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr (K4n

α )

)

=

exp

(
1
2 lim infT→∞

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr
(
R4n

Y,D(T )

))

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr (K4n

α )

)

≥
exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr
(
K4n

α

))

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr (K4n

α )

) = 1. (67)

Moreover, under A2,

lim
T→∞

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr
(
R4n

Y,D(T )

))

exp

(
1
2

∑∞
n=1

1
4n

(
2z
dT

)4n
Tr (K4n

α )

)

≤ exp

(
C − 1

2

∞∑

n=1

1

4n

(
2z

dT

)4n

Tr
(
K4n

α

)
)
. (68)

From equations (62)–(68),

[Re(ψ(z))]2−C ≤ lim
T→∞

Re(ψT (z)) ≤ [Re(ψ(z))]C . (69)

From equation (55),

Im(ψT (z))

Im(ψ(z))
=

exp

(
−1
2

∑∞
n=2

1
4n−5

(
2z
dT

)4n−5

Tr
(
R4n−5

Y,D(T )

))

exp
(

−1
2

∑∞
n=2

1
4n−5 (2z)

4n−5
Tr
(
K4n−5

α

))

×
exp

(
1
2

∑∞
n=1

1
4n+1

(
2z
dT

)4n+1

Tr
(
R4n+1

Y,D(T )

))

exp

(
1
2

∑∞
n=1

1
4n+1

(
2z
dT

)4n+1

Tr
(
K4n+1

α

)) . (70)
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From equation (70), applying again Fatou’s Lemma, under Condition A2, proceeding in a
similar way to the computations made for the real part, we obtain

[Im(ψ(z))]2−C ≤ lim
T→∞

Im(ψT (z)) ≤ [Im(ψ(z))]C , (71)

where C is given in Condition A2 (see equation (37)).

Thus, ψ̃(z) = limT→∞ ψT (z) = ψ(z), if C = 1 in Condition A2.

We now turn to the proof of (ii). Under Condition A1, since B(∥x∥) ≤ 1, and B(0) = 1, we
have

Bj(∥x∥) ≤ B3(∥x∥), j ≥ 3.

Hence,

KT =

[
1

L2(T )T 2d−2α

]
E

[(∫

D(T )

G(Y (x)) dx− CH
0 T

d |D| − CH
2

2

∫

D(T )

H2(Y (x)) dx

)]2

=

[
1

L2(T )T 2d−2α

] ∞∑

j=3

(CH
j )2

j!

∫

D(T )

∫

D(T )

Bj(∥x− y∥)dxdy ≤

≤
[

1

L2(T )T 2d−2α

] ∫

D(T )

∫

D(T )

B3(∥x− y∥)dxdy




∞∑

j=3

(CH
j )2

j!


 . (72)

By Condition A1, for any ε > 0, there exists A0 > 0, such that for∥x− y∥ > A0, B(∥x− y∥) < ε.
Let D1 = {(x,y) ∈ D(T )×D(T ) : ∥x− y∥ ≤ A0)}, D2 = {(x,y) ∈ D(T )×D(T ) : ∥x− y∥ > A0)},

∫

D(T )

∫

D(T )

B3(∥x− y∥)dxdy =

{∫ ∫

D1

+

∫ ∫

D2

}
B3(∥x− y∥)dxdy = S

(1)
T + S

(2)
T . (73)

Using the bound B3(∥x− y∥) ≤ 1 on D1, and the bound B3(∥x− y∥) < ϵB2(∥x− y∥) on D2,
we obtain, ∣∣∣S(1)

T

∣∣∣ ≤
∫ ∫

D1

∣∣B3(∥x− y∥)
∣∣ dxdy ≤M1T

d

for a suitable constant M1 > 0, and for T sufficiently large, under A2,

∣∣∣S(2)
T

∣∣∣ ≤
∫ ∫

D2

∣∣B3(∥x− y∥)
∣∣ dxdy ≤ ϵ

∫ ∫

D2

B2(∥x− y∥)dxdy

≤ ϵ

∫

D(T )

∫

D(T )

B2(∥x− y∥)dxdy = ϵ

∫

D(T )

∫

D(T )

L2(∥x− y∥)
∥x− y∥2α dxdy

= ϵL2(T )T 2d−2α

∫

D(1)

∫

D(1)

L2(T∥x− y∥)
∥x− y∥2αL2(T )

dxdy

≤ ϵCL2(T )T 2d−2α

∫

D(1)

∫

D(1)

dxdy

∥x− y∥2α <∞, 0 < α < d/2. (74)

Thus, for

M2 = C

∫

D(1)

∫

D(1)

dxdy

∥x− y∥2α ,
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from (72)–(74), we have

KT ≤
[

1

L(T )T d−α

]2



∞∑

j=3

(CH
j )2

j!



∫

D(T )

∫

D(T )

B3(∥x− y∥)dxdy

≤ (M1 ∨M2)

[
T d

L2(T )T 2d−2α
+ ϵ

T 2d−2αL2(T )

L2(T )T 2d−2α

]
(75)

is arbitrarily small together with ϵ > 0 as T → ∞. The desired result on weak-convergence then
follows. �

Remark 3.4. Consider the case of d = 1 and discrete time. That is, let {Y (t), t ∈ Z} be a
stationary zero-mean Gaussian sequence with unit variance and covariance function of the form

B(t) =
L(t)
|t|α ,

for 0 < α < 1/2. The proof of the weak convergence result in Rosenblatt (1961) and Taqqu
(1975) is based on the following formula for the characteristic function of a quadratic form of
strong-correlated Gaussian random variables:

E

[
exp

{
iz

1

dT

T−1∑

t=0

(Y 2(t)− 1)

}]
= exp

{
−izTd−1

T

} [
det
(
IT − 2izd−1

T RT

)]−1/2

= exp

{ ∞∑

k=2

(2izd−1
T )k

SpRk
T

k

}
, (76)

where

1

dkT
SpRk

T =
1

dkT

T−1∑

i1=0

· · ·
T−1∑

ik=0

B(|i1 − i2|)B(|i2 − i3|) . . . B(|ik − i1|), (77)

with dT = T 1−αL(T ), RT = E[Y Ȳ ′], Y = (Y (0), . . . , Y (T − 1))′, SpRT denoting the trace of the
matrix RT , and IT representing the identity matrix of size T (see p.39 of the book by Mathai
and Provost, 1992). One can get a direct extension of formulae (76) and (77) to the stationary
zero-mean Gaussian random process case in continuous time {Y (t), t ∈ R} (see Leonenko and
Taufer, 2006), but for d ≥ 2 direct extensions of (76) and (77) are not available. The present
paper addresses this problem by applying alternative functional tools, like the Karhunen-Loève
expansion and Fredholm determinant formula, to overcome this difficulty of discretization of the
multidimensional parameter space. Note that the Fredholm determinant formula appears in the
definition of the characteristic functional of quadratic forms defined in terms of Hilbert-valued zero-
mean Gaussian random variables (see, for example, Proposition 1.2.8 of Da Prato and Zabczyk,
2002).

Remark 3.5. Expanding around zero the characteristic function (48), we obtain the cumulants
of random variable S∞, that is, κ1 = 0, and

κk = 2k−1(k − 1)!ck, k ≥ 2, (78)

where ck are defined as in equation (49). The derivation of explicit expressions for ck would lead to
the computation of the moments or cumulants of the limit distribution. This aspect will constitute
the subject of a subsequent paper.
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4 Infinite series representation and eigenvalues

The representation of the Rosenblatt-type distribution as the sum of an infinite series of weighted
independent chi-squared random variables is derived in this section. As in the classical case (see
Proposition 2 of Dobrushin and Major, 1979), this series expansion is obtained from the double
Wiener-Itô stochastic integral representation of S∞ in the spectral domain (see Theorem 4.1).
Proposition 4.1 and Corollary 4.2 below establish the connection between the eigenvalues of oper-
ator Kα in (22) and the weights appearing in the series representation derived.
The following condition will be required for the derivation of Theorem 4.1(ii) below.

Condition A3. Suppose that Condition A1 holds, and there exists a spectral density f0(∥λ∥),
λ ∈ R

d, being decreasing function for ∥λ∥ ∈ (0, ε], with ε > 0.

If Condition A3 holds, from equation (4), applying a Tauberian Theorem (see Doukhan, León
and Soulier, 1996, and Theorems 4 and 11 in Leonenko and Olenko, 2014),

f0(∥λ∥) ∼ c(d, α)L
(

1

∥λ∥

)
∥λ∥α−d, 0 < α < d, ∥λ∥ → 0. (79)

Here, c(d, α) =
Γ( d−α

2 )
2απd/2Γ(α

2 )
is defined in (24).

Condition A3 holds, in particular, for the correlation function (5), with the isotropic spectral
density

f0(∥λ∥) =
∥λ∥1− d

2

2
d
2−1π

d
2+1

∫ ∞

0

K d
2−1(∥λ∥u)

sin
(
γ arg

(
1 + uβ exp

(
iπβ
2

)))

∣∣∣1 + uβ exp
(

iπβ
2

)∣∣∣
γ u

d
2 du, (80)

where Kν(z) is the modified Bessel function of the second kind. By Corollary 3.10 in Lim and Teo
(2010), the spectral density (80) satisfies (79), with α = βγ < d.

The zero-mean Gaussian random field Y with an absolutely continuous spectrum has the isonor-
mal representation

Y (x) =

∫

Rd

exp (i ⟨λ,x⟩)
√
f0(∥λ∥)Z(dλ), (81)

where Z is a complex white noise Gaussian random measure with Lebesgue control measure.

Theorem 4.1. Let D be a regular bounded domain.

(i) For 0 < α < d/2, the following identities hold:

∫

R2d

|K (λ1 + λ2, D)|2 dλ1dλ2

(∥λ1∥ ∥λ2∥)d−α
=

[
adγ(α)√
2|D|

]2
=

[γ(α)]2Tr(K2
α)

|D|2 <∞,

(82)

where ad is defined in (44), γ(α) is introduced in equation (24), and K is the characteristic
function of the uniform distribution over set D, given by

K (λ, D) =

∫

D

ei⟨λ,x⟩pD (x) dx =
1

|D|

∫

D

ei⟨λ,x⟩dx =
ϑ(λ)

|D| , (83)

with associated probability density function pD (x) = 1/ |D| if x ∈ D, and 0 otherwise.
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(ii) Assume that Conditions A1, A2, A3 hold. Then, the random variable S∞ admits the
following double Wiener-Itô stochastic integral representation:

S∞ = |D|c (d, α)
∫ ′′

R2d

H(λ1,λ2)
Z (dλ1)Z (dλ2)

∥λ1∥
d−α

2 ∥λ2∥
d−α

2

, (84)

where Z is a complex white noise Gaussian measure with Lebesgue control measure, and the
notation

∫ ′′
R2d means that one does not integrate on the hyperdiagonals λ1 = ±λ2. Here, the

kernel H is given by:
H (λ1,λ2) = K (λ1 + λ2, D) , (85)

and c (d, α) =
Γ( d−α

2 )
πd/22αΓ(α/2)

= 1
γ(α) .

Remark 4.1. Our goal in this paper is to focus of the case of Hermite rank m = 2, which has
very special properties not shared by the higher orders, such as the existence of eigenvalues. We
are aware of the extension to all Hermite ranks, as described, for example, in the more general and
different approach presented in the monograph by Major (1981).

Proof. (i) From equation (29) and the proof of Theorem 3.1,

∥1D∥2H2α−d
=

∫

D

1

γ(d− 2α)

∫

D

1

∥x− y∥2α dydx

=
a2d

2γ(d− 2α)
=

1

γ(d− 2α)

∞∑

j=1

λ2j (K2
α) =

Tr(K2
α)

γ(d− 2α)
<∞,

(86)

since K2
α is in the trace class. Therefore, 1D belongs to the Hilbert space H2α−d with the inner

product introduced in equation (30). From equation (29), we then obtain

a2d
2γ(d− 2α)

= ∥1D∥2H2α−d
=

|D|2
(2π)d

∫

Rd

|K(ω1, D)|2∥ω1∥−(d−2α)dω1.

It is well-known that the Fourier transform defines an automorphism on the Schwartz space, which,
in particular, contains C∞

0 (D). Thus, the Fourier transform of any function in the space H2α−d

can be defined as the limit in the space H2α−d of the Fourier transforms of functions in C∞
0 (D).

Therefore, from equation (28) with f(z) = |D|2|K(z, D)|2,

a2d
2γ(d− 2α)

= ∥1D∥2H2α−d
=

|D|2
(2π)d

∫

Rd

|K(ω1, D)|2∥ω1∥−d+2αdω1

=
|D|2
(2π)d

γ(2α)

[γ(α)]2

∫

Rd

|K(ω1, D)|2
[∫

Rd

∥ω1 − ω2∥−d+α∥ω2∥−d+αdω2

]
dω1

=
|D|2γ(2α)
(2π)d[γ(α)]2

∫

R2d

|K(λ1 + λ2, D)|2 dλ1dλ2

(∥λ1∥∥λ2∥)d−α
.

Hence,

a2d
2

=

[ |D|
γ(α)

]2 ∫

R2d

|K(λ1 + λ2, D)|2 dλ1dλ2

(∥λ1∥∥λ2∥)d−α
, (87)

since γ(2α)γ(d−2α)
(2π)d

= 1. Note that, we also have applied the fact that, from Remark 3.1,

1D ⋆ 1D(x) =

∫

Rd

1D(y)1D(x+ y)dy =

∫

D

1D(x+ y)dy ∈ L2(D) ⊆ H2α−d,
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since ∫

Rd

∣∣∣∣
∫

Rd

1D(y)1D(x+ y)dy

∣∣∣∣
2

dx ≤
∣∣BR(D)(0)

∣∣3 ,

where, as before, |BR(D)| denotes the Lebesgue measure of the ball of center 0 and radius R(D),
with R(D) being equal to two times the diameter of the regular compact set D containing the
point 0. Hence, F(1D ⋆ 1D)(λ) = |D|2|K(λ, D)|2 belongs to the space of Fourier transforms of
functions in H2α−d. Summarizing, equation (87) provides the finiteness of (82), i.e., assertion (i)
holds due to the trace property of K2

α for the regular bounded domain D considered (see Theorem
3.1).

(ii) The proof of this part of Theorem 4.1 can be obtained as a particular case of Theorem 5 in
Leonenko and Olenko (2014) (see also Remark 6 in that paper). Note that convexity is not used
in the proof of Theorem 5 of Leonenko and Olenko (2014). An outline of the proof of Theorem 5
in Leonenko and Olenko (2014) for the case of Hermite rank equal to two is now given.

Under Conditions A1, A3 (see also (81)),

Y (x) =
|D(T )|
(2π)d

∫

Rd

exp (i ⟨x,λ⟩)K (λ, D(T )) f
1/2
0 (λ)Z(dλ), x ∈ D(T ). (88)

Using the self-similarity of Gaussian white noise, and the Itô formula (see, for example, Dobrushin
and Major, 1979; Major, 1981), we obtain from equation (88)

ST = =
1

T d−αL(T )

∫

D(T )

H2(Y (x))dx

=
c (d, α) |D(T )|
T d−αL(T )

∫ ′′

R2d

K (λ1 + λ2, D(T ))


 1

c (d, α)

2∏

j=1

f
1/2
0 (λj)


Z (dλ1)Z (dλ2)

=
d

c (d, α) |D|
T d−αL(T )

∫ ′′

R2d

K (λ1 + λ2, D)


 1

c (d, α)

2∏

j=1

f
1/2
0 (λj/T )


Z (dλ1)Z (dλ2) .

(89)

By the isometry property of multiple stochastic integrals

E

[
ST − c (d, α) |D|

∫ ′′

R2d

H(λ1,λ2)
Z (dλ1)Z (dλ2)

∥λ1∥
d−α

2 ∥λ2∥
d−α

2

]2
=

=

∫

R2d

|K (λ1 + λ2, D)|2 [c (d, α) |D|]2QT (λ1,λ2)
dλ1dλ2

∥λ1∥d−α ∥λ2∥d−α
, (90)

where

QT (λ1,λ2) =




∥λ1∥(d−α)/2 ∥λ2∥(d−α)/2

T d−αL(T )c (d, α)

2∏

j=1

f
1/2
0 (λj/T )


− 1




2

. (91)

From equation (79), under Condition A3, we obtain the pointwise convergence of QT (λ1,λ2)
to 0, as T → ∞. By Lebesgue’s Dominated Convergence Theorem, the integral converges to zero
if there is some integrable function which dominates integrands for all T. This fact can be proved
as in pp. 21–22 of Leonenko and Olenko (2014), applying previous assertion (i) derived in this
theorem. �

Alternatively, in the proof of Theorem 4.1(ii), the class L̃C of slowly varying functions, in-
troduced in Definition 9 in Leonenko and Olenko (2013), can also be considered. Note that an

infinitely differentiable function L(·) belongs to the class L̃C if
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1. for any δ > 0, there exists λ0(δ) > 0 such that λ−δL(λ) is decreasing and λδL(λ) is increasing
if λ > λ0(δ);

2. Lj ∈ SL, for all j ≥ 0, where L0(λ) := L, Lj+1(λ) := λL′
j(λ), with SL being the class of

functions that are slowly varying at infinity and bounded on each finite interval.

In that case, the following lemma should be applied for the proof of Theorem 4.1(ii).

Lemma 4.1. Let α ∈ (0, d), S ∈ C∞(sn−1(1)), and L ∈ L̃C. Let {ξ(x), x ∈ R
d} be a mean-square

continuous homogeneous random field with zero mean. Let the field ξ(x) has the spectral density
f0(u), u ∈ R

d, which is infinitely differentiable for all u ̸= 0. If the covariance function B(x),
x ∈ R

d, of the field has the following behavior

(a) ∥x∥αB(x) ∼ S
(

x
∥x∥

)
L(∥x∥), x −→ ∞,

the spectral density satisfies the condition

(b) ∥u∥d−αf0(u) ∼ S̃α,d

(
u

∥u∥

)
L
(

1
∥u∥

)
, ∥u∥ −→ 0.

On the other hand, from Theorems 3.1 and 4.1(i), the spectral asymptotics of Kα and the
Dirichlet Laplacian operator on L2(D) can be applied to verifying the finiteness of (82) for a wide
class of compact sets. Drum and fractal drum are two families of well-known regular compact sets
where Weyl’s classical theorem on the asymptotic behavior of the eigenvalues has been extended
(see, for example, Gordon, Webb and Wolpert, 1992; Lapidus, 1991; Triebel, 1997). In particular,
as illustration of Theorem 4.1(i), we now refer to the case of regular compact domains constructed
from the finite union of convex compact sets like balls, or by their difference which is the case, for
instance, of circular rings.

Examples

Let D = B1(0) ∪ B1((2, 0)) ⊂ R
2, with B1(0) = {(x1, x2) ∈ R

2 :
√
x21 + x22 ≤ 1}, and B1((2, 0)) =

{(x1, x2) ∈ R
2 :

√
(x1 − 2)2 + x22 ≤ 1}. It is well-known (see Ivanov and Leonenko, 1989, p. 57,

Lemma 2.1.3) that, for B1(0) ⊂ R
2 and 0 < α < 1,

T r([KB1(0)
α ]2) =

∫

B1(0)

∫

B1(0)

1

∥x− y∥2α dydx =
22−2α+1π2− 1

2Γ( 2−2α+1
2 )

(2− 2α)Γ(2− α+ 1)
,

where, to avoid confusion, for a subset S, we have used the notation KS
α to represent operator Kα

acting on the space L2(S), and [KS
α]

2 = KS
αKS

α.
Hence,

∫

B1(0)∪B1((2,0))

∫

B1(0)∪B1((2,0))

1

∥x− y∥2α dydx

≤
∫

B3(0)

∫

B3(0)

1

∥x− y∥2α dydx

= Tr
(
[KB3(0)

α ]2
)
= 34−2αTr

(
[KB1(0)

α ]2
)
=

34−2α22−2α+1π2− 1
2Γ( 2−2α+1

2 )

(2− 2α)Γ(2− α+ 1)
<∞.

(92)

From Theorem 4.1(i), equation (92) provides the finiteness of (82) for non-convex compact set
D = B1(0) ∪ B1((2, 0)).

These computations can be easily extended to the finite union of balls with the same or with
different radius, and to the case d > 2, considering the value of the integral

∫

BR(0)

∫

BR(0)

1

∥x− y∥2α dydx = R2d−2αad(B1(0))
1

2
,
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where the constant ad(B1(0)) is defined in (47), for 0 < α < d/2 (see Ivanov and Leonenko, 1989,
p. 57, Lemma 2.1.3).

For the case of a circular ring, that is, for

D = BR1(0)\BR2(0) = {x ∈ R
2 : R2 < ∥x∥ < R1}, R1 > R2 > 0,

we can proceed in a similar way to the above-considered example. Specifically,

∫

BR1
(0)\BR2

(0)

∫

BR1
(0)\BR2

(0)

1

∥x− y∥2α dydx

≤
∫

BR1
(0)

∫

BR1
(0)

1

∥x− y∥2α dydx

= Tr
(
[KBR1 (0)

α ]2
)
= R4−2α

1 Tr
(
[KB(0)

α ]2
)
=
R4−2α

1 22−2α+1π2− 1
2Γ( 2−2α+1

2 )

(2− 2α)Γ(2− α+ 1)
<∞.

From Theorem 4.1(i), equation (82) is finite for D = BR1(0)\BR2(0). Similarly, these computations
can be extended to the finite union of circular rings.

Remark 4.2. Note that for a ball D = B1(0) = B(0) = {x ∈ R
d; ∥x∥ ≤ 1}, the func-

tion ϑ(λ) in (83) is of the form
∫
B1(0)

exp (i ⟨x,λ⟩) dx = (2π)d/2
Jd/2(∥λ∥)
∥λ∥d/2 , for d ≥ 2, where

Jν(z) is the Bessel function of the first kind and order ν > −1/2. For a rectangle, D =
∏

=

{ai ≤ xi ≤ bi, i = 1, . . . , d} , with 0 ∈ ∏, we have ϑ(λ) =
∏d

j=1 (exp (iλjbj)− exp (iλjaj)) /iλj ,

for d ≥ 1.Moreover for d = 2, considering the non-convex set D = B1(0) ∪ B1((2, 0)) ⊂ R
2,

ϑ(λ) = ϑ(λ1, λ2) =

∫

B1(0)∪B1((2,0))

exp (i ⟨x,λ⟩) dx =
2πJ1(∥λ∥)

∥λ∥ (1 + exp (2iλ1)) ,

and for D = BR1(0)\BR2(0), ϑ(λ) = (2πR1)J1 (∥λ∥R1) /∥λ∥ − (2πR2)J1 (∥λ∥R2) /∥λ∥.

The following corollary is an extension of Proposition 2 in Dobrushin and Major (1979).

Corollary 4.1. Assume that the conditions of Theorem 4.1 hold. Then, the limit random variable
S∞ admits the following series representation:

S∞ =
d
c(d, α)|D|

∑

n∈Nd
∗

µn(H)(ε2n − 1) =
∑

n∈Nd
∗

λn(S∞)(ε2n − 1), (93)

where

c(d, α) =
Γ
(
d−α
2

)

πd/22αΓ(α/2)
=

1

γ(α)

was already introduced in (24), εn are independent and identically distributed standard Gaussian
random variables, and µn(H), n ∈ N

d
∗, is a sequence of non-negative real numbers, which are the

eigenvalues of the self-adjoint Hilbert-Schmidt operator

H(h)(λ1) =

∫

Rd

H1 (λ1 − λ2)h (λ2)Gα(dλ2) : L
2
E(R

d, Gα) −→ L2
E(R

d, Gα), (94)

with

Gα(dx) =
1

∥x∥d−α
dx, (95)
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and L2
E(R

d, Gα) denotes the collection of linear combinations with real-valued coefficients of complex-
valued and Hermitian functions that are square integrable with respect to Gα(dx). Note that L

2
E(R

d, Gα)
is a real Hilbert space, endowed with the scalar product

⟨ψ1, ψ2⟩Gα
=

∫

Rd

ψ1(x)ψ2(x)Gα(dx)

(see Peccati and Taqqu, 2011, pp. 159-161, for the case of L2
E(R, dβ) spaces). The symmetric

kernel H1 (λ1 − λ2) = H(λ1,λ2), is defined from H introduced in equation (85), in terms of the
characteristic function K given in equation (83).

The proof can be derived as in Proposition 2 of Dobrushin and Major (1979), replacing the
cube in R

d by a regular compact domain D, since Theorem 4.1(i) provides the equality between

the traces of operators
K2

α

[|D|c(d,α)]2 and H2, with, as before, H having kernel H(·, ·) given in equation

(85) (see also Appendix A).
In the following proposition the explicit relationship between the eigenvalues of Kα and H is

derived.

Proposition 4.1. The operators Aα : L2
E(R

d, Gα) −→ L2
E(R

d, Gα)

Aα(f)(λ1) = c(d, α)

∫

Rd

H1 (λ1 − λ2) f (λ2)Gα(dλ2),

and |D|−1Kα : L2(D) −→ L2(D) have the same eigenvalues. Here, c(d, α) was already introduced
in (24), H1 (λ1 − λ2) = H(λ1,λ2) with kernel H being given in equation (85), Gα is introduced in
(95), and Kα is defined in (22).

The proof of this result is given in Appendix A. (See Veillette and Taqqu, 2013, for d = 1).

Corollary 4.2. Let {λk(S∞), k ≥ 1} be the eigenvalues appearing in representation (93), arranged
into a decreasing order of their modulus magnitudes. Then, Theorem 3.1 holds for this system of
eigenvalues.

The proof directly follows from Corollary 4.1, Proposition 4.1 and Theorem 3.1.

5 Properties of Rosenblatt-type distribution

This section provides the Lévy-Khintchine representation of the limit random variable S∞ (see
Veillette and Taqqu, 2013, for d = 1, in the discrete time case), as well as its membership to a
subclass of selfdecomposable distributions, given by the Thorin class. The absolute continuity of
the law of S∞, and the boundedness of its probability density is then obtained.

It is well-known that the distribution of a random variable X is infinitely divisible if for any

integer n ≥ 1, there exist X
(n)
j , j = 1, 2, . . . , n, independent and identically distributed (i.i.d.)

random variables such that X =
d
X

(n)
1 + · · · +X

(n)
n . Let ID(R) be the class of infinitely divisible

distributions or random variables. Recall that the cumulant function of an infinitely divisible
random variable X admits the Lévy-Khintchine representation

log E [exp (iθX)] = iaθ − b

2
θ2 +

∫ ∞

−∞
(exp(iθu)− 1− iτ(u)θ)µ(du), θ ∈ R, (96)

where a ∈ R, b ≥ 0, and

τ(u) =

{
u |u| ≤ 1
u
|u| |u| > 1,

(97)

and where the Lévy measure µ is a Radon measure on R \ {0} such that µ({0}) = 0 and
∫

min(u2, 1)µ(du) <∞.
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An infinitely divisible random variable X (or its law) is selfdecomposable if its characteristic
function ϕ(θ) = E[iθX], θ ∈ R, has the property that for every c ∈ (0, 1) there exists a characteristic
function ϕc such that ϕ(θ) = ϕ(cθ)ϕc(θ), θ ∈ R. It is known (see Sato, 1999, p.95, Corollary 15.11)
that an infinitely divisible law is selfdecomposable if its Lévy measure has a density q satisfying

q(u) =
h(u)

|u| , u ∈ R,

with h(u) being increasing on (−∞, 0) and decreasing on (0,∞). Let SD(R) be the class of self-
decomposable distributions or random variables. If Y ∈ SD(R) then (see Jurek and Vervaat,
1983)

Y =
d

∫ ∞

0

exp(−s)dZ(s) =
d

∫ ∞

0

exp(−sλ)dZ(sλ), λ > 0, (98)

where {Z(t), t ≥ 0} is a Lévy process whose law is determined by that of Y.
We next define the Thorin class on R (see Thorin, 1978; Bandorff-Nielsen et al., 2006; James et

al., 2008) as follows: We refer to γx as an elementary gamma random variable if x is nonrandom
non-zero vector in R, and γ is a gamma random variable on R+. Then, the Thorin class on R (or
the class of extended generalized gamma convolutions), denoted by T (R), is defined as the smallest
class of distributions that contains all elementary gamma distributions on R, and is closed under
convolution and weak convergence. It is known that T (R) ⊂ SD(R) ⊂ ID(R), and inclusions are
strict. Since any selfdecomposable distribution on R is absolutely continuous (see, for instance,
Example 27.8 of Sato, 1999) and is unimodal (by Yamazato, 1978; see also Theorem 53.1 of Sato,
1999), then, any selfdecomposable distribution has a bounded density function.

If a probability distribution function F belongs to T (R), then, its characteristic function has
the form (see Thorin, 1978, Barndorff-Nielsen et al, 2006)

ϕ(θ) = exp

(
iθa− bθ2

2
−
∫

R

[
log

(
1− iθ

u

)
+

iuθ

1 + u2

]
U(du)

)
, (99)

where a ∈ R, b ≥ 0, and U(du) is a non-decreasing measure on R\{0}, called Thorin measure, such
that

U(0) = 0,

∫ 1

−1

|log |u||U(du) <∞,

∫ −1

−∞

1

u2
U(du) +

∫ ∞

1

1

u2
U(du) <∞.

The Lévy density of a distribution from Thorin class is such that

|u|q(u) =





∫∞
0

exp(−yu)U(dy), u > 0

∫∞
0

exp(yu)U(dy), u < 0,
(100)

where U(du) is the Thorin measure. In other words, the Lévy density is of the form h(|u|)/|u|,
where h(|u|) = h0(r), r ≥ 0, is a completely monotone function over (0,∞).

The following result establishes the Lévy-Khintchine representation of S∞, as well as the asymp-
totic orders at zero and at infinity of its associated Lévy density. The membership to the Thorin
self-decomposable subclass is then obtained. As a direct consequence, we then have the existence
and boundedness of the probability density of S∞ (see, for instance, Example 27.8 of Sato, 1999).

Theorem 5.1. Let S∞ be given as in Theorem 3.2 with 0 < α < d/2. Let us consider λk(S∞),
k ≥ 1, the sequence of eigenvalues introduced in Corollary 4.1 satisfying the properties stated in
Theorem 3.1 (see Corollary 4.2). Then,

(i) S∞ ∈ ID(R) with the following Lévy-Khintchine representation:

ϕ(θ) = E[iθS∞] = exp

(∫ ∞

0

(exp(iuθ)− 1− iuθ)µα/d(du)

)
, (101)
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where µα/d is supported on (0,∞) having density

qα/d(u) =
1

2u

∞∑

k=1

exp

(
− u

2λk(S∞)

)
, u > 0. (102)

Furthermore, qα/d has the following asymptotics as u −→ 0+ and u −→ ∞,

qα/d(u) ∼
[c̃(d, α)|D|(d−α)/d]1/(1−α/d)Γ

(
1

1−α/d

) (
u
2

)−1/(1−α/d)

2u[(1− α/d)]

=
2

α/d
1−α/d [c̃(d, α)|D|(d−α)/d]1/(1−α/d)Γ

(
1

1−α/d

)
u

(α/d)−2
(1−α/d)

[(1− α/d)]
as u −→ 0+,

qα/d(u) ∼
1

2u
exp(−u/2λ1(S∞)), as u −→ ∞, (103)

where c̃(d, α) is defined as in equation (34).

(ii) S∞ ∈ SD(R), and hence it has a bounded density.

(iii) S∞ ∈ T (R), with Thorin measure given by

U(dx) =
1

2

∞∑

k=1

δ 1
2λk(S∞)

(x),

where δa(x) is the Dirac delta-function at point a.

(iv) S∞ admits the integral representation

S∞ =
d

∫ ∞

0

exp (−u) d
( ∞∑

k=1

λk(S∞)A(k)(u)

)
=
d

∫ ∞

0

exp (−u) dZ(u), (104)

where

Z(t) =
∞∑

k=1

λk(S∞)A(k)(t), t ≥ 0, (105)

with A(k), k ≥ 1, being independent copies of a Lévy process.

Proof. (i) The proof follows from Theorem 3.1, equation (33), Corollary 4.2, and Lemma 6.1
below (see Appendix B), in a similar way to Theorem 4.2 of Veillette and Taqqu (2013). Specifically,
let us first consider a truncated version of the random series representation (93)

S(M)
∞ =

M∑

k=1

λk(S∞)(ε2k − 1),

with SM
∞ −→

d
S∞, as M tends to infinity. From the Lévy-Khintchine representation of the chi-

square distribution (see, for instance, Applebaum, 2004, Example 1.3.22),

E
[
exp(iθS(M)

∞ )
]

=
M∏

k=1

E
[
exp

(
iθλk(S∞)(ε2k − 1)

)]

=
M∏

k=1

exp

(
−iθλk(S∞) +

∫ ∞

0

(exp(iθu)− 1)

[
exp (−u/(2λk(S∞)))

2u

]
du

)

=
M∏

k=1

exp

(∫ ∞

0

(exp(iθu)− 1− iθu)

[
exp(−u/2λk(S∞))

2u

]
du

)

= exp

(∫ ∞

0

(exp(iθu)− 1− iθu)

[
1

2u
G

(M)
λ(α/d) (exp(−u/2))

]
du

)
, (106)
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where G
(M)
λ(α/d)(x) =

∑M
k=1 x

[λk(S∞)]−1

. To apply the Dominated Convergence Theorem, the follow-

ing upper bound is used:

∣∣∣∣(exp(iθu)− 1− iθu)

[
1

2u
G

(M)
λ(α/d) (exp(−u/2))

]∣∣∣∣ ≤ θ2

4
uG

(M)
λ(α/d) (exp(−u/2))

≤ θ2

4
uGλ(α/d) (exp(−u/2)) ,

(107)

where, as indicated in Veillette and Taqqu (2013), we have applied the inequality | exp(iz)−1−z| ≤
z2

2 , for z ∈ R. The right-hand side of (107) is continuous, for 0 < u < ∞, and from Theorem 3.1,
equation (33), Corollary 4.2, and Lemma 6.1 in Appendix B, we obtain

uGλ(α/d) (exp(−u/2)) ∼ u exp(−u/2λ1(S∞)), as u −→ ∞
uGλ(α/d) (exp(−u/2)) ∼ [c̃(d, α)|D|1−α/d]1/1−α/d u

(1− α/d)

Γ

(
1

1− α/d

)
(1− exp(−u/2))−1/(1−α/d)

∼ Cu−
α/d

1−α/d as u −→ 0, (108)

for some constant C. Since 0 < α/d
1−α/d < 1, equation (108) implies that the right-hand side of

(107), which does not depend onM, is integrable on (0,∞). Hence, by the Dominated Convergence
Theorem, as M → ∞,

E
[
exp(iθS(M)

∞ )
]
−→ E [exp(iθS∞)]

= exp

(∫ ∞

0

(exp(iθu)− 1− iθu)

[
1

2u
Gλ(α/d) (exp(−u/2))

]
du

)
, (109)

which proves that equations (101) and (102) hold.
Again, from Theorem 3.1, equation (33), Corollary 4.2, and Lemma 6.1 below,

1

2u
Gλ(α/d) (exp(−u/2)) ∼ [c̃(d, α)|D|1−α/d]1/(1−α/d)

Γ
(

1
1−α/d

) (
u
2

)−1/(1−α/d)

2u[(1− α/d)]

=
2

α/d
1−α/d [c̃(d, α)|D|1−α/d]1/(1−α/d)Γ

(
1

1−α/d

)
u

(α/d)−2
(1−α/d)

[(1− α/d)]
as u −→ 0

1

2u
Gλ(α/d) (exp(−u/2)) ∼

1

2u
exp(−u/2λ1(S∞)) as u −→ ∞. (110)

Thus, equation (110) provides the asymptotic orders given in (103).

(ii) From (i), it follows that S∞ ∈ SD(R), and hence it has a bounded density (see Bondesson,
1992, Example 27.8 of Sato, 1999 and Yamazato, 1978). Note that an alternative proof of the
boundedness of the probability density of S∞ is provided in Appendix C, where an upper bound
is also obtained.

(iii) In view of (100) and (102), S∞ ∈ T (R) with Thorin measure given by

U(dx) =
1

2

∞∑

k=1

δ 1
2λk(S∞)

(x), (111)
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where δa(x) is the Dirac delta-function at point a. From Theorem 3.1, Corollaries 4.1 and Propo-
sition 4.1 (see also Corollary 4.2), the number of terms in the sum (111) is infinite. Hence, the
Thorin measure U(dx), as a counting measure, has infinite total mass. The form of Thorin measure
is a direct consequence of (100) and (102).

(iv) As in Maejima and Tudor (2013), we consider a gamma subordinator γλ(t), t ≥ 0, with parame-
ter λ > 0, that is, a Lévy process such that γλ(0) = 0, and P {γλ(t) ∈ dx} = λ−tΓ−1(t) exp(−xλ)xt−1dx,
x > 0, and a homogeneous Poisson process N(t), t ≥ 0, with unit rate. Assume that the two pro-
cesses are independent. Then (see Aoyama et al., 2011), for any c > 0, and λ > 0, the Jurek
representation (98) can be specified as follows:

γλ(c) =
d

∫ ∞

0

exp (−t) dγλ(N(ct)).

The process A(t) = γ1/2(N(t/2))− t, t ≥ 0, is a Lévy process.

For k ≥ 1, let us consider γ
(k)
1
2

(
1
2

)
and A(k)(t) to be independent copies of γ 1

2

(
1
2

)
and A(t),

respectively. Then, we have

ε2k − 1 =
d
γ
(k)
1
2

(
1

2

)
=
d

∫ ∞

0

exp (−u) dA(k)(u),

where εk are independent and identically distributed standard normal random variables as given in
the series expansion (93). Then, for λk(S∞), k ≥ 1, being the eigenvalues appearing in such a series
expansion, arranged into a decreasing order of their magnitudes, we obtain that the distribution of
S∞ admits the integral representation (104), with, Ak, k ≥ 1, in equation (105) being independent
copies of the Lévy process A(t) = γ1/2(N(t/2))− t, t ≥ 0.

�

For any 0 < α/d < 1/2, the Lévy measure µα/d satisfies

∫ ∞

0

u2µα/d(du) = E[S2
∞] = [ad(D)]2.

Furthermore, when α/d −→ 1/2, since (exp(iθu)− 1− iθu) → (−1/2)θ2 (see Veillette and Taqqu,
2013), we have

ϕ(θ) = exp

(∫ ∞

0

exp(iθu)− 1− iθu

u2
u2µα/d(du)

)
−→ exp

(
−1

2
θ2
)
,

which means that S∞ −→ N(0, 1).
In addition, from Theorem 5.1, it can be proved, in a similar way to Corollary 4.3 and 4.4 of

Veillette and Taqqu (2013), that, for 0 < α/d < 1/2, the probability density function of S∞ is
infinitely differentiable with all derivatives tending to 0 as |x| −→ ∞. Also, the following inequality
holds

P [S∞ < −x] ≤ exp

(
−1

2
x2
)
, x > 0.

We also note that, for ϵ > 0,

lim
u→∞

P [S∞ > u+ ϵ]

P [S∞ > u]
= exp

(
− ϵ

2λ1(S∞)

)
.

Remark 5.1. In view of the integral representation (104), one can construct an Ornstein-Uhlenbeck
type process

dS(t) = −λS(t) + dL(λt), t ≥ 0, λ > 0,

driven by a Lévy process L(t), t ≥ 0, and with marginal Rosenblatt distribution S∞. The driving
process L(t) is referred to as the background Lévy process, and it is introduced in (105).
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6 Appendices

Appendix A

Proof of Corollary 4.1

From condition (82), operator H is a Hilbert-Schmidt operator from L2
E(R

d, Gα) into L
2
E(R

d, Gα),
which admits a spectral decomposition, in terms of a sequence of eigenvalues {µn(H), n ∈ N

d
∗},

and a complete orthonormal system of eigenvectors {φn, n ∈ N
d
∗} of L2

E(R
d, Gα), as follows:

H1(x− y) = H(x,y) =
∑

n∈Nd
∗

µn(H)φn(x)φn(y), (112)

where convergence holds in the L2
E(R

d, Gα)⊗ L2
E(R

d, Gα) sense, i.e.,

∥∥∥∥∥∥
H(x,y)−

∑

n∈Nd
∗

µn(H)φn ⊗ φn

∥∥∥∥∥∥

2

L2
E(Rd,Gα)⊗L2

E(Rd,Gα)

= 0. (113)

We can establish the following isometry Î2 between the Hilbert space L2
E(R

d, Gα)⊗L2
E(R

d, Gα),
and the two-Wiener chaos of the isonormal process X on H = L2

E(R
d, Gα), given by

X : h ∈ L2
E(R

d, Gα) −→ X(h) =

∫ ′

Rd

h(x)
Z (dx)

∥x∥(d−α)/2
(114)

(see Peccati and Taqqu, 2011, Chapter 9), considering the following identification between or-
thonormal bases of both spaces: For a given orthonormal basis {φn⊗φn, n ∈ N

d
∗} of L2

E(R
d, Gα)⊗

L2
E(R

d, Gα), its image by such an isometry Î2 is defined as

Î2(φn ⊗ φn) =

∫ ′′

R2d

[
φn(x1)φn(x2)

] Z (dx1)

∥x1∥(d−α)/2

Z (dx2)

∥x2∥(d−α)/2
, (115)

which also defines an orthonormal basis in the two-Wiener chaos of the isonormal process X in
(114).

From equation (113), by Parseval identity, for the orthonormal basis φn ⊗φn of L2
E(R

d, Gα)⊗
L2
E(R

d, Gα), constructed from the eigenvectors of integral operator H with kernel H, we obtain

⟨H,φk ⊗ φk⟩L2
E(Rd,Gα)⊗L2

E(Rd,Gα) =

⟨
∑

n∈Nd
∗

µn(H)φn ⊗ φn, φk ⊗ φk

⟩

L2
E(Rd,Gα)⊗L2

E(Rd,Gα)

= µk(H), ∀k ∈ N
d
∗. (116)

From equation (116), using isometry Î2 in (115)

∫ ′′

R2d

H(x1,x2)
Z (dx1)

∥x1∥(d−α)/2

Z (dx2)

∥x2∥(d−α)/2

=
∑

n∈Nd
∗

µn(H)

∫ ′′

R2d

[
φn(x1)φn(x2)

] Z (dx1)

∥x1∥(d−α)/2

Z (dx2)

∥x2∥(d−α)/2

=
∑

n∈Nd
∗

µn(H)H2

(∫

Rd

φn(x)
Z (dx)

∥x∥(d−α)/2

)
, (117)

where H2 denotes, as before, the second Hermite polynomial. Note that summation and integra-
tion can be swapped, in view of the convergence of the series (112) in the space L2

E(R
d, Gα) ⊗
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L2
E(R

d, Gα), and the referred isometry between L2
E(R

d, Gα) ⊗ L2
E(R

d, Gα) and the two-Wiener
chaos of isonormal process X introduced in (114) (see also equations (113)–(116)).

The random variables ∫ ′′

R2d

φn(x)
Z (dx)

∥x∥(d−α)/2
, n ∈ N

d
∗,

with zero mean and variance
∫
R2d |φn(x)|2Gα(dx) are jointly Gaussian and are independent, due

to the orthogonality of the functions φn, n ∈ N
d
∗, in the space L2

E(R
d, Gα). From equations (84)

and (117),

S∞ =
d
c(d, α)|D|

∑

n∈N∗

µn(H)(ε2n − 1).

Equation (93) is then obtained by setting λn(S∞) = c(d, α)|D|µn(H).

Proof of Proposition 4.1

Let us consider F and F−1 the Fourier and inverse Fourier transforms respectively defined on
L1(Rd) and L2(Rd). Consider an eigenpair (µ, h) of the operatorAα, we have that

∫
Rd |h(y)|2 1

∥y∥d−α <

∞. Applying the inverse Fourier transform F to both sides of the identity

µh = Aαh,

we get
µF−1(h) = F−1(Aαh) = c(d, α)F−1(H1 ∗H2),

where, as before,
H1(λ1 − λ2) = H(λ1,λ2),

with kernel H being defined in equation (85), and H2(y) = ∥y∥−d+αh(y). In the computation
of this inverse Fourier transform, we note that H1 ∈ L1(Rd) ∩ L2(Rd). In order to apply the
convolution theorem, we first perform the following decomposition:

H2(y) = ∥y∥−d+αh(y)1B1(0)(y) + ∥y∥−d+αh(y)1Rd\B1(0)(y) := H−
2 (y) +H+

2 (y),

where B1(0) denotes, as before, the ball with center zero and radius one in R
d. Since

∫

Rd

h2(y)∥y∥−d+αdy <∞,

H−
2 ∈ L1(Rd), and H+

2 ∈ L2(Rd). Applying the linearity of the convolution and Fourier transform,
the convolution theorem for both L1 and L2 functions (see Triebel, 1978, and Stade, 2005) leads
to

µF−1(h) = c(d, α)F−1(H1 ∗H2) = c(d, α)
[
F−1(H1 ∗H−

2 ) + F−1(H1 ∗H+
2 )
]

= c(d, α)|D|−11D(F−1(H−
2 +H+

2 )) = c(d, α)|D|−11DF−1H2,

(118)

where we have considered equations (83) and (85). From (118), we can see that the support of
F−1(h) is contained in D, for any eigenfunction h of Aα. The convolution theorem for generalized
functions (see Triebel, 1978) can be applied again to H2, since h has compact support. By (95),
Gα(dx) = gα(x)dx, with gα(x) = ∥x∥−d+α. Then,

h(y)∥y∥−d+α = F
(
F−1(h) ∗ F−1(gα)

)
(y).

Therefore, in equation (118), we obtain

µF−1(h) = c(d, α)|D|−11DF−1
[
F
(
F−1(h) ∗ F−1(gα)

)]

= c(d, α)|D|−11D

(
F−1(h) ∗ F−1(gα)

)
. (119)
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The inverse Fourier transform F−1 of gα(y) = ∥y∥−d+α is obtained from equation (25) (see,
Lemma 3.1, or Lemma 1 in p.117 of Stein, 1970):

F−1(gα)(z) =
1

c(d, α)∥z∥α =
πd/22αΓ(α/2)

Γ
(
d−α
2

) ∥z∥−α.

Applying (119) and this last relation, we finally obtain that, for an eigenpair (µ, h) of Aα, the
following identities hold:

µF−1(h)(z) = |D|−11D(z)

∫

D

∥z− y∥−αF−1(h)(y)dy, (120)

since, as commented before, F−1(h) is supported on D. Thus, if (µ, h) is an eigenpair of Aα, then
(µ,F−1(h)) is and eigenpair for |D|−1Kα on L2(D). The converse assertion also holds, and, hence,
there exists a one-to-one correspondence between eigenpairs of Aα and |D|−1Kα, which preserves
the eigenvalues. Therefore, these operators have the same eigenvalues, and this fact completes the
proof.

Appendix B

The proof of Theorem 5.1 is based on the following lemma, Lemma 4.1 of Veillette and Taqqu
(2013).

Lemma 6.1. Define the function Gc(x) =
∑∞

k=1 x
ck , with c = {cn} being a positive strictly

increasing sequence such that cn ∼ βnα, as n −→ ∞, for some 1/2 < α < 1, and constant β > 0.
Then,

Gc(x) ∼ xc1 , as x −→ 0

Gc(x) ∼ 1

αβ1/α
Γ

(
1

α

)
(1− x)−1/α, as x −→ 1. (121)

Appendix C

An alternative proof of the boundedness of the probability density of S∞, based on the series
representation given in Corollary 4.1 is derived, and an upper bound is also provided.

Proof of boundedness of the probability density of S∞

From Corollary 4.2, there exist two indexes k0 and k1 such that λk0(S∞) > λk1(S∞). Then,

S∞ =
∑

k∈Nd
∗

λk(S∞)
(
ε2k − 1

)
= λk0(S∞)(ε2k0

− 1) + λk1(S∞)(ε2k1
− 1) + η.

where
η =

∑

k∈Nd
∗
,k ̸=k0,k1

λk(S∞)
(
ε2k − 1

)
.

Thus,
S∞ = λk1(S∞)(βε2k0

+ ε2k1
)− (λk0(S∞) + λk1(S∞)) + η2,

where β = λk0(S∞)/λk1(S∞).
The random variables ε2k0

and ε2k1
are independent. Since the density of ε2k1

is of the form

fε2
k1

(x) =
1

Γ( 12 )
√
2
x−1/2e−x/2, x > 0,
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and the density of βε2k0
is given by

fβε2
k0
(x) =

1

βΓ( 12 )
√
2
(x/β)−1/2e−x/2β , x > 0,

noting that β =
λk0

(S∞)

λk1
(S∞) > 1, then the density of ς = βε2k0

+ ε2k1
satisfies

fς(u) =

∫ u

0

fε2
k1

(u− x)fβε2
k0
(x)dx

=
e−u/2

2Γ2( 12 )
√
β

∫ u

0

(u− x)−1/2e
x
2 x−1/2e−

x
2β dx =

[1− 1

β
> 0]

=
e−u/2

2Γ2( 12 )
√
β

∫ u

0

(u− x)−1/2e
x
2 (1− 1

β )x−1/2dx

≤ e−u/2e
u
2 (1− 1

β )

2Γ2( 12 )
√
β

∫ u

0

(u− x)−1/2x−1/2dx

≤ e−
u
2β

B( 12 ,
1
2 )

2Γ2( 12 )
√
β

≤ 1

2
√
β

=
1

2
√

λk0
(S∞)

λk1
(S∞)

≤ 1

2
. (122)

As the convolution of a bounded density with other is bounded, we then obtain the desired result.
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