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Abstract— In this paper, we present a routing and channel as-
signment protocol for multi-channel multi-hop wireless networks.
We consider a multi-hop network, where a mobile host may con-
nect to an access point using multi-hop wireless routes, via other
mobile hosts or wireless routers. Also, we consider a multi-channel
network where multiple non-overlapping (orthogonal) channels
are available, and each host or router can dynamically select a
channel to improve performance. In this environment, we propose
a multi-channel routing protocol that works with nodes (mobile
hosts or wireless routers) equipped with a single NIC (network
interface card). Supporting single NIC devices is beneficial be-
cause having multiple network interface can be costly for small
and cheap devices.

Using the proposed protocol, nodes discover multiple routes to
multiple access points possibly operating on different channels.
Based on the traffic load information, each node selects the “best”
route to an access point, and stays on the channel where the ac-
cess point is on. With this behavior, the protocol balances load
across the channels, thus removing hot spots and improving chan-
nel utilization. The channel assignment does not cause network
partitions, assuring that if a path exists from a node to an access
point, the node finds a route to an access point, where all the in-
termediate nodes and the destination are operating on the same
channel.

Our simulation results that the proposed protocol successfully
adapts to changing traffic conditions and improves performance
over a single-channel protocol and a protocol with random channel
assignment.

I. I NTRODUCTION

Wireless networks that are widely deployed for commercial
use today are mostly single-hop infrastructure networks (wire-
less LANs). To access the Internet, a mobile host must be di-
rectly within range of an access point (AP) typically connected
to the wired backbone network. Since the range of a single ac-
cess point is limited, multiple APs are deployed to cover a large
area, as in Figure 1.

AP APAP AP AP(11)(6) (1) (6) (11)
Fig. 1. An example deployment of access points. Numbers in parentheses
indicate operating channels.

To reduce interference, neighboring APs are usually config-
ured to operate on different frequency channels. For example,
IEEE 802.11b standard for wireless LANs [1] provides three
non-overlapping channels (1, 6 and 11), where communication
can take place simultaneously without interfering each other.
In Figure 1, APs are assigned channels so that neighboring APs
operate on different channels.

There are several limitations to the single-hop infrastructure
network architecture. First, it cannot handle unbalanced traffic
load efficiently. In typical scenarios such as airports, traffic load
is not balanced among cells. Places near gates can becomehot
spotswhen people wait for the plane to start boarding. Second,
for a large area, it can be expensive to deploy a large number of
backbone-connected APs to cover the entire region.

Recently, researchers have proposed ideas to overcome these
two limitations using multi-hop networking. For example, in
[2], a mobile host in a hot-spot area can connect to an AP in the
neighboring cell through another mobile host acting as a relay.
Similarly, wireless mesh networks use wireless routers to cover
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a large service area without providing wired connectivity to a
large number of APs [3].

In the multi-hop architectures, a node may find multiple
routes to different access points, potentially operating on dif-
ferent channels. Thus each node must select the “best” route
where it can achieve the best service quality. Since routes are on
different channels, selecting a route also means selecting which
channel the node should stay on. We assume that all access
points, wireless routers and mobile hosts are equipped with a
single network interface card (NIC). With a single NIC, a node
can only operate on one channel at a time. A node can switch
its operating channel, but at the cost ofchannel switching delay.
The minimum channel switching delay reported is 80µs [4],
which implies that per-packet channel switching is expensive
and thus not suggested. So in this paper, we consider a route as
valid only if all nodes in the path are on the same channel.

To maximize channel utilization, the channels should be as-
signed so that traffic load is equally balanced among channels.
However, the channel assignment problem is not trivial due to
the following issues. First, the traffic load varies over time and
is not known a priori. Second, the traffic load for a certain node
depends on the number of hops from the node to its associated
access point, because it determines how many times a packet is
transmitted in order to achieve end-to-end throughput. Finally,
channels should be assigned with the constraint that every node
should have at least one route to an access point.

Estimating the traffic load accurately is critical in achieving
channel load balancing and thus high channel utilization. In
Section II, we argue that traffic load observed locally by each
node does not accurately reflect the actual load, and thus cannot
be used as a base for selecting routes. Instead, load information
should also be obtained from the APs. Also, when the load is
measured at the AP, number of hops to the destination should
be considered. Finally, when a node selects its primary route,
local load information must be used to avoid route oscillation.
We propose a new method for estimating the traffic load and
selecting the best route according to the load information.

The routing and channel assignment protocol proposed in
this paper addresses the issues mentioned above and achieves
channel load balancing by dynamically assigning channels ac-
cording to the current traffic condition. Channel assignment is
done in a distributed manner, as each node selects its operating
channel according to its observed load information. Simulation
results show that our proposed protocol successfully adapts to
the changing traffic conditions and balances load among chan-
nels to achieve high channel utilization. Thus, the contributions
of this paper are the followings:
• A metric for estimating the current traffic load and a

method for selecting the best route based on the load in-
formation.

• A routing and channel assignment protocol to achieve
high performance in multi-channel multi-hop wireless net-
works with nodes equipped with single NIC.

The rest of this paper is organized as follows. In Section II,
we explain the multi-channel multi-hop network architecture
and discuss methods for estimating traffic load and selecting
routes in this environment. After that, we describe our pro-
posed routing and channel assignment protocol in Section III.

In Section IV, we report the results from simulations performed
to evaluate the effectiveness of our proposed protocol. In Sec-
tion V, we review previous work that is relevant to our work
in this paper. Finally, we conclude with directions for future
research in Section VI.

II. M ULTI -CHANNEL MULTI -HOP WIRELESSNETWORKS

A multi-channel multi-hop wireless network of interest in
this paper can be considered an extension to infrastructure net-
works, allowing nodes to connect with an access point via mul-
tiple hops. An example network is illustrated in Figure 2. In the
figure, solid lines indicate links on channel 1, and dashed lines
indicate links on channel 2. The dotted line indicates that there
is a potential link between C and D, if their channels match each
other. AP 1 AP 2A B D EC F

wired networkch 1 ch 2
Fig. 2. An illustration of a multi-channel multi-hop wireless network. Solid
lines are links on channel 1, and dashed lines are links on channel 2. The dotted
line indicates a potential link, if node C and D were on the same channel.

In this example, nodes A, B, C, and D are associated with
AP1 on channel 1, and nodes E and F are associated with AP2
on channel 2. Nodes C and D cannot reach an access point
directly, but they are connected via multiple wireless hops.

Note that a “node” can be a mobile host or a wireless router.
Mobile hosts are end-user devices, and wireless routers are sim-
ple routers with only wireless interfaces, and they act as inter-
mediate nodes to relay packets. Wireless routers are always
willing to relay packets, whereas mobile hosts may or may not
volunteer to relay packets of other mobile hosts. In the pro-
posed protocol described in Section III, mobile hosts that are
not willing to relay packets of other hosts do not participate in
the protocol to send HELLO messages or reply to SCAN mes-
sages (details explained later).

Coming back to Figure 2, consider node D. It is currently on
channel 1, and is associated with AP1. However, if D switches
its channel to channel 2, it can associate with AP2 via node E.
Once D associates with AP2, node B and C can also connect to
AP2 via D and E.

Since node D has two potential routes it can use, it must
choose the route where it can achieve a better quality of ser-
vice. The quality of service at a node including current traffic
load on the channel and the quality of links on the route affected
by environmental factors. In this paper we mainly focus on the
traffic load when selecting routes. Considering link quality as a
factor in load metric can improve the accuracy of the metric. It
is outside the scope of this paper and left as a future work.
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Node D chooses the route with less traffic load. In order to
do that, D must know the load on its current channel as well as
other channels. Thus, we discuss how to estimate traffic load in
the following subsection.

A. Estimating traffic load

Before discussing how to estimate traffic load, we state our
assumptions. First, although a node may have multiple routes
to the access point, only one route is used at any given time, and
other routes are maintained for backup so that they can be used
when the primary route fails or becomes congested. For exam-
ple, in Figure 2, node D only uses the route through node B to
connect to the wired network (this route is called theprimary
route. The primary routes of nodes associated with the same
AP form aroute tree, rooted at the AP. Second, we assume that
most of the traffic is downlink traffic (e.g. accessing web data),
sent from AP to mobile hosts. The proposed protocol supports
uplink traffic, but the load estimation is based on the downlink
traffic. Third, we assume that APs are placed dense enough that
most routes are short in terms of number of hops, such as 3 or 4
hops, although there is no limit on the number of hops the proto-
col supports. With this assumption, we do not need to consider
simultaneous transmission within the route tree due to spatial
reuse. Similar assumptions are made in other works [5], [6]. Fi-
nally, we assume that as in single-hop infrastructure networks,
neighboring APs are typically assigned different channels. So
it is unlikely that a node finds short routes to two different APs
that are on the same channel. With this assumption, balancing
load among route trees leads to balancing load across channels.
In Section VI, we revisit these assumptions and discuss prob-
lems that arise if these assumptions do not hold, and suggest
ways to address the issues.

To discuss how to estimate traffic load, we refer to Figure
2 again. Currently node D is connected to AP1 via node B.
Node D has another route to AP2 via node C, but it is not used
presently. Suppose each node exchanges their traffic load infor-
mation via control messages (the protocol details are explained
later). So D obtains load information from B, C, and E. What
would be the metric that nodes should use to communicate the
load information? First, each node can measure the number of
bytes it has received or forwarded during a recent time window.
For example, during last 10 seconds, the average traffic load
that node B has received or forwarded traffic is 500 Kbps, and
the average traffic load that node E has received or forwarded
is 100 Kbps. Does this information suggest that node D should
switch to channel 2 and join AP2 route tree? The answer is no,
because E does not know if it is receiving 100 Kbps because
that is the total load on the channel, or it is only receiving 100
Kbps of traffic because AP is busy forwarding traffic to other
nodes. So locally measured load cannot be used as basis for
selecting routes.

The other metric we can use is the load measured at the AP.
Since all the traffic destined to the nodes associated with the
AP goes through the AP, it can accurately measure the load
on its route tree. We assume that the bandwidth of the wired
backbone that the APs are connected to is much larger than the
bandwidth of wireless links. Suppose AP1 observes that during
last 10 seconds, it has forwarded 2Mbps of traffic. Also, AP2

has forwarded 1Mbps of traffic. If D obtains this information,
D knows that AP2 has a lighter load than AP1.

However, the AP-measured load is still not an accurate mea-
sure that can be used in selecting routes. Consider the scenario
in Figure 3. Currently, D is associated with AP1 on channel
1, via node B. Suppose AP1 has 2Mbps of traffic destined for
node A, and AP2 has 1Mbps of traffic destined for node F. If
node D obtains this information, does this suggest that node D
should switch to channel 2 and connect to AP2? The answer
is no. Since each packet needs to be transmitted three times to
reach node F, the actual load on the route tree is 3Mbps instead
of 1Mbps (recall that due to small depth of the tree, two trans-
missions in the same route tree interfere with each other). So it
is better for D to stay on channel 1.AP 1 AP 2wired networkB ED Cch 1 ch 2

FA
Fig. 3. An example network scenario. This example indicates that number
of hops must be considered in measuring the load. The solid lines are links on
channel 1, and the dashed lines are links on channel 2.

This example indicates that the load should be weighted ac-
cording to the number of hops to the destination. We call this
new metric theweighted-loadmetric, we use this metric for
load measurement in this paper. The specific details of how the
load is measured at the AP and how the load information is dis-
tributed is explained in Section III. Next we discuss how a node
should select routes based on this load information.

B. Selecting the route with minimum load

Suppose a node obtains load information on all its potential
routes to destinations. When does a node decide to switch chan-
nels and join another route tree? This subsection discusses this
issue. A node cannot freely switch channels because it might
have child nodes in the route tree. Consider the scenario in Fig-
ure 4. Initially node D is associated with AP1, and so is node
G. Suppose AP1 has 1Mbps of traffic for node A, 1Mbps for
node D and 1Mbps for node G. Also, AP2 has 1Mbps for node
F. If node D obtains this information, should node D switch to
channel 2?

Using the weighted load metric, the load of AP1-tree (the
route tree rooted at AP1) is 6 Mbps (1 Mbps for A, 2 Mbps
for D, and 3 Mbps for G), and the load of AP2-tree is 1Mbps.
If only node D can switch to channel 2, the load of AP1-tree
will become 4 Mbps, and the load of AP2-tree will become 4
Mbps (1 Mbps for G and 3 Mbps for D). So this suggests that
D should switch to channel 2. However, it will lead to node G
being disconnected from the network. So when D decides to
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Fig. 4. An example network scenario. This example indicates that subtree
load must be considered when selecting the best route.

switch channels, all its descendants in the route tree must also
switch channels. But if D and G switches together, load of AP2-
tree becomes 8Mbps, and thus D may decide to stay on channel
1.

This example indicates that a node D decides to move from
AP1-tree to AP2-tree only when the current load of AP1-tree
is larger than the current load of AP2-tree plus the load of the
subtree rooted at node D weighted according to the number of
hops in the AP2-tree. If the current load and the load after D
moves is equal, tie is broken using number of hops from D to
the AP.

A node may decide to switch its primary route within the
tree (i.e. without switching channels or associating with an-
other AP). This happens when the primary route has larger hops
from the AP than the alternative route. Then the weighted load
after the node switches its primary route will be smaller than
the current load. So the weighted load metric prefers routes
with smaller hops. Formal descriptions of how a node selects
its primary route is presented in Section III.

III. PROPOSEDROUTING AND CHANNEL ASSIGNMENT

PROTOCOL

In this section, we describe our routing and channel assign-
ment protocol in detail. As mentioned earlier, we assume that
all nodes in the network communicate via access points, and
not with each other directly. Whenever two mobile nodes need
to communicate, they can use their routes through APs. So it is
enough that each node maintains at least one route to an access
point, and routes to all the descendant nodes in the route tree.
The AP must maintain routes to all the nodes associated with
the AP.

The routing protocol must answer the following questions:
• How are the routes established?
• How are the routes maintained and updated?
• How are the routes recovered after failures?
In the following subsections, we describe how the proposed

protocol addresses these issues.

A. Route establishment

When a node is turned on, it must first discover a route to
an access point. For this purpose, the node performs”active

scanning” on all channels. Consider the scenario in Figure 5.
There are two APs, operating on channel 1 and channel 2, re-
spectively. Before node B joins the network, node A is already
in the network, associated with AP1 on channel 1 (as shown in
Figure 5(a). Now node B joins the network as in Figure 5(b).
Initially, node B selects a random channel, and starts scanning
by broadcasting a SCAN message on the channel. The SCAN
message contains the address of the sender. After sending the
SCAN message, node B waits on the channel for some time to
collect responses and then moves on to the next channel and
eventually scans all channels in a round-robin manner.AP1 AP2Ach1 ch2ch1

(a) beforeAP1 AP2A Bch1 ch2ch1
(b) after

Fig. 5. A simple network scenario with two access points and two nodes.

Access points, and nodes that are already associated with an
access point can reply to the SCAN message by unicasting a
REPLY message back to the sender, node B in our example.
The REPLY message contains the address of the replier, the ad-
dress of the AP that the replier is associate with, and the num-
ber of hops to the AP. In the above scenario, node A replies to
SCAN on channel 1, and AP2 replies on channel 2. Since there
can be multiple neighbors replying on a channel, nodes wait for
a random delay before sending the REPLY message.

After scanning all channels, node B selects itsprimary route
by choosing one of its neighbor as itsparentnode. Among all
the routes received, B selects the route with the minimum load
according to the weighted-load metric explained in Section II.
If there is a tie, the one with the minimum number of hops is
chosen. In the above example, B selects AP2 as its parent node.

Once a node selects its primary route, the path from the node
to the AP is established. The reverse path from the AP to the
node is established byassociationprocess. Node B sends an
ASSOCIATION message along its primary route to its associ-
ated AP, and all intermediate nodes and the AP set up a path to
node B. The scanning and association process is illustrated in
Figure 6, where node B is establishing a route with AP1.

The route table that each node maintains is similar to that of
AODV [7], with some changes in the route entry. An example
route table is shown in Figure 7.

In the topology shown in Figure 7(a), node B has two routes
to AP1, and a route to node C. Between the two routes to the
AP, node B has chosen the route via node A as its primary route.

The fields in the route entries that are not in the route entries
of AODV are type, channel, load and path. The type indicates
the node type of the destination: whether it is an AP, or a mobile
node. Among routes to APs, one route is selected as primary
route, which has “PRIM” under the type field. The channel
indicates which channel the route uses. The load field will be
explained later. Finally, instead of sequence numbers used in
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Fig. 6. An illustration of scanning and association process.AP1 A B CD
(a) Network topologydst nexthop chanhops load pathAP1   D  AP1Route Table of BtypePRIMAPAP1   A  AP1C MHADC 221 111 500    0500

(b) The route table of node B

Fig. 7. An example route table and its corresponding network topology. Node
B has two routes to AP1, and a route to node C. Between the two routes to AP1,
the route via node A is selected as the primary route.

AODV, the entire path information is recorded in the route entry
to prevent route loops when nodes update their routes.

B. Route management and updates

Managing and updating routes is the most important part of
our proposed protocol. Once the primary route has been es-
tablished, each node collects load information for its own route
tree and other route trees. Based on this information, the node
switches to the route tree with minimum load so that it can ob-
tain the highest quality of service possible. First, we describe
how the load is measured at APs. Next, we explain how the
load information is collected by the nodes. Finally, we present
the process of route update.

1) Measuring load: In Section II, we have discussed what
metric to use for load information. We concluded that the
weighted loadwas suitable measure. Here we present the
detailed description of how the load information is collected
and distributed. Note that the protocol performs load balanc-
ing based on the downlink traffic, because we assume that the
downlink traffic is much more dominant than uplink traffic. Al-
though not considered in estimating load, the protocol supports
uplink traffic as well as downlink traffic.

Each AP remembers the amount of traffic it has received dur-
ing pastT seconds. In the simulations, we have used 10 second

asT . The packets counted as traffic are the ones that are from
wired network to a node in the route tree rooted at the AP. Since
the AP knows the destination, it records the amount of traffic
per destination.

For example, let us consider Figure 7(a) again. Suppose dur-
ing lastT seconds, AP1 has received 100Kbps of load for node
D, and 200 Kbps of load for node B. The AP1 records this in-
formation in its route table as in Figure 8.dst nexthop chanhops load pathA Route Table of AP1typeMHMHBC MHAAA 123 111     0    0200D D 1 MH 1 100
Fig. 8. Route table of AP 1 in the scenario shown in 7(a).

The weighted load metric indicates that the load for each des-
tination should be weighted by the number of hops from AP to
the destination node. So the weighted load of the route treeL1

is computed as follows.

L1 =
∑

i

(hi × li) (1)

wherei is a node in the route tree rooted at the AP,h is the
number of hops, from AP to the node, andl is the amount of
traffic destined for the node. So in the above example, the total
load of AP1-route tree is 500Kbps.

2) Distributing and collecting load information: How a
node makes decision on which route tree to stay on was ex-
plained in Section II. To make the decision, a node should ob-
tain load information on its own route tree, other route trees and
the amount of traffic destined for the node itself and its subtree.

To allow each node to obtain the load information of its sub-
tree, the AP piggybacks the load information in the data packet.
For example, in scenario shown in Figure 7(a), AP1 observes
that 200Kbps of traffic has been received to be delivered to node
B during lastT seconds. Then AP1 sends 200 Kbps with the
data packet along the route. The intermediate node and the des-
tination node records the information on their route table. So in
the example, node A records 200 Kbps in the route entry that
has node B as destination, and node B records 200 Kbps as a
separate variable name “LOAD” in its route table.

Now a node has to obtain information on route trees. Since a
node with a single-NIC can only listen on one channel at a time,
a node cannot monitor other channels to find the traffic condi-
tion on other channels. To exchange routes and load informa-
tion, HELLO messages are used. Periodically, each AP trans-
mits a HELLO message which includes the load information
measured using weighted-load metric. As the scanning process
previously explained, HELLO messages are sent on all chan-
nels, one at a time. When the nodes receive the HELLO mes-
sage, they update their route table according to the information
given in the message (as explained later). After that, only if the
sender of the HELLO message is thenext hopnode in its pri-
mary route, the node forwards the HELLO message. Otherwise
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the packet is discarded. To avoid collision among nodes that
transmit HELLO messages at the same time, each node waits
for a short random delay before sending its HELLO message.
In this manner, the HELLO messages are initiated by the APs
and forwarded along the route tree.

A node switches its channels while sending HELLO mes-
sages, becoming deaf to the transmissions on its original chan-
nel. However, the duration of sending HELLO messages on
all channels is small, around a few milliseconds per channel.
When node finishes sending HELLO messages, it waits for a
short delay before resuming to transmit data packets, so that its
child nodes can finish sending HELLO messages and return to
their original channel.

We call the period for sending HELLO messagesPhello.
Phello must not be long enough to reduce overhead on the net-
work. In the simulations, we have used 3 seconds as thePhello.
To avoid synchronized HELLO period among APs, each AP
randomly picks the next HELLO time between the range [1.5-
4.5].

The HELLO message is used for two purposes: update load
information and discover backup routes to other APs on other
channels. When a node sends a HELLO message, it includes
the following information.
• The address of AP that the node is currently associated

with
• Number of hops to the AP
• Load of the node’s route tree
Since the HELLO messages are sent on all channels, a node

can receive HELLO from all the neighbors including those on
other route trees. When a node receives a HELLO message, it
first checks whether the HELLO message carries a new route to
an AP through the sender. If so, then the new route is recorded
in the node’s route table. Then the node updates load informa-
tion for the route tree that the sender is on. For ease of under-
standing, consider the following scenario in Figure 9.AP1A BG D E F

AP2Tree Load: 300ch1 ch2Tree Load: 1500
load: 100 Cload: 100

Fig. 9. An example network scenario to illustrate the process of obtaining
route information and selecting primary route based on load information.

In Figure 9, node D is initially associated with AP2 on chan-
nel 2. AP2 has observed that 100 Kbps of load is for node D
and 100 Kbps of load is for node C. As the data packet is for-
warded, D obtains load information of itself and node C. When
AP2 broadcasts a HELLO message, D learns that the load of its
route tree is 1500 Kbps. Now at some point of time AP1 starts

HELLO process. Node B receives the HELLO message and
rebroadcasts it on all channels. When B transmits the HELLO
packet on channel 2, node D receives the packet. Now D finds
out that B is associated with AP1, and is 1 hop away from AP1.
So D obtains a backup route to AP1 on channel 2, through B.
In the HELLO message, B includes the load of its route tree,
which is 300Kbps. So after receiving the HELLO packet and
updating its route table, the route table of node D looks like
Figure 10.dst nexthop chanhops load pathAP2 Route Table of DtypePRIMMHC   E  AP2AP1 APECB 212 221 1500300100Load: 100  B  AP1
Fig. 10. Route table of node D in the scenario shown in 9.

Using this information, node D can now decide if it should
switch to the other route tree.

3) Switching route trees for load balancing:Once the nec-
essary load information is obtained, nodes can decide whether
to switch to other route trees. In the example shown in Figure
9, node D can switch its channel to channel 2 and re-associate
with AP1, because it has a lower load.

When making the decision, the node compares the current
load of its route tree and the load of the other treewhen the node
joins the tree. In the above example, node D has to compare the
current load of AP2-tree and the load of AP1-tree considering
the load when node D joins AP1-tree.

Since node D has children in the route tree, it cannot just
switch channels to join other trees, because the child nodes will
lose connections with the AP. Instead, if D decides to switch
channels, it should tell all its children to switch channels as
well. Effectively, the whole subtree moves to the new route tree.
So the load information should be computed correspondingly.

For example, in Figure 9, suppose node D wants to decide
if it should move to AP1. The current load of AP2-tree is
1500Kbps. Now the load of the other tree should be computed
as:

LAP1′ = LAP1 +
∑

i

(hiAP1 × li) (2)

whereLAP1′ is the load of AP1-tree after node D joins the
tree,LAP1 is the load of AP1-tree before node D joins the tree,i
is the node in the subtree rooted at node D,hiAP1 is the number
of hops from nodei to AP1, andli is the load destined for node
i. In the above example, the load of AP1-tree after the subtree
of D joins the tree is computed as:

LAP1′ = 300 + (100× 2 + 100× 3) = 800 (3)

Since it is still smaller than the current load of AP2-tree, node
D can decide to switch channels so that it can join AP1.

Even if node D observes that AP1 has less traffic load than
AP2, it does not immediately move to AP1, because the de-
cision can be based on out-of-date information. Also, react-
ing immediately can cause route oscillations, because multi-
ple nodes can switch back and forth causing the traffic load
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to oscillate between two route trees. Instead, if node D ob-
serves that AP1 has lower load for sufficiently long time, it
decides to switch channel with confidence that it will balance
the load among APs. The duration of time a node waits be-
fore it switches route trees is a tunable parameter. We denote
it asTswitch and we useTswitch = 10 seconds in the simula-
tions. Tswitch parameter should be longer than the2Phello, so
that nodes can make decisions based on up-to-date information.
Also, to avoid route oscillation due to multiple nodes switching
at the same time, each node chooses a random duration larger
thanTswitch before switching.

Once node D decides to switch channels, it first sends a
SWITCH message to all its child nodes, and the SWITCH mes-
sage includes the new AP, number of hops from node D to the
AP, and the new channel. The SWITCH packet is forwarded
down the tree, and all children of node D switches their chan-
nels and update their route entry for the primary route. Af-
ter sending the SWITCH packet, node D associates with the
new AP by sending ASSOCIATION message on the new route.
The ASSOCIATION message includes the previously associ-
ated AP, which is AP2 in this case. When AP1 receives the
ASSOCIATION message, it informs AP1 through wired back-
bone network that node D has left AP1. All children of node D
go through the same process to associate with the new AP.

C. Route recovery

Due to mobility or node failures, the primary route may fail.
The route recovery process of the proposed protocol is simi-
lar to route recovery process of ad-hoc routing protocols such
as AODV. When the route is broken, the node which observes
the failure informs the source node using RERR (Route Error)
message. The source node initiates the recovery process. For
example, consider the scenario in Figure 11.AP1 A BC RERRASSOCIATIONASSOCIATION AP2

D SWITCH
wired network

(a) Mobile node is the source.

AP1 A BC RERRAP2
D

wired networkQUERY(D)QUERY(D)QUERY(D)QUERY(D)
(b) AP is the source.

Fig. 11. Route recovery process of the proposed protocol.

In Figure 11(a), node C was trying to send a packet to AP2,
but B could not forward the packet to AP2. Then B sends
an RERR message back to C. If node C does not have any
backup route, then it starts the scanning process again. If C
has a backup route as in this example, C selects the route, and
switches to the corresponding channel. After that, C sends
an ASSOCIATION message on the new route. If it has child
nodes, it sends SWITCH message to its children so that they
can switch their primary routes too (the switch process is simi-
lar to that discussed earlier).

In Figure 11(b), AP2 is the sender of a data packet, and node
D is the destination. After the link between B and C breaks,
AP2 is informed that the route is broken. Since APs do not
maintain multiple routes, AP2 broadcasts the QUERY message
on its route tree to look for node D. If node D receives the query
message, it selects primary route (as discussed before in route
establishment process) and sends an ASSOCIATION message
along the route. If the AP cannot find the destination node in its
own route tree, it asks neighbor APs through the wired link to
look for node D. In this case AP1 finds node D. Then AP1 tells
AP2 that it has found node D, and have node D associate with
AP1.

IV. PERFORMANCEEVALUATION

We have performed simulations to evaluate the performance
of the proposed protocol. In this section, we report and discuss
the results.

There are two main design goals for the proposed protocol.
First, the protocol should allow every node in the network to
find a route to at least one AP, if such a route exists. To avoid
fast channel switching, we consider a route as valid only if all
nodes on the path are on the same channel. Second, within the
constraint that every node should have at least one route to an
AP, the routing protocol should adapt to changing traffic con-
ditions on channels and balance load among them to maximize
channel utilization.

To see how well the proposed protocol utilizes available
bandwidth in available channels, we compare our protocol with
two other protocols. The first one is AODV [7], which is a
single channel protocol. When running AODV, all nodes in-
cluding APs are assigned the same channel. The second one is
a multi-channel protocol, but each node selects routes based
on the number of hops and there is no load balancing. We
call this protocol “MCP” (Multi-Channel Protocol). With MCP,
APs in a crowded area will have a correspondingly large num-
ber of nodes in its route tree, and APs in other areas will have
small number of nodes associated with them. We call our pro-
posed protocol as “MCP-LB” (Multi-Channel Protocol with
Load Balancing), to distinguish with the other two protocol.

The goal of performance evaluation is to see how well the
proposed protocol, MCP-LB, meets the design goal. In the fol-
lowing, we first describe our simulation setup, and then report
the results.

A. Simulation Setup

We have used ns-2 simulator [8] with wireless extensions
for our simulations. The simulation area is a 1000m× 1000m
square, where 64 nodes are randomly placed. The transmission
range of each node is 250 m, and the channel bit rate is 2 Mbps.
Each node uses IEEE 802.11 DCF for medium access control.

Unless otherwise specified, 4 APs are placed at the center of
4 quadrants, as in Figure 12(a). There are 4 orthogonal channels
total, and each AP operates on a different channel. Among 64
nodes in the area, 16 nodes are randomly picked as destination
nodes that receive traffic from the wired network. Constant bit
rate (CBR) traffic comes from the wired network through the
AP and the AP forwards the traffic to the destination node. The
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size of each packet is 512 bytes. To create unbalanced traffic
load in the area, we have picked the destination nodes using the
distribution shown in Figure 12(b).1 42 3

(a) Placement of APs

40%40% 10%10%
(b) Placement of destina-
tion nodes

Fig. 12. Placement of APs and destination nodes.

For the protocol parameters, we have set durationT , which is
the duration of time window used by an AP to measure the load,
as 10 seconds. Also, we have set the HELLO period,Phello, to
be 3 seconds and the minimum amount of time,Tswitch, to be
10 seconds. These parameters were explained in Section III.

Finally, the simulation time for each simulation is 400 sec-
onds, and each data point in the graphs are a result of 10 runs,
except for Figure 17 and Figure 18.

B. Results

In the first simulation, we measured the aggregate throughput
of the three protocols, varying the total network traffic. The
total traffic load is divided equally among flows. So if the total
load is 4Mbps, the rate of each flow is 250Kbps. The results are
shown in Figure 13.
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Fig. 13. Aggregate Network Throughput Varying Network Load.

As shown in the graph, the throughput of the AODV is lim-
ited to around 1000 Kbps. For MCP and MCP-LB, MCP-LB
achieves higher throughput than MCP. This is because the two
channels that the APs in the crowded area use are congested,
whereas the other two channels are under-utilized. Note that in
the MCP, nodes select routes based on number of hops. Since
the destination nodes are placed in a non-uniform distribution,
80% of the nodes are associated with two APs in the crowded
area, and only 20% of the nodes are associated with the other
two APs. In MCP-LB, some destination nodes join route trees

of the APs in the low-density area. Since these nodes are con-
nected via multiple hops, the actual throughput achieved is less
than the maximum achievable throughput, which is approxi-
mately 4Mbps.

In the next simulation, we varied the number of channels to
study its impact on the performance of the MCP-LB, the pro-
posed protocol. For all scenarios, the number of AP is set to 8,
and all APs are placed in the center of the area. For scenarios
with channels less than 8, there are multiple APs on the same
channel. 32 flows were generated for 32 different destination
nodes. The result is shown in Figure 14.
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Fig. 14. Aggregate Network Throughput Varying Number of Channels.

As shown in the graph, the throughput increases as the num-
ber of channels increase, almost in a linear fashion. We can
observe that even with 8 channels, the achieved throughput is
around 3Mbps, when the total network load is 8Mbps. This is
because the average number of hops from source to the AP is
approximately 2 hops. If the APs are placed in uniform distri-
bution, the achieved throughput would further increase.

This observation leads us to our next simulation. We have
simulated three scenarios with exact same setting, including the
placement of mobile nodes and selection of destination nodes.
The only difference between three scenarios is the placement of
APs. In the first scenario, the 4 APs were placed in the center.
In the second scenario, the APs were placed in the center of
4 quadrants, as in Figure 12(a). In the third scenario, the APs
were placed at the 4 corners of the simulation area. The result
is shown in Figure 15.

Among the three scenarios, the throughput of MCP and
MCP-LB are the highest in the second scenario, where the APs
are placed in the center of 4 quadrants. This is because in the
second scenario, the average number of hops is smaller, and the
number of hops do not increase much even when a node moves
to associate with an AP in another quadrant. When the APs
are at the 4 corners, the benefit of load balancing is decreased
because when nodes move to other route trees, the number of
hops in the tree is very large so that the amount of throughput
improvement is lowered.

This result indicates that the density of APs is critical in the
performance of our proposed protocol. If the APs are placed
too far away so that a node has to use 5 or 6 hops to connect
with another AP, the benefit of load balancing is reduced. To
achieve significant benefit from load balancing, the APs have
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Fig. 15. Aggregate Throughput varying Placement of APs.

to be placed dense enough so that a node can find multiple APs
in the range of 2 or 3 hops.

The next simulation is performed to see the performance of
the proposed protocol in relieving the congestion in hot-spots
by redirecting nodes to other APs. To make an extreme hot-
spot, all destination nodes were selected from nodes in the
upper-right quadrant. In Figure 16(a), the aggregate through-
put of MCP and MCP-LB are shown. Since node associate with
closest AP in the MCP, only one channel is used and other three
channels are wasted. So the throughput is limited at 1Mbps.
However, MCP-LB redirects nodes to other APs to improve
performance. Figure 16(b) shows the throughput achieved per
AP. AP4, which is placed in upper-right quadrant where all des-
tination nodes are placed, achieves a throughput of 1Mbps, be-
cause all destination nodes are in one-hop range of the AP. For
AP1 and AP3, the throughput is around 40% of AP4. This indi-
cates that the average number of hops the nodes connecting to
these APs is approximately 2.5. Finally the throughput of AP2
is the least among APs. Since AP2 is placed far away from
AP4, nodes have to travel approximately 5 hops to communi-
cate with AP2. Although the throughput of the APs is different,
the proposed protocol regards this as balanced, because it uses
the weighted load metric, multiplying number of hops to the
actual load for a node.

In our final simulation, we studied the adaptive behavior of
our proposed protocol. During 400 seconds of simulation time,
we simulated 32 flows, one flow starting at every 10 seconds.
We plotted aggregate and per-AP throughput for MCP-LB and
MCP. To create hot-spots, destination nodes were only selected
from upper-right and lower-left quadrant. The result is shown
in Figure 17. Comparing the two protocols, we can see that
the proposed protocol utilizes all 4 APs by redirecting nodes
to other APs, whereas with MCP, throughput of two APs are
kept at zero. As a result, MCP-LB achieves significantly higher
throughput than MCP.

In addition to the aggregate and per-AP throughput, we also
plotted the weighted load at each AP to see how the proposed
protocol balances the load among APs using the weighted load
metric. The result is shown in Figure 18. This graph shows how
the proposed protocol tries to balance the weighted load among
APs, in the changing traffic conditions.

In conclusion, the proposed protocol successfully utilizes
available bandwidth in available channels, by balancing the
load among APs. So it achieves significant improvements over

MCP, when the traffic load is unbalanced in the area.

V. RELATED WORK

There has been vast amount of effort in the research com-
munity to improve performance of wireless networks. One re-
search direction that has gained increasing attention recently is
to utilize multiple channels to improve network performance.
In this section, we review and summarize the previous work on
multi-channel protocols and load balancing techniques, that are
relevant to our work in this paper.

There are several MAC protocols proposed that support mul-
tiple channels. Wu et al. [9] proposed a protocol that requires
two NICs per node, one for data communication and one for
exchange of control messages. The channel for data commu-
nication is negotiated on the dedicated control channel, where
every node is listening on. Then nodes switch their data chan-
nels accordingly. So et al. [10] proposed a multi-channel MAC
protocol that requires only a single NIC per node. Instead of
having a dedicated control channel, the protocol relies on tem-
poral synchronization to have the nodes negotiate channels at a
synchronized time window. Bahl et al. [4], proposed a proto-
col that works with single NIC and does not require synchro-
nization. Each node switches channels according to a pseudo-
random sequence, and it is guaranteed that the channels of any
two nodes overlap periodically, so that they can communicate
in while their channels overlap.

Many routing protocols have been proposed for multi-hop
networks, that supports only a single-channel [11]. Recently,
routing protocols have been proposed for multi-channel multi-
hop networks, that combine channel assignment and routing
so that multiple channels can be utilized without changing the
MAC layer protocol. Draves et al. [12] proposed a metric for
route selection in multi-channel network. The metric, called
Weighted Cumulative Expected Transmission Time (WCETT),
selects high quality routes considering bandwidth and loss rate
of the link, and also the amount of interference on the chan-
nel. This protocol assumes that each node has the number of
interfaces equal to the number of available channels. So et al.
[13] propose a routing protocol for multi-channel networks that
works with nodes equipped with a single NIC. Since a node can
only listen to one channel at a time, the protocol makes sure
that when a route is established, all nodes in the path switch to
the same channel. To allocate different channels to two flows
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Fig. 16. Aggregate and Per-AP throughput for the scenario with a hot-spot.
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Fig. 17. Aggregate and per-AP throughput.

that intersect with each other, the intersecting node becomes a
“switching node”, which switches channels from time to time
so that it can forward packets on both flows (see below for
comparison with the proposed protocol). Kyasanur et al. [14]
proposed a routing protocol that requires multiple network in-
terfaces per node, the number of interfaces does not need to
equal the number of available channels. Among multiple inter-
faces, each node maintains one interface on a fixed channel so
that neighboring nodes know on which channel it should trans-
mit to reach this node. The other interfaces are free to switch

channels. Raniwala et al. [15], [16] proposed a multi-channel
routing protocol that also requires multiple interfaces per node.
The paper addresses two main issues: neighbor-interface bind-
ing and interface-channel assignment. Since two neighboring
nodes need to be on the same channel to communicate, these
nodes need to have at least one interface that is on a com-
mon channel. Within this constraint, the protocol tries to as-
sign channels to interfaces so that the load is balanced among
channels.

Our proposed protocol also assigns channels at the network
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Fig. 18. Weighted load at each AP over time.

layer, and is most similar to [13] and [16]. Our protocol is sim-
ilar to [13] in the sense that the protocol assumes a single NIC
per node. However, [13] assumes no infrastructure, and sup-
ports on-demand route establishment between any two nodes
in the network if they need to communicate. Instead, our pro-
posed protocol optimizes for when an infrastructure exists and
only the routes between APs and mobile nodes need to be main-
tained proactively. With the infrastructure, two mobile nodes
can communicate if they are independently connected with an
AP. As a result, our proposed protocol does not need nodes that
switch channels frequently, which reduces channel switching
overhead. The protocol in [13] tries to select a channel with
minimum load, but since there is no proactive route manage-
ment, the network cannot adapt to changes in the traffic condi-
tion on each channel. On the other hand, our proposed protocol
can adapt to changing traffic conditions so that the load is bal-
anced among channels.

Also, our proposed protocol is similar to [16], because our
protocol assumes existence of infrastructure, and maintains
routes between mobile nodes and access points. Also, the goal
of our protocol is to balance the load among channels, so that
the channel utilization is maximized. There are several differ-
ences between [16] and our work. Our protocol does not require
multiple interfaces per node. Supporting nodes with single in-
terface can be beneficial because equipping multiple network
interface can be costly for small and cheap devices. Also, we
use a different metric for estimating load in the route tree.

Finally, we review the load balancing techniques proposed

for wireless networks. Hsiao et al. [17] at el. proposed a load
balancing algorithm for wireless access networks. The protocol
builds a backbone tree rooted at the APs, similar to our pro-
posed protocol. However, the protocol assumes that each node
knows its load and the load information is reported to the AP.
Our protocol do not assume that the load information is known.
Also, in [17], the AP directs nodes to switch to another tree.
This is not possible if the AP does not have the neighbor in-
formation of all the nodes, because AP does not know what
alternative routes the node can take if it decides to switch trees.
In our protocol, each node independently decides whether it
should switch to another tree. Hassanein et al. [18] proposes
to use as the number of “active” paths in the neighborhood as
the load metric. Also, Lee et al. [19] use the number of packets
buffered in its interfaces as the load metric. We argue in Section
II that locally measured load may not reflect the actual load, and
propose theweighted-loadmetric.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have proposed a routing and channel assign-
ment protocol for multi-channel multi-hop networks that works
for nodes equipped with a single NIC. The protocol ensures that
every node in the network has at least one route to an AP, while
allowing nodes to switch channels to associate with an AP with
minimum load. We have argued that locally measured load may
not reflect actual load, because the node does not know whether
the low traffic indicates congestion near the AP, or the requested
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traffic was low in the first place. Thus, we proposed a load met-
ric that considers number of hops from AP to the destination.

Using the proposed load metric, the load information is dis-
tributed via control messages, and each node can independently
decide to switch channels so that it can join a route tree with
minimum load. As a whole, the network adapts to changing
traffic conditions and balances load among channels. The sim-
ulation results show that our proposed protocol can successfully
reduce congestion in hot-spots and avoid wasting channel band-
width due to unbalanced traffic load.

Our proposed protocol has several limitations. First, the pro-
posed protocol only considers downlink traffic when measuring
load. If there is significant amount of uplink traffic, it will re-
sult in incorrect measurement and unbalance in channel load.
Each node can measure the amount of traffic generated at the
node itself, but it is expensive to have every node report to the
AP periodically so that the AP can update the load information
considering uplink traffic too. A node can locally advertise its
load to its neighbors, but it is not only the neighbors that are af-
fected by this load. Nodes in the other parts of the route tree are
also affected by this load. Second, the protocol only considers
traffic load and does not take into account the varying channel
conditions due to other environmental factors. For example,
one channel may have higher packet loss than other channels.
Also, channel conditions can vary in different regions. The load
should be assigned accordingly so that the performance is max-
imized. Third, the protocol assumes that neighboring APs are
assigned different channels, so balancing load among APs lead
to balancing the channel load. Although it is true that neighbor-
ing APs are unlikely to be assigned the same channel, it may not
be necessarily true. If two route trees that are close by are on the
same channel, the load balancing method of the proposed pro-
tocol will result in higher load in this channel. So in this case, a
node may need to consider the combined load of the two trees
as the channel load when it compares channel load to decide
whether it should switch to another channel. Finally, the load
metric proposed in this paper assumes that only one transmis-
sion take place at a time in the same route tree. This is not true
if the route tree has nodes that are large number of hops away
from the AP. Then simultaneous transmissions can take place at
the same time. To consider this, the weighted load metric can
be changed so that instead of multiplying the amount of traffic
with the number of hops the traffic needs to travel, it can use
a different coefficient so that the possibility of spatial reuse is
considered. All of these limitations are directions for our future
research.
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