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#### Abstract

For the next generation of the optical internet, focus is now moving from circuit switched networks, which occupy a wavelength continuously regardless of the demand at that time, towards optical packet/burst switching. By only occupying a wavelength when data is to be transmitted, a more efficient utilisation of bandwidth in optical fibres is strived for. As bandwidth in fibres keeps increasing, the bottleneck of the optical network is now moving towards the switching node, since evolution of electronic routers cannot follow the speed of bandwidth increase. Thus a key component in these novel networks is the optical node. Through this node we want to switch traffic very fast and reliable, preferably transparent. Lack of efficient and practically realisable optical memory however makes migration from electronic routers to optical routers a non-straightforward transition. In most optical nodes payload traffic can be switched transparently, whilst control information (e.g. in a header, on a control channel) is still converted to the electronic domain in every node, since optical processing is far from mature. In this paper we present a possible architecture for such a node, combining Array Waveguide Gratings and all-optical tuneable wavelength converters. The concept of this switch is explained and the node is evaluated in terms of loss rate. We will see that an inherent problem of this switch is its internal blocking. This drawback can be greatly overcome by using an intelligent and efficient wavelength assignment algorithm within the node. Simulation of slotted operation will give some numerical results.


## 1. Introduction

In the past, optical networking experienced a first great boom with the introduction of optical fibre and a second time when optical amplifiers (EDFA) allowed the deployment of (D)WDM. In these optical networks, bandwidth is usually assigned (semi-)statically on a per wavelength basis. Design [1] and survivability [2] of these networks were and are still a field of great interest. However the coarse granularity results in poor bandwidth efficiency. Several techniques are now under study to improve the bandwidth utilisation: Optical Packet Switching (OPS) [3]-[4], Optical Burst Switching (OBS) [5]-[6], Wavelength Routed OBS [7], etc. All of these techniques have the common property that a wavelength is only occupied for limited time, benefiting from statistical multiplexing directly at the optical layer.

The driving force in the success of optical communication up to now was concentrated around the continuous increase of available bandwidth, through different ways: a) hardware evolutions, such as fibre improvements (lower loss, lower dispersion,...) and optical amplifiers in a broad wavelength range b) the use of time and wavelength division multiplexing. In turn the hardware improvements cleared the path for increasing bitrates per wavelengths. Further evolution of optical networks will however need to focus on other parts of the network, the switching nodes. As bandwidth keeps increasing, the use of switches that convert the optical input signal to the electronic domain, perform the switching functionality electronically, and then convert this signal back to the optical domain will soon become very complicated and expensive. This evolution of implementing switching functionality in the optical domain can be seen in circuit switched optical networks [8], where its benefits can help survivability [9]. It seems obvious that this trend will, in the end, lead to optical packet switched networks. For both techniques optically transparent switches are preferred, allowing smooth adaptation to any future changes in bitrate, data format, and so on. Clearly, circuit and packet switched networking also show some important differences in the requirements for switching nodes. The most important issue is the switching time. As in a circuit switched network a wavelength path is set up for a relatively long period, a slow switch can suffice. However, if the holding time of the wavelength decreases, this switching overhead time can lead to inefficiencies. Hence fast switches are required to make packet switching profitable.

This paper will describe a design for such a fast switch for optical packet-based networks, based upon an Arrayed Waveguide Grating (AWG). After a short general introduction on optical switching nodes in Section 2, the
specific AWG node will be described in more detail in Section 3. We will continue in Section 4 by addressing the wavelength assignment problem: how to choose the wavelength to forward incoming packets to? Section 5 will present a performance evaluation of the AWG node, and how to choose a suitable configuration in order to reduce packet loss. The paper will be concluded in Section 6.

## 2. Generic Node Structure

In Fig. 1, a generic node structure is displayed, with some terminology that will be used throughout this paper. Clearly, three different parts can be seen: the input interface, the switching element and the output interface.

### 2.1.Input Interface

Several functions are performed at the input interface. If the network is run in slotted operation, the nodes will synchronously switch packets from all their input ports to the outgoing ports. Therefore, one of the first things to do, is synchronisation between the different wavelength channels [10]. Indeed, packets arriving on different wavelengths will not necessarily all be properly aligned in the time domain, and this will certainly be the case for different input fibres. Thermal effects, as well as chromatic dispersion, play an important role here. Getting all packets to start at the same time is done by synchronisation, which can be achieved through e.g. switched FDLs. Of course for asynchronous networking techniques no synchronisation between the different channels is necessary, so the input interface for an asynchronously operated network will be simpler.

Another key action realized by the input interface, is header extraction. If the header is carried on the same wavelength as the data (in-band), extraction can be accomplished by splitting off a small part of the optical power (typically 10\%), which is then opto-electronically converted into electronic information. Other techniques use a dedicated wavelength to carry the headers (out-of-band), and in this case extraction can be done by opto-electronic conversion of this wavelength. An alternative for this dedicated control wavelength is the use of an out-of-band control channel per data wavelength, such as Sub Carrier Multiplexing [4], (Differential) Phase/Frequency Shift Keying [11],... Remark that, regardless which technique is used, the header is always converted into the electronic domain-the reason will become clear in the next paragraph.

### 2.2.Switching Matrix

This is the core element of the switching node: here the actual switching from one port to another is performed. The switch controller configures the switching matrix. Based on the information in the (now electronically available) headers, a decision is made. Here we see the main reason why the header is still converted into the electronic domain. The header can undergo complex processing in the switch controller, using the mature electronic technology. These complex operations will be the main causes of delay within a switching node. This processing delay calls for a similar delay of the payload information, as we need to wait for the result of the header processing to know which actions have to be taken to correctly switch the data. This delay can be implemented using switched Fibre Delay Lines [12], however an elegant proposition to avoid their use is the JET technique in OBS, where the header information is simply sent ahead in time in respect to the payload [5]. Electronic header processing will probably still be used for quite some time, as pure optical processing [12] is still a very immature (although fast evolving) technology, which makes it practically unavailable at this moment. This part of the switch is the most critical for switching speed. The time between the controller having calculated a new configuration for the switching matrix and the moment when the switch is stable in the new state must be small. So once the controller has passed on the correct settings of all necessary parameters, the reaction time for the switching mechanism has to be as small as possible.

Crucial for this element is also its transparency, as was explained above. The switch should just guide the light containing the payload information from input to output, without using any information on bitrate, data coding technique...

### 2.3.Output Interface

The output interface's main function is to rewrite header information for the packet. Notice that the content of the header is very likely to be different before and after the switch (e.g. label swapping operations), so the old header will have to be replaced with a new one. Additionally, the output stage is used to "clean up" the optical signals. Signals on different output ports can have different power levels, which is solved by equalisation. The power at the output of the switching element can also be (too) low, which is overcome by using a regenerator. Moreover, if a 2R all-optical regenerator is used, the Signal-to-Noise Ratio (SNR) can also be sufficiently improved [14]. Again all elements in this stage should preferably be transparent.

## 3. An AWG based node

In this section we will introduce an AWG based switching node. Our attention will go to switching matrix and output interface. The input interface is not within the scope of this paper.

### 3.1.An AWG based Switching Matrix

### 3.1.1. The Array Waveguide Grating

An Array Waveguide Grating (AWG) is a diffractive element, and as such it doesn't contain any active devices, making it a very reliable component. It is sometimes also referred to as a PHASed ARray (phasar). We will shortly describe the functionality of an AWG, without giving any physical details (these can be found in e.g. [15]).

The dashed box in Fig. 2 shows a black box model of an $8 x 8$ AWG. Depending on the wavelength at input port $i$, the light comes out at output port $j$. This allows us to write out a simple matrix $M$, where the input ports are written vertically (index $i$ ) and the output ports horizontally (index $j$ ). An element $M_{j i}$ in this matrix is the wavelength, which will come out on port $j$, if it entered the device at input port $i$. All these wavelengths are equally spaced by $\Delta \lambda$. An AWG has a cyclic nature: if $M_{j i}=\lambda_{a}$, there exists a $\lambda_{c y c}$ for which $\lambda_{b}=\lambda_{\alpha}+k \cdot \lambda_{c y c}\left(k \in \mathbf{Z}, \lambda_{c y c}\right.$ is called the period) shows the same behaviour as $\lambda_{a}$. In other words, if $\lambda_{b}$ enters on port $i$, it will also exit on port $j$, just as it was the case for $\lambda_{\mathrm{a}}$. It is possible to design the AWG in such a way that for an NxN AWG, the period is $\mathrm{N} \cdot \Delta \lambda$. Putting all of this together, we come to a table like the one shown in Fig. 3. In this figure another property of the AWG can be seen. Let $\lambda_{i}=\lambda_{0}+i . \Delta \lambda$. If from a certain input port $\lambda_{i}$ goes to output port $k$, then $\lambda_{i+1}$ will go to output port $(\mathrm{k}+1) \bmod \mathrm{N}$. This is a physical constraint that has an impact on the available configuration options, since it limits the degree of freedom to a large extent. We will come back on this issue in section 3.2.

As an example two configurations of the AWG are shown on both Fig. 2 and Fig. 3, in order to clarify this notation further. The signal at input port 4 can be sent to output port 4 if it were on $\lambda_{0}$, (dotted line) while it would end up at output port 5 if the wavelength is $\lambda_{1}$ (full line). For clarity, during the rest of our qualitative discussions, we will continue working with this example of an 8 x 8 AWG , and a switch based upon it. Generalisation to an AWG (and switch) with higher dimensions, such as the one used to produce the performance results, is straightforward.

### 3.1.2. Tuneable Wavelength Converters

With the necessary notations introduced, we will now elaborate on the node concept itself. As can be seen in Fig. 3, the signal on input port 4 can be sent to output port 4 if it is on $\lambda_{0}$ and to output port 5 , if it is on $\lambda_{1}$. So if we can manipulate the wavelength of a signal, this feature can be used in a switching matrix. In Fig. 2, the switch concept is further explained with the example of two input fibres and two output fibres (in this study we will only consider symmetric switches, i.e. the number of incoming and outgoing fibres are the same), each carrying 4 wavelengths. In a first step the signals are demultiplexed into separate wavelength channels. Each of these input channels is connected to an input port of the AWG via an all-optical Tuneable Wavelength Converter (TWC) [16]. By setting the TWC we can control at which output port the signal comes out. Note that it is allowed for a certain output port to contain more than one signal simultaneously, provided that these signals are on different wavelengths (e.g. in the table of Fig. 3, both input ports 0 and 5 can reach output port 0 at the same time, as they will do so using different wavelengths, $\lambda_{0}$ resp. $\lambda_{3}$ ). We will come back to this feature in Section 5.1. Now all that has to be done is to combine the output ports into the different output fibres (two in our example). This is not a trivial matter, as will become clear from the following discussion.

### 3.2.Output interface

First, if we look back at Fig. 2 and suppose that every input fibre has the same number of wavelengths (4 in the example), it is clear that only a limited number of wavelengths are in use inside the AWG (instead of all N ). Consequentially the table is now no longer completely filled. For example, the wavelengths $\lambda_{4}$ to $\lambda_{7}$ (indicated in grey) are no longer present, only the entries in black remain in the table. In Fig. 4 some tables for possible ways of connecting the output ports of the AWG-switch are shown. As discussed in Section 3.1.1, the rows of the table correspond to the output ports. Since certain output ports are joined together in one output fibre, we can group the corresponding rows of the table (output ports) going to the same output fibre together and create one table per outgoing fibre. As an example, in Fig. 4(a), the table for $\mathrm{O}_{0}$ is shown for the configuration of Fig. 2. One last transformation will now result in a more compact table notation, with no more empty cells. We let the rows $\lambda_{k}$ represent the wavelengths, and the columns the output ports $o$. Now the element at position $\left(\lambda_{k}, o\right)$ is the input port that will be routed to output port $o$ by converting it to $\lambda_{k}$, as shown in Fig. 4(b) and Fig. 4(c). Due to physical
properties of the AWG, as already mentioned in 3.1.1, we can see that the rows of the table are not completely independent. To be more specific, once the first row of the table is set, the rest of the rows automatically follow from this. Note that a table of this form is valid for one output fibre. So the node is specified by as much tables as there are output fibres. It should also be clear that we are not concerned about the exact output port the incoming packet is switched to, the only concern is for the packet to arrive in the correct output fibre.

We wish to ask the reader's attention for the terminology used here, and further in the discussion. When input/output port is mentioned, this is the input/output waveguide of the AWG. These are not to be confused with the input and output fibres. So in fact an input port corresponds to a demultiplexed signal of an input fibre, it is thus a wavelength channel. An output port however can carry more than one wavelength, as already discussed above. So we can state that an output port carries a number of wavelengths of its corresponding output fibre.

## 4. The Switch Controller: Wavelength assignment

Now that the concept of the node is clear, we can move on to the operation of the node. At a certain moment in time a header will arrive, indicating what to do with the associated payload. First, the header is read and processed to determine the output fibre. Using the above-developed table for that specific output fibre, we need to find out to which wavelength the signal has to be converted by the TWC in order to allow switching to that correct output fibre. Thus, a wavelength assignment algorithm is needed. We will try to find an optimal and efficient algorithm, considering slotted operation, with fixed size packets. It should be stressed here that for both the following algorithms the wavelength assignment is done for each output fibre independently from each other, allowing for parallelism in a practical implementation. This assumes that each packet has a unique output fibre (e.g. determined by a table lookup, if the packet headers would carry MPLS-like information). This assumption excludes routing mechanisms where a packet could choose from several different output fibres, we do not consider this case here.

We will start by describing a heuristic approach in 4.1, followed by a solution based on a known problem in graph theory in 4.2.

### 4.1.Heuristic

Several heuristics were studied, of which we will present one here: LUW-LFP: Least Used Wavelength Least Flexible Port. Since slotted operation is considered, we know which input ports are active at the start time of every slot. We now have a set of active input ports that need to get a wavelength assigned to them. Every input port of the AWG can be converted to a number of wavelengths that can perform switching to the correct output fibre, the issue is now to make an intelligent decision in order to get the highest possible throughput. First we will illustrate the two driving ideas behind this heuristic:

- The first idea (LUW) is that if a wavelength can potentially be used for a large number of input ports, we will wait as long as possible to assign this wavelength to a certain input port. Indeed, when choosing a wavelength that is shared by many other ports, this could affect all of these ports; by assigning a wavelength that can only be used for a small number of ports, we ensure that only a small number of ports now have one less possible wavelength. In other words wavelengths that can only be used for a small number of active input ports will be chosen first. An example might clarify this even more. Suppose input port 1 can choose a wavelength form the set $\left\{\lambda_{1}, \lambda_{2}\right\}$, input port 2 from $\left\{\lambda_{1}, \lambda_{2}\right\}$ and input port 3 from $\left\{\lambda_{1}, \lambda_{3}\right\}$. Starting by assigning $\lambda_{1}$ to an input port is no good idea since assigning it to input port three results in the unnecessary blocking of either input port 1 or 2 . On the other hand starting with $\lambda_{3}$ is a good way of working, as it has no consequence for the other input ports.
- The other idea (LFP) is that if an input port has only a small number of possible wavelengths, we prefer to assign a wavelength to this input port first. For an input port with lots of possible wavelengths the assignment of the wavelength is less critical, so it can be postponed. Again we clarify this with an example. Suppose input port 1 can be routed using a wavelength from the set $\left\{\lambda_{0}, \lambda_{1}, \lambda_{3}\right\}$, while input port 2 can only use $\lambda_{2}$. It is obvious that we assign $\lambda_{2}$ to input port 2 first. If we were to make a choice for input port 1 first there is a risk that $\lambda_{2}$ would be chosen, resulting in an unnecessary blocking of port 2.

Now that the ideas behind the algorithm are explained, the general description follows. Each of the input ports get a wavelength assigned to them, one after the other. The order in which the input ports are being dealt with
is part of the algorithm. LFP will determine the order in which ports get a wavelength assigned to them, while LUW will result in the wavelength assignment itself.

Each of the active input ports $i$ have a set of possible free wavelengths $S_{i}$ to arrive in its destination fibre a wavelength is free as long as no input port has this wavelength assigned to it. For each free wavelength $\lambda_{j}$ we can calculate $N_{j}$, the number of input ports that can use $\lambda_{j}$ to arrive at the correct output fibre. We now select the free wavelengths with the lowest $N_{j}$, and call this set the Least Used Wavelengths set (LUW set). For each of the free wavelengths $\lambda_{k}$ in this LUW set we create an input port set $I_{k}$. This input port set contains the active ports that can be correctly routed by the free wavelength $\lambda_{k}$ and that haven't had a wavelength assigned to them yet. For all input ports $p$ in this set $I_{k}$, we then calculate the respective flexibility $f$, which is simply the number of free wavelengths that can route the input port $p$ correctly. Now, the port with lowest flexibility is chosen, and where more than one choice is possible, a random decision is made. The corresponding free wavelength from the LUW set is then assigned to this input port - this wavelength is now no longer free. Again if more than one wavelength is possible, a random decision is made. Now the algorithm can restart with the updated knowledge (the number of ports that have had a wavelength assigned to them is increased by 1 ), in order to try and assign a wavelength to every active input port.

### 4.2.Maximum Matching

In this section we will first show how the problem of assigning the wavelengths in the AWG can be converted to a graph problem. Once this graph representation is available, a known optimal and efficient algorithm can be used to do the assignment.

A graph can be drawn for every output fibre, just like there was a table per output fibre. Converting the problem to a graph is quite simple. We can consider the wavelengths to be vertices, just as the input ports. The edges of the graph are then possible wavelength assignments, which can be read from the tables. In Fig. 5, we show this graph for the table in Fig. 4(b).

A known problem in graph theory is that of matchings, more specific Maximum Matchings. A matching of graph $G$ is a subgraph of $G$ that consists of pairwise non-adjacent edges. For a bipartite graph (vertices can be split up in two classes, vertices in the same class have no edges between them), the interpretation of a matching is pretty straightforward: a vertex of the first class (A) is matched to a vertex of the second class (B). A clarifying example
might be A and B being men and women, edges meaning two persons (a male and a female) knowing each other. Finding the largest numbers of possible marriages is then a maximum matching problem. In our case the two classes are active input ports on the one hand, and wavelengths on the other hand. If two vertices are matched, we can consider the wavelength assigned to the input port. The definition of a matching that the two edges have to be nonadjacent is indeed a valid condition for our problem: an input port can only have one wavelength assigned to it and a wavelength (in a single output fibre) can only be assigned to one input port. The graph constructed above is indeed bipartite, as no edges exist between two nodes, nor are there edges between two wavelengths. A maximum matching is the matching with the highest number of edges. In our case this corresponds to the maximum number of input ports having a wavelength assigned to it, so the highest switch throughput.

For Maximum Matching an efficient algorithm exists [17]. The complexity of this algorithm is of the order $\mathrm{O}(\mathrm{pq}), \mathrm{p}$ being the order and q the size of the graph. In our case this leads to a complexity of $\mathrm{O}\left(\mathrm{W}^{3}\right), \mathrm{W}$ being the number of wavelengths per fibre.

### 4.3.Evaluation

In this section we will briefly compare the two methods explained above. As a reference we will also add results for a completely random wavelength assignment: in random order, each input port in turn is assigned a wavelength from its set of possible wavelengths (reduced with previously assigned wavelengths) using a uniform distribution for these wavelengths. In Fig. 6 and Fig. 7 we show some results for a 3 fibre ( 3 input and 3 output fibres) system for a varying number of wavelengths per fibre.

In Fig. 6, a comparison in blocking probability is illustrated, for a Poisson traffic load of 0.8. Clearly both the heuristic and the maximum matching have about the same performance, and are significant improvements over the totally random wavelength assignment. Fig. 7 shows the time needed to perform the simulations for increasing number of wavelengths. We see that although the heuristic gives good results, it is a lot slower. The maximum matching algorithm on the other hand is only a little bit slower than the random case. So the improved performance over the random assignment comes only at a marginal cost. In the following performance study of the switching node, we will continue using this Maximum Matching algorithm.

## 5. Node Performance

### 5.1.Internal blocking

Have a closer look at the table in Fig. 4(b), and suppose we want to switch input ports 1,3 and 5 to output fibre $O_{0}$. The table learns that only converting these input ports to either $\lambda_{1}$ or $\lambda_{3}$ can do this. So we have a problem, since three ports are contending for only two wavelengths, resulting in the loss of one of the input ports. Since this loss is not due to contention (i.e. there are no more packets destined for the output fibre than this fibre carries wavelengths), this is a problem of internal blocking of the switch. The question now rises whether this internal blocking is the same for all output configurations, or not. In Fig. 4(c) another table is shown, this time the first 4 output ports are put grouped in output fibre $O_{0}$ : input port 4 isn't even in the table, meaning that a signal on input port 4 can never be switched to output fibre $O_{0}$. So it is clear that the way the output ports are combined into an output fibre is very important, and has a severe impact on the performance of the node.

Since internal blocking occurs due to the fact that it is not allowed for two packets to be on the same wavelength in the same output fibre, it might seem a good idea (from a performance point of view) to add Fixed Output Wavelength Converters at each output port of the AWG, before multiplexing them into the output fibre. However this does not solve the problem, on the contrary, blocking gets worse. Indeed, if no output converters are used, it is possible for an output port to contain more than one wavelength, as was discussed in 3.2. This is no longer possible when each output port is equipped with a wavelength converter. This loss in flexibility can not be overcome by the flexibility gain due to the extra wavelength converters. As an example have a look at Fig. 4 b, and suppose ports $1,2,3$ and 4 need to go to output fibre $\mathrm{O}_{0}$. If no converters are present, this can be realised by making the following wavelength assignments to these input ports: input port 1: $\lambda_{1}$, input port $2: \lambda_{2}$, input port $3: \lambda_{3}$ and input port 4: $\lambda_{0}$, so output port 4 carries two signals but on a different wavelength. However with converters one of the input ports will suffer loss, since one output port can only carry one signal, and there are only three output ports possible for the 4 active input ports.

### 5.2.Simulation of slotted operation

In order to get an idea of the performance differences for different table configurations, we ran simulations for each of these configurations, using the above-mentioned Maximum Matching Wavelength assignment algorithm. Two types of traffic were generated. The destination distribution is assumed uniform, so the probability for a packet going to an output fibre is the same for all output fibres (namely $1 / F$, if $F$ denotes the number of output fibres). The arrival distribution of packets was assumed to be Poisson. Secondly, since we are confronted with internal blocking, we made a distinction between contention-free and normal traffic. In normal traffic it is possible that the number of packets destined to the same output fibre is higher than the number of available wavelengths, this is called contention. In contention-free traffic the maximum number of packets going to the same output fibre was limited to the number of wavelengths in the system, so contention can not occur. For a non-blocking switch loss probability with contention-free traffic would be zero.

### 5.3.Tables

We will make another hypothesis, namely that the number of wavelengths (on a single fibre) should be a multiple of the number of fibres. If this condition is not fulfilled, it will result in unfairness between the different input ports, one port having a higher loss probability than another.

The description of some table configurations that were studied follows. Let $F$ denote the number fibres and $W$ the number of wavelengths, with the output ports numbered from 0 to $F . W-1$.

- T1: output fibre $i$ contains ports $i \cdot W+k, k=0, \ldots, W-1$, this is simply grouping the output ports ordered, like was done in Fig. 4(c). As discussed above this is certainly not a good configuration, as some ports can't be switched to a certain output fibre.
- T2: output fibre $i$ contains ports $i \cdot W / F+k W+1$, with $k=0 \ldots F-1$ and $i=0 \ldots W / F-1$
- T3: output fibre $i$ contains ports $i+k \cdot F$ with $k=0 \ldots W-1$
- T4: is a more irregular variant of T3. We will start by explaining how output fibre 0 is configured, it contains output ports $p \cdot W$ and $2 \cdot F-1+k \cdot F+p \cdot W$ with $k=0 \ldots W / F-2$ and $p=0 \ldots F-1$. The other fibres are composed by taking the remaining output ports in the natural order and assigning them to the remaining output fibres in a
round robin way. So if we number the remaining output ports $j=0,1, \ldots,(F-1) \cdot \mathrm{W}-1$. Then fibre $i$ contains the output ports for which $j \bmod (F-1)=i-1$.


### 5.4.Results

Note that for all of the studies discussed in the sections below, buffering (e.g. via switched FDL's) was not included in the node. The impact of buffers would be to reduce the blocking probability. This blocking could be caused either by contention or by internal blocking. However the most important study in this presentation is the comparison with a non-blocking switch. If the internal blocking increases, this increases the need for optical buffers, which we want to avoid as much as possible.

### 5.4.1. Different Table Configurations

We will now present and discuss some results. In order to have sufficient distinction between the different table configurations we can no longer work with the simple example of a 2 fibre and 4-wavelength system—indeed, for this simple case, e.g. strategies T2 and T3 coincide. Thus, in order to study a more realistic node configuration, we choose 3 fibres and a 12-wavelength system. First of all we will show the difference between table configurations. This can be seen in Fig. 8 for non-contending traffic. The result is quite remarkable, as several orders of magnitude of difference can be seen. Using the T1 configuration, the loss seems to be independent of the load. This is indeed correct. Let's return to the T1 example with 2 fibres and 4 wavelengths, corresponding to Fig. 4 c , where we see that input port 4 can never reach $\mathrm{O}_{0}$, the same goes for input port 0 destined for $\mathrm{O}_{1}$. Since all ports are equally likely to carry traffic, and destinations are also assumed uniform, this fact alone leads to a loss of $1 / 8 * 1 / 2+1 / 8 * 1 / 2=1 / 8$. Writing out the complete table for the case of 3 fibres each carrying 12 wavelengths, leads in the same way to input ports 0,12 and 24 being unable to reach two of the three output fibres, while all other input ports have one output fibre they can't reach. This leads to a loss probability of $3 / 36^{*} 2 / 3+33 / 36^{*} 1 / 3=13 / 36$. These calculations are underestimates of the actual loss, however loss is so high due to this effect that extra loss due to contention or internal blocking has no visible effect on the overall performance. The most irregular table T4 results in the lowest blocking probability. Intuitively this might be logical, as in a very regular table structure several ports tend to have the exact same (sub-)set of possible wavelengths, so they behave exactly the same and are thus very
strongly coupled. If this coupling is weaker, better wavelength choices can be made for the different input ports, resulting in a lower loss probability. The coupling is now in fact smeared out more randomly over the input ports.

The same four tables are compared in Fig. 9, but now traffic is allowed to be contending. As was expected the blocking probability is now much higher, especially for higher loads, where contention is more likely to occur. We see that for high loads the blocking probability using T4 and allowing contention, is several orders of magnitude higher than when contention was excluded. This can be interpreted as the internal blocking having almost no impact on the total blocking probability, i.e. loss due to contention is dominating loss due to internal blocking. T2 also shows an overall loss behaviour close to the one of the good table T4, although with non-contending traffic there was a clear performance difference, so we still prefer the T4 configuration. For the tables T 1 and T 3 the contrary holds. As loss rates are already very high using contention-free traffic, the internal blocking has a severe detrimental effect on the switching node's performance, since it is dominating the overall loss probability.

### 5.4.2. Comparison with non-blocking switch

As a consequence of the results from the previous paragraph, the following simulations consider only the T4 configuration.

In Fig. 9, showing the blocking probability for a switch with 3 fibres (in and out), each containing 12 wavelengths, allowing contention in the traffic, the behaviour of an internally non-blocking switch was added. It can be very clearly seen that the behaviour of the AWG-based switch combined with the Maximum Matching Wavelength Assignment algorithms lies very close to that of an non-blocking switch. As comparison, the behaviour of the AWG-based switch combined with a random wavelength assignment was also shown on the same graph, indicating again the importance of a good wavelength assignment algorithm.

As a last graph Fig. 10 shows the blocking probability with increasing number of wavelengths. As we expect, a higher number of wavelengths results in a lower loss probability.

## 6. Conclusion

In conclusion, we have studied an AWG-based switching node. Results of simulations showed that the internal blocking of such a node could be well solved by using an intelligent wavelength assignment algorithm. Such an algorithm was proposed, and verified that it is indeed improving performance. It is based upon the translation of
the wavelength assignment problem to a graph problem, combined with the known algorithm for finding a Maximum Matching. Further the importance of the right configuration of the output was stressed. Again simulation results resulted in the proposition of a possible, well performing architecture. Important parameter in this output port configuration is the non-regular structure of these output port combinations.
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Fig. 1 A generic node structure


Fig. 2 Schematic overview of the switch build up

|  |  | Input ports |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
|  | 0 | $\lambda_{0}$ | $\lambda_{7}$ | $\lambda_{6}$ | $\lambda_{5}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ |
|  | 1 | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{7}$ | $\lambda_{6}$ | $\lambda_{5}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ |
|  | 2 | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{7}$ | $\lambda_{6}$ | $\lambda_{5}$ | $\lambda_{4}$ | $\lambda_{3}$ |
|  | 3 | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{7}$ | $\lambda_{6}$ | $\lambda_{5}$ | $\lambda_{4}$ |
|  | 4 | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{7}$ | $\lambda_{6}$ | $\lambda_{5}$ |
|  | 5 | $\lambda_{5}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{7}$ | $\lambda_{6}$ |
|  | 6 | $\lambda_{6}$ | $\lambda_{5}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ | $\lambda_{7}$ |
|  | 7 | $\lambda_{7}$ | $\lambda_{6}$ | $\lambda_{5}$ | $\lambda_{4}$ | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ |

Fig. 3 An AWG table representation

| a) | Input ports |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0 | , | 2 | 3 | 4 | 5 | 6 | 7 |
| 0 | $\lambda_{0}$ |  |  |  |  | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ |
| $\stackrel{3}{2}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ |  |  |  |  | $\lambda_{3}$ |
| - 4 |  | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ |  |  |  |
| 6 |  |  |  | $\lambda_{3}$ | $\lambda_{2}$ | $\lambda_{1}$ | $\lambda_{0}$ |  |


| b) |  | Output ports |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 0 | 2 | 4 | 6 |
| $\sigma$ | $\lambda_{0}$ | 0 | 2 | 4 | 6 |
| 8 | $\lambda_{1}$ | 7 | 1 | 3 | 5 |
| \% | $\lambda_{2}$ | 6 | 0 | 2 | 4 |
| $\square$ | $\lambda_{3}$ | 5 | 7 | 1 | 3 |


| c) | Output ports |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 0 | 1 | 2 | 3 |
| ๘ $\lambda_{0}$ | 0 | 1 | 2 | 3 |
| \% ${ }^{\circ}$ | 7 | 0 | 1 | 2 |
| E $\lambda_{2}$ | 6 | 7 | 0 | 1 |
| $\lambda_{3}$ | 5 | 6 | 7 | 0 |

Fig. 4 a: table for one specific output fibre ( $\mathrm{O}_{0}$ in Fig. 2)
b: compact notation for the table in a
c: compact notation for another output port configuration (T1)


Fig. 5 Graph representation of the wavelength assignment problem, in order to translate the problem to a Maximum Matching problem


Fig. 6 Performance comparison of the different wavelength assignment algorithms, using a three fibre system, and varying the number of wavelengths per fibre


Fig. 7 Comparison of the time duration of the different algorithms for a three fibre system, varying the number of wavelengths per fibre


Fig. 8 Comparison of different tables, using a 3 fibre 12 wavelength system, with non-contending traffic, a nonblocking switch would have no loss, T4 has best performance


Fig. 9 Comparison of different tables, using a 3 fibre, 12 wavelength system, with contending traffic, T4 performance close to ideal behaviour


Fig. 10 Performance improves for increasing number of wavelengths, using a three fibre system

