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Abstract

Background: Process skills such as critical thinking and information processing are commonly stated outcomes for

STEM undergraduate degree programs, but instructors often do not explicitly assess these skills in their courses.

Students are more likely to develop these crucial skills if there is constructive alignment between an instructor’s

intended learning outcomes, the tasks that the instructor and students perform, and the assessment tools that the

instructor uses. Rubrics for each process skill can enhance this alignment by creating a shared understanding of

process skills between instructors and students. Rubrics can also enable instructors to reflect on their teaching

practices with regard to developing their students’ process skills and facilitating feedback to students to identify

areas for improvement.

Results: Here, we provide rubrics that can be used to assess critical thinking and information processing in STEM

undergraduate classrooms and to provide students with formative feedback. As part of the Enhancing Learning by

Improving Process Skills in STEM (ELIPSS) Project, rubrics were developed to assess these two skills in STEM

undergraduate students’ written work. The rubrics were implemented in multiple STEM disciplines, class sizes,

course levels, and institution types to ensure they were practical for everyday classroom use. Instructors reported via

surveys that the rubrics supported assessment of students’ written work in multiple STEM learning environments.

Graduate teaching assistants also indicated that they could effectively use the rubrics to assess student work and that

the rubrics clarified the instructor’s expectations for how they should assess students. Students reported that they

understood the content of the rubrics and could use the feedback provided by the rubric to change their future

performance.

Conclusion: The ELIPSS rubrics allowed instructors to explicitly assess the critical thinking and information processing

skills that they wanted their students to develop in their courses. The instructors were able to clarify their expectations

for both their teaching assistants and students and provide consistent feedback to students about their performance.

Supporting the adoption of active-learning pedagogies should also include changes to assessment strategies to

measure the skills that are developed as students engage in more meaningful learning experiences. Tools such as the

ELIPSS rubrics provide a resource for instructors to better align assessments with intended learning outcomes.

Keywords: Constructive alignment, Self-regulated learning, Feedback, Rubrics, Process skills, Professional skills, Critical

thinking, Information processing
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Introduction
Why assess process skills?

Process skills, also known as professional skills (ABET

Engineering Accreditation Commission, 2012), transfer-

able skills (Danczak et al., 2017), or cognitive competen-

cies (National Research Council, 2012), are commonly

cited as critical for students to develop during their

undergraduate education (ABET Engineering Accredit-

ation Commission, 2012; American Chemical Society

Committee on Professional Training, 2015; National

Research Council, 2012; Singer et al., 2012; The Royal

Society, 2014). Process skills such as problem-solving,

critical thinking, information processing, and communi-

cation are widely applicable to many academic disci-

plines and careers, and they are receiving increased

attention in undergraduate curricula (ABET Engineering

Accreditation Commission, 2012; American Chemical

Society Committee on Professional Training, 2015) and

workplace hiring decisions (Gray & Koncz, 2018; Pearl

et al., 2019). Recent reports from multiple countries

(Brewer & Smith, 2011; National Research Council,

2012; Singer et al., 2012; The Royal Society, 2014) indi-

cate that these skills are emphasized in multiple under-

graduate academic disciplines, and annual polls of about

200 hiring managers indicate that employers may place

more importance on these skills than in applicants’ con-

tent knowledge when making hiring decisions (Deloitte

Access Economics, 2014; Gray & Koncz, 2018). The

assessment of process skills can provide a benchmark

for achievement at the end of an undergraduate program

and act as an indicator of student readiness to enter the

workforce. Assessing these skills may also enable in-

structors and researchers to more fully understand the

impact of active learning pedagogies on students.

A recent meta-analysis of 225 studies by Freeman

et al. (2014) showed that students in active learning en-

vironments may achieve higher content learning gains

than students in traditional lectures in multiple STEM

fields when comparing scores on equivalent examina-

tions. Active learning environments can have many dif-

ferent attributes, but they are commonly characterized

by students “physically manipulating objects, producing

new ideas, and discussing ideas with others” (Rau et al.,

2017) in contrast to students sitting and listening to a

lecture. Examples of active learning pedagogies include

POGIL (Process Oriented Guided Inquiry Learning)

(Moog & Spencer, 2008; Simonson, 2019) and PLTL

(Peer-led Team Learning) (Gafney & Varma-Nelson,

2008; Gosser et al., 2001) in which students work in

groups to complete activities with varying levels of guid-

ance from an instructor. Despite the clear content learn-

ing gains that students can achieve from active learning

environments (Freeman et al., 2014), the non-content-

gains (including improvements in process skills) in these

learning environments have not been explored to a

significant degree. Active learning pedagogies such as

POGIL and PLTL place an emphasis on students de-

veloping non-content skills in addition to content

learning gains, but typically only the content learning

is assessed on quizzes and exams, and process skills

are not often explicitly assessed (National Research

Council, 2012). In order to fully understand the ef-

fects of active learning pedagogies on all aspects of

an undergraduate course, evidence-based tools must

be used to assess students’ process skill development.

The goal of this work was to develop resources that

could enable instructors to explicitly assess process

skills in STEM undergraduate classrooms in order to

provide feedback to themselves and their students

about the students’ process skills development.

Theoretical frameworks

The incorporation of these rubrics and other currently

available tools for use in STEM undergraduate class-

rooms can be viewed through the lenses of constructive

alignment (Biggs, 1996) and self-regulated learning

(Zimmerman, 2002). The theory of constructivism posits

that students learn by constructing their own understand-

ing of knowledge rather than acquiring the meaning from

their instructor (Bodner, 1986), and constructive align-

ment extends the constructivist model to consider how

the alignment between a course’s intended learning out-

comes, tasks, and assessments affects the knowledge and

skills that students develop (Biggs, 2003). Students are

more likely to develop the intended knowledge and skills

if there is alignment between the instructor’s intended

learning outcomes that are stated at the beginning of a

course, the tasks that the instructor and students perform,

and the assessment strategies that the instructor uses

(Biggs, 1996, 2003, 2014). The nature of the tasks and

assessments indicates what the instructor values and

where students should focus their effort when studying.

According to Biggs (2003) and Ramsden (1997), students

see assessments as defining what they should learn, and a

misalignment between the outcomes, tasks, and assess-

ments may hinder students from achieving the intended

learning outcomes. In the case of this work, the intended

outcomes are improved process skills. In addition to align-

ing the components of a course, it is also critical that

students receive feedback on their performance in order

to improve their skills. Zimmerman’s theory of self-

regulated learning (Zimmerman, 2002) provides a ration-

ale for tailoring assessments to provide feedback to both

students and instructors.

Zimmerman’s theory of self-regulated learning defines

three phases of learning: forethought/planning, perform-

ance, and self-reflection. According to Zimmerman,

individuals ideally should progress through these three
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phases in a cycle: they plan a task, perform the task, and

reflect on their performance, then they restart the cycle

on a new task. If a student is unable to adequately pro-

gress through the phases of self-regulated learning on

their own, then feedback provided by an instructor may

enable the students to do so (Butler & Winne, 1995).

Thus, one of our criteria when creating rubrics to assess

process skills was to make the rubrics suitable for faculty

members to use to provide feedback to their students.

Additionally, instructors can use the results from assess-

ments to give themselves feedback regarding their

students’ learning in order to regulate their teaching.

This theory is called self-regulated learning because the

goal is for learners to ultimately reflect on their actions

to find ways to improve. We assert that, ideally, both

students and instructors should be “learners” and use

assessment data to reflect on their actions, although with

different aims. Students need consistent feedback from

an instructor and/or self-assessment throughout a

course to provide a benchmark for their current per-

formance and identify what they can do to improve their

process skills (Black & Wiliam, 1998; Butler & Winne,

1995; Hattie & Gan, 2011; Nicol & Macfarlane-Dick,

2006). Instructors need feedback on the extent to which

their efforts are achieving their intended goals in order

to improve their instruction and better facilitate the de-

velopment of process skills through course experiences.

In accordance with the aforementioned theoretical

frameworks, tools used to assess undergraduate STEM

student process skills should be tailored to fit the out-

comes that are expected for undergraduate students and

be able to provide formative assessment and feedback to

both students and faculty about the students’ skills.

These tools should also be designed for everyday class-

room use to enable students to regularly self-assess and

faculty to provide consistent feedback throughout a se-

mester. Additionally, it is desirable for assessment tools

to be broadly generalizable to measure process skills in

multiple STEM disciplines and institutions in order to

increase the rubrics’ impact on student learning. Current

tools exist to assess these process skills, but they each

lack at least one of the desired characteristics for provid-

ing regular feedback to STEM students.

Current tools to assess process skills

Current tests available to assess critical thinking include

the Critical Thinking Assessment Test (CAT) (Stein &

Haynes, 2011), California Critical Thinking Skills Test

(Facione, 1990a, 1990b), and Watson Glaser Critical

Thinking Appraisal (Watson & Glaser, 1964). These

commercially available, multiple-choice tests are not de-

signed to provide regular, formative feedback throughout

a course and have not been implemented for this pur-

pose. Instead, they are designed to provide summative

feedback with a focus on assessing this skill at a pro-

grammatic or university level rather than for use in the

classroom to provide formative feedback to students. Ra-

ther than using tests to assess process skills, rubrics

could be used instead. Rubrics are effective assessment

tools because they can be quick and easy to use, they

provide feedback to both students and instructors, and

they can evaluate individual aspects of a skill to give

more specific feedback (Brookhart & Chen, 2014; Smit

& Birri, 2014). Rubrics for assessing critical thinking are

available, but they have not been used to provide feed-

back to undergraduate STEM students nor were they

designed to do so (Association of American Colleges

and Universities, 2019; Saxton et al., 2012). The Critical

Thinking Analytic Rubric is designed specifically to

assess K-12 students to enhance college readiness and

has not been broadly tested in collegiate STEM

courses (Saxton et al., 2012). The critical thinking

rubric developed by the Association of American

Colleges and Universities (AAC&U) as part its Valid

Assessment of Learning in Undergraduate Education

(VALUE) Institute and Liberal Education and America’s

Promise (LEAP) initiative (Association of American Colleges

and Universities, 2019) is intended for programmatic as-

sessment rather than specifically giving feedback to stu-

dents throughout a course. As with tests for assessing

critical thinking, current rubrics to assess critical think-

ing are not designed to act as formative assessments

and give feedback to STEM faculty and undergraduates

at the course or task level. Another issue with the as-

sessment of critical thinking is the degree to which the

construct is measurable. A National Research Council

report (National Research Council, 2011) has suggested

that there is little evidence of a consistent, measurable

definition for critical thinking and that it may not be

different from one’s general cognitive ability. Despite

this issue, we have found that critical thinking is con-

sistently listed as a programmatic outcome in STEM

disciplines (American Chemical Society Committee on

Professional Training, 2015; The Royal Society, 2014),

so we argue that it is necessary to support instructors

as they attempt to assess this skill.

Current methods for evaluating students’ information

processing include discipline-specific tools such as a ru-

bric to assess physics students’ use of graphs and equa-

tions to solve work-energy problems (Nguyen et al.,

2010) and assessments of organic chemistry students’

ability to “[manipulate] and [translate] between various

representational forms” including 2D and 3D representa-

tions of chemical structures (Kumi et al., 2013). Al-

though these assessment tools can be effectively used for

their intended context, they were not designed for use in

a wide range of STEM disciplines or for a variety of

tasks.
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Despite the many tools that exist to measure process

skills, none has been designed and tested to facilitate fre-

quent, formative feedback to STEM undergraduate stu-

dents and faculty throughout a semester. The rubrics

described here have been designed by the Enhancing

Learning by Improving Process Skills in STEM (ELIPSS)

Project (Cole et al., 2016) to assess undergraduate STEM

students’ process skills and to facilitate feedback at the

classroom level with the potential to track growth

throughout a semester or degree program. The rubrics

described here are designed to assess critical thinking

and information processing in student written work.

Rubrics were chosen as the format for our process skill

assessment tools because the highest level of each cat-

egory in rubrics can serve as an explicit learning out-

come that the student is expected to achieve (Panadero

& Jonsson, 2013). Rubrics that are generalizable to mul-

tiple disciplines and institutions can enable the assess-

ment of student learning outcomes and active learning

pedagogies throughout a program of study and provide

useful tools for a greater number of potential users.

Research questions
This work sought to answer the following research ques-

tions for each rubric:

1. Does the rubric adequately measure relevant

aspects of the skill?

2. How well can the rubrics provide feedback to

instructors and students?

3. Can multiple raters use the rubrics to give

consistent scores?

Methods
This work received Institutional Review Board approval

prior to any data collection involving human subjects.

The sources of data used to construct the process skill

rubrics and answer these research questions were (1)

peer-reviewed literature on how each skill is defined, (2)

feedback from content experts in multiple STEM disci-

plines via surveys and in-person, group discussions re-

garding the appropriateness of the rubrics for each

discipline, (3) interviews with students whose work was

scored with the rubrics and teaching assistants who

scored the student work, and (4) results of applying the

rubrics to samples of student work.

Defining the scope of the rubrics

The rubrics described here and the other rubrics in de-

velopment by the ELIPSS Project are intended to meas-

ure process skills, which are desired learning outcomes

identified by the STEM community in recent reports

(National Research Council, 2012; Singer et al., 2012). In

order to measure these skills in multiple STEM

disciplines, operationalized definitions of each skill were

needed. These definitions specify which aspects of stu-

dent work (operations) would be considered evidence

for the student using that skill and establish a shared un-

derstanding of each skill by members of each STEM dis-

cipline. The starting point for this work was the process

skill definitions developed as part of the POGIL project

(Cole et al., 2019a). The POGIL community includes in-

structors from a variety of disciplines and institutions

and represented the intended audience for the rubrics:

faculty who value process skills and want to more expli-

citly assess them. The process skills discussed in this

work were defined as follows:

� Critical thinking is analyzing, evaluating, or

synthesizing relevant information to form an

argument or reach a conclusion supported with

evidence.

� Information processing is evaluating, interpreting,

and manipulating or transforming information.

Examples of critical thinking include the tasks that

students are asked to perform in a laboratory course.

When students are asked to analyze the data they col-

lected, combine data from different sources, and gener-

ate arguments or conclusions about their data, we see

this as critical thinking. However, when students simply

follow the so-called “cookbook” laboratory instructions

that require them to confirm pre-determined conclu-

sions, we do not think students are engaging in critical

thinking. One example of information processing is

when organic chemistry students are required to re-

draw molecules in different formats. The students must

evaluate and interpret various pieces of one representa-

tion, and then they recreate the molecule in another rep-

resentation. However, if students are asked to simply

memorize facts or algorithms to solve problems, we do

not see this as information processing.

Iterative rubric development

The development process was the same for the informa-

tion processing rubric and the critical thinking rubric.

After defining the scope of the rubric, an initial version

was drafted based upon the definition of the target

process skill and how each aspect of the skill is defined

in the literature. A more detailed discussion of the litera-

ture that informed each rubric category is included in

the “Results and Discussion” section. This initial version

then underwent iterative testing in which the rubric was

reviewed by researchers, practitioners, and students. The

rubric was first evaluated by the authors and a group of

eight faculty from multiple STEM disciplines who made

up the ELIPSS Project’s primary collaborative team

(PCT). The PCT was a group of faculty members with
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experience in discipline-based education research who

employ active-learning pedagogies in their classrooms.

This initial round of evaluation was intended to ensure

that the rubric measured relevant aspects of the skill and

was appropriate for each PCT member’s discipline. This

evaluation determined how well the rubrics were aligned

with each instructor’s understanding of the process skill

including both in-person and email discussions that

continued until the group came to consensus that each

rubric category could be applied to student work in

courses within their disciplines. There has been an on-

going debate regarding the role of disciplinary know-

ledge in critical thinking and the extent to which critical

thinking is subject-specific (Davies, 2013; Ennis, 1990).

This work focuses on the creation of rubrics to measure

process skills in different domains, but we have not per-

formed cross-discipline comparisons. This initial round

of review was also intended to ensure that the rubrics

were ready for classroom testing by instructors in each

discipline. Next, each rubric was tested over three se-

mesters in multiple classroom environments, illustrated

in Table 1. The rubrics were applied to student work

chosen by each PCT member. The PCT members chose

the student work based on their views of how the assign-

ments required students to engage in process skills and

show evidence of those skills. The information process-

ing and critical thinking rubrics shown in this work were

each tested in at least three disciplines, course levels,

and institutions.

After each semester, the feedback was collected from

the faculty testing the rubric, and further changes to the

rubric were made. Feedback was collected in the form of

survey responses along with in-person group discussions

at annual project meetings. After the first iteration of

completing the survey, the PCT members met with the

authors to discuss how they were interpreting each sur-

vey question. This meeting helped ensure that the sur-

veys were gathering valid data regarding how well the

rubrics were measuring the desired process skill. Ques-

tions in the survey such as “What aspects of the student

work provided evidence for the indicated process skill?”

and “Are there edits to the rubric/descriptors that would

improve your ability to assess the process skill?” allowed

the authors to determine how well the rubric scores

were matching the student work and identify necessary

changes to the rubric. Further questions asked about the

nature and timing of the feedback given to students in

order to address the question of how well the rubrics

provide feedback to instructors and students. The survey

questions are included in the Supporting Information.

The survey responses were analyzed qualitatively to de-

termine themes related to each research question.

In addition to the surveys given to faculty rubric testers,

twelve students were interviewed in fall 2016 and fall 2017.

In the United States of America, the fall semester typically

runs from August to December and is the first semester of

the academic year. Each student participated in one inter-

view which lasted about 30min. These interviews were

intended to gather further data to answer questions about

how well the rubrics were measuring the identified process

skills that students were using when they completed their

assignments and to ensure that the information provided

by the rubrics made sense to students. The protocol for

these interviews is included in the Supporting Information.

In fall 2016, the students interviewed were enrolled in an

organic chemistry laboratory course for non-majors at a

large, research-intensive university in the United States.

Thirty students agreed to have their work analyzed by the

research team, and nine students were interviewed. How-

ever, the rubrics were not a component of the laboratory

course grading. Instead, the first author assessed the

students’ reports for critical thinking and information pro-

cessing, and then the students were provided electronic

copies of their laboratory reports and scored rubrics in

advance of the interview. The first author had recently been

a graduate teaching assistant for the course and was

familiar with the instructor’s expectations for the laboratory

reports. During the interview, the students were given time

to review their reports and the completed rubrics, and then

they were asked about how well they understood the

content of the rubrics and how accurately each category

score represented their work.

Table 1 Learning environments in which the rubrics were implemented

Disciplines Course Levels Institution typesa Class sizesb Pedagogies

Biology/HealthSciences Introductory, intermediate, advanced RU, CU M, L, XL Case study, lecture, laboratory, peer instruction,
POGIL, Other

Chemistry Introductory, intermediate, advanced RU, PUI S, M, L, XL Case study, lecture, PBL, peer instruction, PLTL, POGIL

Computer Science Introductory CU S, M POGIL

Engineering Advanced PUI M Case study, flipped, other

Mathematics Introductory, advanced PUI S, M Lecture, PBL, POGIL

Statistics Introductory PUI M Flipped

a
RU Research University, CU Comprehensive University, and PUI Primarily Undergraduate Institution. bFor class size, S ≤ 25 students, M = 26–50 students, L = 51–

150 students, and XL ≥ 150 students
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In fall 2017, students enrolled in a physical chemistry

thermodynamics course for majors were interviewed.

The physical chemistry course took place at the same

university as the organic laboratory course, but there

was no overlap between participants. Three students and

two graduate teaching assistants (GTAs) were inter-

viewed. The course included daily group work, and

process skill assessment was an explicit part of the in-

structor’s curriculum. At the end of each class period,

students assessed their groups using portions of ELIPSS

rubrics, including the two process skill rubrics included

in this paper. About every 2 weeks, the GTAs assessed

the student groups with a complete ELIPSS rubric for a

particular skill, then gave the groups their scored rubrics

with written comments. The students’ individual home-

work problem sets were assessed once with rubrics for

three skills: critical thinking, information processing, and

problem-solving. The students received the scored rubric

with written comments when the graded problem set was

returned to them. In the last third of the semester, the

students and GTAs were interviewed about how rubrics

were implemented in the course, how well the rubric

scores reflected the students’ written work, and how the

use of rubrics affected the teaching assistants’ ability to as-

sess the student skills. The protocols for these interviews

are included in the Supporting Information.

Gathering evidence for utility, validity, and reliability

The utility, validity, and reliability of the rubrics were

measured throughout the development process. The

utility is the degree to which the rubrics are perceived as

practical to experts and practitioners in the field.

Through multiple meetings, the PCT faculty determined

that early drafts of the rubric seemed appropriate for use

in their classrooms, which represented multiple STEM

disciplines. Rubric utility was reexamined multiple times

throughout the development process to ensure that the

rubrics would remain practical for classroom use. Valid-

ity can be defined in multiple ways. For example, the

Standards for Educational and Psychological Testing

(Joint Committee on Standards for Educational Psycho-

logical Testing, 2014) defines validity as “the degree to

which all the accumulated evidence supports the intended

interpretation of test scores for the proposed use.” For the

purposes of this work, we drew on the ways in which two

distinct types of validity were examined in the rubric lit-

erature: content validity and construct validity. Content

validity is the degree to which the rubrics cover relevant

aspects of each process skill (Moskal & Leydens, 2000). In

this case, the process skill definition and a review of the

literature determined which categories were included in

each rubric. The literature review was finished once the

data was saturated: when no more new aspects were

found. Construct validity is the degree to which the levels

of each rubric category accurately reflect the process that

students performed (Moskal & Leydens, 2000). Evidence

of construct validity was gathered via the faculty surveys,

teaching assistant interviews, and student interviews. In

the student interviews, students were given one of their

completed assignments and asked to explain how they

completed the task. Students were then asked to explain

how well each category applied to their work and if any

changes were needed to the rubric to more accurately re-

flect their process. Due to logistical challenges, we were

not able to obtain evidence for convergent validity, and

this is further discussed in the “Limitations” section.

Adjacent agreement, also known as “interrater agree-

ment within one,” was chosen as the measure of interrater

reliability due to its common use in rubric development

projects (Jonsson & Svingby, 2007). The adjacent agree-

ment is the percentage of cases in which two raters agree

on a rating or are different by one level (i.e., they give adja-

cent ratings to the same work). Jonsson and Svingby

(2007) found that most of the rubrics they reviewed had

adjacent agreement scores of 90% or greater. However,

they noted that the agreement threshold varied based on

the number of possible levels of performance for each cat-

egory in the rubric, with three and four being the most

common numbers of levels. Since the rubrics discussed in

this report have six levels (scores of zero through five) and

are intended for low-stakes assessment and feedback, the

goal of 80% adjacent agreement was selected. To calculate

agreement for the critical thinking and information pro-

cessing rubrics, two researchers discussed the scoring cri-

teria for each rubric and then independently assessed the

organic chemistry laboratory reports.

Results and discussion
The process skill rubrics to assess critical thinking and

information processing in student written work were

completed after multiple rounds of revision based on

feedback from various sources. These sources include

feedback from instructors who tested the rubrics in their

classrooms, TAs who scored student work with the ru-

brics, and students who were assessed with the rubrics.

The categories for each rubric will be discussed in terms

of the evidence that the rubrics measure the relevant

aspects of the skill and how they can be used to assess

STEM undergraduate student work. Each category

discussion will begin with a general explanation of the

category followed by more specific examples from the

organic chemistry laboratory course and physical chem-

istry lecture course to demonstrate how the rubrics can

be used to assess student work.

Information processing rubric

The definition of information processing and the focus

of the rubric presented here (Fig. 1) are distinct from
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cognitive information processing as defined by the

educational psychology literature (Driscoll, 2005). The

rubric shown here is more aligned with the STEM

education construct of representational competency

(Daniel et al., 2018).

Evaluating

When solving a problem or completing a task, students

must evaluate the provided information for relevance or

importance to the task (Hanson, 2008; Swanson et al.,

1990). All the information provided in a prompt (e.g.,

homework or exam questions) may not be relevant for

addressing all parts of the prompt. Students should

ideally show evidence of their evaluation process by

identifying what information is present in the prompt/

model, indicating what information is relevant or not

relevant, and indicating why information is relevant.

Responses with these characteristics would earn high

rubric scores for this category. Although students may

not explicitly state what information is necessary to

address a task, the information they do use can act as in-

direct evidence of the degree to which they have evalu-

ated all of the available information in the prompt.

Evidence for students inaccurately evaluating informa-

tion for relevance includes the inclusion of irrelevant

information or the omission of relevant information in

an analysis or in completing a task. When evaluating the

organic chemistry laboratory reports, the focus for the

evaluating category was the information students pre-

sented when identifying the chemical structure of their

products. For students who received a high score, this

information included their measured value for the

product’s melting point, the literature (expected) value

for the melting point, and the peaks in a nuclear mag-

netic resonance (NMR) spectrum. NMR spectroscopy is

a commonly used technique in chemistry to obtain

structural information about a compound. Lower scores

were given if students omitted any of the necessary in-

formation or if they included unnecessary information.

For example, if a student discussed their reaction yield

when discussing the identity of their product, they would

receive a low Evaluating score because the yield does not

help them determine the identity of their product; the

yield, in this case, would be unnecessary information. In

the physical chemistry course, students often did not

show evidence that they determined which information

was relevant to answer the homework questions and

thus earned low evaluating scores. These omissions will

be further addressed in the “Interpreting” section.

Interpreting

In addition to evaluating, students must often interpret

information using their prior knowledge to explain the

meaning of something, make inferences, match data to

predictions, and extract patterns from data (Hanson,

2008; Nakhleh, 1992; Schmidt et al., 1989; Swanson

et al., 1990). Students earn high scores for this category

if they assign correct meaning to labeled information

(e.g., text, tables, graphs, diagrams), extract specific de-

tails from information, explain information in their own

words, and determine patterns in information. For the

organic chemistry laboratory reports, students received

high scores if they accurately interpreted their measured

values and NMR peaks. Almost every student obtained

Fig. 1 Rubric for assessing information processing
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melting point values that were different than what was

expected due to measurement error or impurities in

their products, so they needed to describe what types of

impurities could cause such discrepancies. Also, each

NMR spectrum contained one peak that corresponded

to the solvent used to dissolve the students’ product, so

the students needed to use their prior knowledge of

NMR spectroscopy to recognize that peak did not

correspond to part of their product.

In physical chemistry, the graduate teaching assistant

often gave students low scores for inaccurately explain-

ing changes to chemical systems such as changes in

pressure or entropy. The graduate teaching assistant

who assessed the student work used the rubric to iden-

tify both the evaluating and interpreting categories as

weaknesses in many of the students’ homework submis-

sions. However, the students often earned high scores

for the manipulating and transforming categories, so the

GTA was able to give students specific feedback on their

areas for improvement while also highlighting their

strengths.

Manipulating and transforming (extent and accuracy)

In addition to evaluating and interpreting information,

students may be asked to manipulate and transform in-

formation from one form to another. These transforma-

tions should be complete and accurate (Kumi et al.,

2013; Nguyen et al., 2010). Students may be required to

construct a figure based on written information, or con-

versely, they may transform information in a figure into

words or mathematical expressions. Two categories for

manipulating and transforming (i.e., extent and accur-

acy) were included to allow instructors to give more spe-

cific feedback. It was often found that students would

either transform little information but do so accurately,

or transform much information and do so inaccurately;

the two categories allowed for differentiated feedback to

be provided. As stated above, the organic chemistry stu-

dents were expected to transform their NMR spectral

data into a table and provide a labeled structure of their

final product. Students were given high scores if they

converted all of the relevant peaks from their spectrum

into the table format and were able to correctly match

the peaks to the hydrogen atoms in their products. Stu-

dents received lower scores if they were only able to

convert the information for a few peaks or if they incor-

rectly matched the peaks to the hydrogen atoms.

Critical thinking rubric

Critical thinking can be broadly defined in different con-

texts, but we found that the categories included in the

rubric (Fig. 2) represented commonly accepted aspects

of critical thinking (Danczak et al., 2017) and suited the

needs of the faculty collaborators who tested the rubric

in their classrooms.

Evaluating

When completing a task, students must evaluate the

relevance of information that they will ultimately use to

support a claim or conclusions (Miri et al., 2007; Zohar

et al., 1994). An evaluating category is included in both

critical thinking and information processing rubrics be-

cause evaluation is a key aspect of both skills. From our

previous work developing a problem-solving rubric

(manuscript in preparation) and our review of the litera-

ture for this work (Danczak et al., 2017; Lewis & Smith,

1993), the overlap was seen between information pro-

cessing, critical thinking, and problem-solving. Addition-

ally, while the Evaluating category in the information

processing rubric assesses a student’s ability to deter-

mine the importance of information to complete a task,

the evaluating category in the critical thinking rubric

places a heavier emphasis on using the information to

support a conclusion or argument.

When scoring student work with the evaluating cat-

egory, students receive high scores if they indicate what

information is likely to be most relevant to the argument

they need to make, determine the reliability of the

source of their information, and determine the quality

and accuracy of the information itself. The information

used to assess this category can be indirect as with the

Evaluating category in the information processing rubric.

In the organic chemistry laboratory reports, students

needed to make an argument about whether they suc-

cessfully produced the desired product, so they needed

to discuss which information was relevant to their claims

about the product’s identity and purity. Students re-

ceived high scores for the evaluating category when they

accurately determined that the melting point and nearly

all peaks except the solvent peak in the NMR spectrum

indicated the identity of their product. Students received

lower scores for evaluating when they left out relevant

information because this was seen as evidence that the

student inaccurately evaluated the information’s rele-

vance in supporting their conclusion. They also received

lower scores when they incorrectly stated that a high

yield indicated a pure product. Students were given the

opportunity to demonstrate their ability to evaluate the

quality of information when discussing their melting

point. Students sometimes struggled to obtain reliable

melting point data due to their inexperience in the la-

boratory, so the rubric provided a way to assess the stu-

dent’s ability to critique their own data.

Analyzing

In tandem with evaluating information, students also

need to analyze that same information to extract
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meaningful evidence to support their conclusions (Bailin,

2002; Lai, 2011; Miri et al., 2007). The analyzing cat-

egory provides an assessment of a student’s ability to

discuss information and explore the possible meaning of

that information, extract patterns from data/information

that could be used as evidence for their claims, and

summarize information that could be used as evidence.

For example, in the organic chemistry laboratory reports,

students needed to compare the information they ob-

tained to the expected values for a product. Students re-

ceived high scores for the analyzing category if they

could extract meaningful structural information from

the NMR spectrum and their two melting points (ob-

served and expected) for each reaction step.

Synthesizing

Often, students are asked to synthesize or connect mul-

tiple pieces of information in order to draw a conclusion

or make a claim (Huitt, 1998; Lai, 2011). Synthesizing in-

volves identifying the relationships between different

pieces of information or concepts, identifying ways that

different pieces of information or concepts can be

combined, and explaining how the newly synthesized

information can be used to reach a conclusion and/or

support an argument. While performing the organic

chemistry laboratory experiments, students obtained

multiple types of information such as the melting point

and NMR spectrum in addition to other spectroscopic

data such as an infrared (IR) spectrum. Students

received high scores for this category when they accur-

ately synthesized these multiple data types by showing

how the NMR and IR spectra could each reveal different

parts of a molecule in order to determine the molecule’s

entire structure.

Forming arguments (structure and validity)

The final key aspect of critical thinking is forming a

well-structured and valid argument (Facione, 1984;

Glassner & Schwarz, 2007; Lai, 2011; Lewis & Smith,

1993). It was observed that students can earn high scores

for evaluating, analyzing, and synthesizing, but still

struggle to form arguments. This was particularly com-

mon in assessing problem sets in the physical chemistry

course.

As with the manipulating and transforming categories

in the information processing rubric, two forming argu-

ments categories were included to allow instructors to

give more specific feedback. Some students may be able

to include all of the expected structural elements of their

arguments but use faulty information or reasoning. Con-

versely, some students may be able to make scientifically

valid claims but not necessarily support them with

evidence. The two forming arguments categories are

intended to accurately assess both of these scenarios.

For the forming arguments (structure) category, students

earn high scores if they explicitly state their claim or

conclusion, list the evidence used to support the argu-

ment, and provide reasoning to link the evidence to their

Fig. 2 Rubric for assessing critical thinking
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claim/conclusion. Students who do not make a claim or

who provide little evidence or reasoning receive lower

scores.

For the forming arguments (validity) category, students

earn high scores if their claim is accurate and their rea-

soning is logical and clearly supports the claim with pro-

vided evidence. Organic chemistry students earned high

scores for the forms and supports arguments categories

if they made explicit claims about the identity and purity

of their product and provided complete and accurate

evidence for their claim(s) such as the melting point

values and positions of NMR peaks that correspond to

their product. Additionally, the students provided evi-

dence for the purity of their products by pointing to the

presence or absence of peaks in their NMR spectrum that

would match other potential side products. They also

needed to provide logical reasoning for why the peaks in-

dicated the presence or absence of a compound. As previ-

ously mentioned, the physical chemistry students received

lower scores for the forming arguments categories than

for the other aspects of critical thinking. These students

were asked to make claims about the relationships be-

tween entropy and heat and then provide relevant evi-

dence to justify these claims. Often, the students would

make clearly articulated claims but would provide little

evidence to support them. As with the information pro-

cessing rubric, the critical thinking rubric allowed the

GTAs to assess aspects of these skills independently and

identify specific areas for student improvement.

Validity and reliability

The goal of this work was to create rubrics that can

accurately assess student work (validity) and be consistently

implemented by instructors or researchers within multiple

STEM fields (reliability). The evidence for validity includes

the alignment of the rubrics with literature-based descrip-

tions of each skill, review of the rubrics by content experts

from multiple STEM disciplines, interviews with under-

graduate students whose work was scored using the rubrics,

and interviews of the GTAs who scored the student work.

The definitions for each skill, along with multiple iter-

ations of the rubrics, underwent review by STEM con-

tent experts. As noted earlier, the instructors who were

testing the rubrics were given a survey at the end of each

semester and were invited to offer suggested changes to

the rubric to better help them assess their students.

After multiple rubric revisions, survey responses from

the instructors indicated that the rubrics accurately rep-

resented the breadth of each process skill as seen in each

expert’s content area and that each category could be

used to measure multiple levels of student work. By the

end of the rubrics’ development, instructors were writing

responses such as “N/A” or “no suggestions” to indicate

that the rubrics did not need further changes.

Feedback from the faculty also indicated that the rubrics

were measuring the intended constructs by the ways they

responded to the survey item “What aspects of the student

work provided evidence for the indicated process skill?”

For example, one instructor noted that for information

processing, she saw evidence of the manipulating and

transforming categories when “students had to transform

their written/mathematical relationships into an energy

diagram.” Another instructor elicited evidence of informa-

tion processing during an in-class group quiz: “A question

on the group quiz was written to illicit [sic] IP [informa-

tion processing]. Students had to transform a structure

into three new structures and then interpret/manipulate

the structures to compare the pKa values [acidity] of the

new structures.” For this instructor, the structures written

by the students revealed evidence of their information

processing by showing what information they omitted in

the new structures or inaccurately transformed. For crit-

ical thinking, an instructor assessed short research reports

with the critical thinking rubric and “looked for [the stu-

dents’] ability to use evidence to support their conclusions,

to evaluate the literature studies, and to develop their own

judgements by synthesizing the information.” Another in-

structor used the critical thinking rubric to assess their

students’ abilities to choose an instrument to perform a

chemical analysis. According to the instructor, the stu-

dents provided evidence of their critical thinking because

“in their papers, they needed to justify their choice of

instrument. This justification required them to evaluate

information and synthesize a new understanding for this

specific chemical analysis.”

Analysis of student work indicates multiple levels of

achievement for each rubric category (illustrated in

Fig. 3), although there may have been a ceiling effect

for the evaluating and the manipulating and trans-

forming (extent) categories in information processing

for organic chemistry laboratory reports because many

students earned the highest possible score (five) for those

categories. However, other implementations of the ELIPSS

rubrics (Reynders et al., 2019) have shown more variation

in student scores for the two process skills.

To provide further evidence that the rubrics were

measuring the intended skills, students in the physical

chemistry course were interviewed about their thought

processes and how well the rubric scores reflected the

work they performed. During these interviews, students

described how they used various aspects of information

processing and critical thinking skills. The students first

described how they used information processing during

a problem set where they had to answer questions about

a diagram of systolic and diastolic blood pressure.

Students described how they evaluated and interpreted

the graph to make statements such as “diastolic [pres-

sure] is our y-intercept” and “volume is the independent
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variable.” The students then demonstrated their ability

to transform information from one form to another,

from a graph to a mathematic equation, by recognizing

“it’s a linear relationship so I used Y equals M X plus B”

and “integrated it cause it’s the change, the change in V

[volume]. For critical thinking, students described their

process on a different problem set. In this problem set,

the students had to explain why the change of Helm-

holtz energy and the change in Gibbs free energy were

equivalent under a certain given condition. Students first

demonstrated how they evaluated the relevant informa-

tion and analyzed what would and would not change in

their system. One student said, “So to calculate the final

pressure, I think I just immediately went to the ideal gas

law because we know the final volume and the number

of moles won’t change and neither will the temperature

in this case. Well, I assume that it wouldn’t.” Another

student showed evidence of their evaluation by writing

out all the necessary information in one place and stat-

ing, “Whenever I do these types of problems, I always

write what I start with which is why I always have this

line of information I’m given.” After evaluating and ana-

lyzing, students had to form an argument by claiming

that the two energy values were equal and then defend-

ing that claim. Students explained that they were not

always as clear as they could be when justifying their

claim. For instance, one student said, “Usually I just

write out equations and then hope people understand

what I’m doing mathematically” but they “probably

could have explained it a little more.”

Student feedback throughout the organic chemistry

course and near the end of the physical chemistry course

indicated that the rubric scores were accurate represen-

tations of the students’ work with a few exceptions. For

example, some students felt like they should have re-

ceived either a lower or higher score for certain categor-

ies, but they did say that the categories themselves

applied well to their work. Most notably, one student re-

ported that the forms and supports arguments categories

in the critical thinking rubric did not apply to her work

because she “wasn’t making an argument” when she was

demonstrating that the Helmholtz and Gibbs energy

values were equal in her thermodynamics assignment.

We see this as an instance where some students and in-

structors may define argument in different ways. The

process skill definitions and the rubric categories are

meant to articulate intended learning outcomes from

faculty members to their students, so if a student defines

the skills or categories differently than the faculty mem-

ber, then the rubrics can serve to promote a shared un-

derstanding of the skill.

As previously mentioned, reliability was measured by

two researchers assessing ten laboratory reports inde-

pendently to ensure that multiple raters could use the

rubrics consistently. The average adjacent agreement

scores were 92% for critical thinking and 93% for infor-

mation processing. The exact agreement scores were

86% for critical thinking and 88% for information pro-

cessing. Additionally, two different raters assessed a sta-

tistics assignment that was given to sixteen first-year

undergraduates. The average pairwise adjacent agree-

ment scores were 89% for critical thinking and 92% for

information processing for this assignment. However,

the exact agreement scores were much lower: 34% for

critical thinking and 36% for information processing. In

this case, neither rater was an expert in the content area.

While the exact agreement scores for the statistics as-

signment are much lower than desirable, the adjacent

agreement scores do meet the threshold for reliability as

seen in other rubrics (Jonsson & Svingby, 2007) despite

the disparity in expertise. Based on these results, it may

be difficult for multiple raters to give exactly the same

scores to the same work if they have varying levels of

content knowledge, but it is important to note that the

Fig. 3 Student rubric scores from an organic chemistry laboratory course. The two rubrics were used to evaluate different laboratory reports.

Thirty students were assessed for information processing and 28 were assessed for critical thinking
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rubrics are primarily intended for formative assessment

that can facilitate discussions between instructors and

students about the ways for students to improve. The

high level of adjacent agreement scores indicates that

multiple raters can identify the same areas to improve in

examples of student work.

Instructor and teaching assistant reflections

The survey responses from faculty members determined

the utility of the rubrics. Faculty members reported that

when they used the rubrics to define their expectations

and be more specific about their assessment criteria, the

students seemed to be better able to articulate the areas

in which they needed improvement. As one instructor

put it, “having the rubrics helped open conversations

and discussions” that were not happening before the

rubrics were implemented. We see this as evidence of

the clear intended learning outcomes that are an integral

aspect of achieving constructive alignment within a

course. The instructors’ specific feedback to the stu-

dents, and the students’ increased awareness of their

areas for improvement, may enable the students to

better regulate their learning throughout a course. Add-

itionally, the survey responses indicated that the faculty

members were changing their teaching practices and

becoming more cognizant of how assignments did or

did not elicit the process skill evidence that they desired.

After using the rubrics, one instructor said, “I realize I

need to revise many of my activities to more thought-

fully induce process skill development.” We see this as

evidence that the faculty members were using the ru-

brics to regulate their teaching by reflecting on the out-

comes of their practices and then planning for future

teaching. These activities represent the reflection and

forethought/planning aspects of self-regulated learning

on the part of the instructors. Graduate teaching assis-

tants in the physical chemistry course indicated that the

rubrics gave them a way to clarify the instructor’s expec-

tations when they were interacting with the students. As

one GTA said, “It’s giving [the students] feedback on

direct work that they have instead of just right or wrong.

It helps them to understand like ‘Okay how can I im-

prove? What areas am I lacking in?’” A more detailed ac-

count of how the instructors and teaching assistants

implemented the rubrics has been reported elsewhere

(Cole et al., 2019a).

Student reflections

Students in both the organic and physical chemistry

courses reported that they could use the rubrics to en-

gage in the three phases of self-regulated learning: fore-

thought/planning, performing, and reflecting. In an

organic chemistry interview, one student was discussing

how they could improve their low score for the

synthesizing category of critical thinking by saying “I

could use the data together instead of trying to use them

separately,” thus demonstrating forethought/planning for

their later work. Another student described how they

could use the rubric while performing a task: “I could go

through [the rubric] as I’m writing a report…and self-

grade.” Finally, one student demonstrated how they

could use the rubrics to reflect on their areas for im-

provement by saying that “When you have the five

column [earn a score of five], I can understand that

I’m doing something right” but “I really need to work

on revising my reports.” We see this as evidence that

students can use the rubrics to regulate their own

learning, although classroom facilitation can have an

effect on the ways in which students use the rubric

feedback (Cole et al., 2019b).

Limitations

The process skill definitions presented here represent a

consensus understanding among members of the POGIL

community and the instructors who participated in this

study, but these skills are often defined in multiple ways

by various STEM instructors, employers, and students

(Danczak et al., 2017). One issue with critical thinking,

in particular, is the broadness of how the skill is defined

in the literature. Through this work, we have evidence

via expert review to indicate that our definitions repre-

sent common understandings among a set of STEM

faculty. Nonetheless, we cannot claim that all STEM in-

structors or researchers will share the skill definitions

presented here.

There is currently a debate in the STEM literature

(National Research Council, 2011) about whether the crit-

ical thinking construct is domain-general or domain-

specific, that is, whether or not one’s critical thinking abil-

ity in one discipline can be applied to another discipline.

We cannot make claims about the generalness of the con-

struct based on the data presented here because the same

students were not tested across multiple disciplines or

courses. Additionally, we did not gather evidence for

convergent validity, which is “the degree to which an

operationalized construct is similar to other opera-

tionalized constructs that it theoretically should be

similar to” (National Research Council, 2011). In

other words, evidence for convergent validity would

be the comparison of multiple measures of informa-

tion processing or critical thinking. However, none of

the instructors who used the ELIPSS rubrics also used

a secondary measure of the constructs. Although the

rubrics were examined by a multidisciplinary group of

collaborators, this group was primarily chemists and

included eight faculties from other disciplines, so the

content validity of the rubrics may be somewhat

limited.
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Finally, the generalizability of the rubrics is limited by

the relatively small number of students who were inter-

viewed about their work. During their interviews, the

students in the organic and physical chemistry courses

each said that they could use the rubric scores as feed-

back to improve their skills. Additionally, as discussed in

the “Validity and Reliability” section, the processes de-

scribed by the students aligned with the content of the

rubric and provided evidence of the rubric scores’ valid-

ity. However, the data gathered from the student inter-

views only represents the views of a subset of students

in the courses, and further study is needed to determine

the most appropriate contexts in which the rubrics can

be implemented.

Conclusions and implications
Two rubrics were developed to assess and provide feed-

back on undergraduate STEM students’ critical thinking

and information processing. Faculty survey responses

indicated that the rubrics measured the relevant aspects of

each process skill in the disciplines that were examined.

Faculty survey responses, TA interviews, and student in-

terviews over multiple semesters indicated that the rubric

scores accurately reflected the evidence of process skills

that the instructors wanted to see and the processes that

the students performed when they were completing their

assignments. The rubrics showed high inter-rater agree-

ment scores, indicating that multiple raters could identify

the same areas for improvement in student work.

In terms of constructive alignment, courses should

ideally have alignment between their intended learning

outcomes, student and instructor activities, and assess-

ments. By using the ELIPSS rubrics, instructors were

able to explicitly articulate the intended learning out-

comes of their courses to their students. The instructors

were then able to assess and provide feedback to stu-

dents on different aspects of their process skills. Future

efforts will be focused on modifying student assignments

to enable instructors to better elicit evidence of these

skills. In terms of self-regulated learning, students indi-

cated in the interviews that the rubric scores were accur-

ate representations of their work (performances), could

help them reflect on their previous work (self-reflection),

and the feedback they received could be used to inform

their future work (forethought). Not only did the stu-

dents indicate that the rubrics could help them regulate

their learning, but the faculty members indicated that

the rubrics had helped them regulate their teaching.

With the individual categories on each rubric, the faculty

members were better able to observe their students’

strengths and areas for improvement and then tailor

their instruction to meet those needs. Our results indi-

cated that the rubrics helped instructors in multiple

STEM disciplines and at multiple institutions reflect on

their teaching and then make changes to better align

their teaching with their desired outcomes.

Overall, the rubrics can be used in a number of differ-

ent ways to modify courses or for programmatic assess-

ment. As previously stated, instructors can use the

rubrics to define expectations for their students and pro-

vide them with feedback on desired skills throughout a

course. The rubric categories can be used to give feed-

back on individual aspects of student process skills to

provide specific feedback to each student. If an in-

structor or department wants to change from didactic

lecture-based courses to active learning ones, the rubrics

can be used to measure non-content learning gains that

stem from the adoption of such pedagogies. Although

the examples provided here for each rubric were situated

in chemistry contexts, the rubrics were tested in multiple

disciplines and institution types. The rubrics have the

potential for wide applicability to assess not only labora-

tory reports but also homework assignments, quizzes,

and exams. Assessing these tasks provides a way for

instructors to achieve constructive alignment between

their intended outcomes and their assessments, and the

rubrics are intended to enhance this alignment to im-

prove student process skills that are valued in the class-

room and beyond.
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