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Runge-Kutta Theory for Volterra Integral
Equations of the Second Kind

By H. Brunner, E. Hairer and S. P. Njersett

Abstract. The present paper develops the theory of general Runge-Kutta methods for Volterra
integral equations of the second kind. The order conditions are derived by using the theory of
/'-series, which for our problem reduces to the theory of K-series. These results are then
applied to two special classes of Runge-Kutta methods introduced by Pouzet and by
Bel'tyukov.

1. Introduction. Consider the (nonlinear) Volterra integral equation of the second
kind,

(1.1) y(x)=f(x)+ (XK(x,s, y(s))ds,       xEl:=[a,b].
Ja

We assume that the kernel K is (at least) continuous on 5 X R", S '■= {(x, s):
a < s < x < b), and that the solution y exist uniquely and is continuous on /.

In order to introduce the discretization of (1.1) by (implicit or explicit) Runge-
Kutta methods, let xn = a + nh, n = 0,\,.. .,7V, with h = (b - a)/N (N > 1), and
denote by yn any approximation toy(xn). Furthermore, define

(1.2) Fn(x):= f(x)+ (X"K(x,s,y(s))ds,       x> xn(n = 0,\,...,N - \),
J a

and let Fn(x) be an approximation to Fn(x). An m-stage (implicit) Runge-Kutta
method for (1.1) is given by (VRK-method)

(1.3)

7,<"> = F„(x„ + 8,h) + « 2 auK(x„ + diJh,xn + Cjh, 7/"')
7=1

(i = l,...,m),
m

yn+x = Yjpx = F„(x„ + h) + « 2 b,K(x„ + e,h, x„ + c,h, ¥<">).
i=i

We will always assume that
m

(1.4) c,= 2 a,j       {'= x,-..,m).
7=1

The method (1.3) is completely characterized by the parameters o, , dt,, bt, e¡, 6¡. In
the following we shall often refer to the two terms on the right-hand side of (1.3) as
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148 H. BRUNNER, E. HAIRER AND S. P. N0RSETT

the "lag term" and the "Runge-Kutta part" of the Runge-Kutta method. Let us
consider two special cases.

(A) Pouzet-Type Methods (PRK-Methods). If dtJ = c,, (/, j' = 1,.. .,m), e,,= 1,
8, = c,(i = 1,...,«?), we obtain

(1.5)

Y™ = Fn(xn + c,h) + « 2 a¡jK(x„ + c,h,x„ + cjh, /}<">)
7=1

(i = \,...m),
m

v„+, = C, = £(*„ + «) + « 2 *,*(*„ + A, *n + c,h, #">).
i=i

This is the (implicit) version of Pouzet's Runge-Kutta method for (1.1) (compare
Pouzet [14]); in the explicit case the upper limit of summation is replaced by /' — 1 in
the first formula of (1.5). We observe that the "number" of kernel evaluations (per
step) in the Runge-Kutta part is in general equal to m(m + 1) (implicit case), and
m(m + l)/2 (explicit case). This number is reduced if some of the parameters atj
vanish or if some of the c,'s are equal. In order that the argument of K in (1.5) lies in
5 X R", we have to demand that

(1.6) c,>Cj   ifa,.^0.

For explicit methods this condition is satisfied if c, < c2 1. We shall
refer to (1.6) as the kernel condition.

(B) Bel'tyukov-Type Methods (BRK-Methods). If di} = e} (i, j = 1,... ,m), 0,■ = c,
(i = \,...,m), then

(1.7)

tf"> = F„(x„ + c,h) + « 2 a,]K(x„ + ejh,x„ + Cjh, #">)
7=1

(/'= \,...,m),
m

yn+x = Y<$x = F„(x„ + h) + h 2 b,K(xn + e,h, xn + c,h, #">).
/=i

This is the (implicit) Runge-Kutta method introduced by Bel'tyukov [3]; here, the
"number" of kernel evaluations in the Runge-Kutta part equals m, independent of
whether the method is implicit or explicit. For this type of methods the kernel
condition reads as

(1.8) e,>c,,       i=\,...,m.

We remark that every method (1.3) (also the PRK-methods) can be written in the
form (1.7) with a possible increase in « (the number of stages).

The principal motivation for the present work originated with the following
questions (whose answer will play a crucial role in connection with the selection of a
computationally efficient VRK-method):

(i) If a Runge-Kutta method of order p is given (i.e., the parameters a, , b¡), is
then the corresponding Pouzet-type method (1.5) of the same order? This is proved
in the explicit case forp = m (see [14]), but is not yet clear for the general (implicit)
case.
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RUNGE-KUTTA THEORY FOR VOLTERRA EQUATIONS 149

(ii) If the first question is answered affirmatively, we obtain a large number of
high order Pouzet-type methods. But, for a given order p, is it possible to reduce the
number of kernel evaluations if we admit Bel'tyukov-type methods? For p = 3 there
exist explicit BRK-methods with m = 3, whereas for PRK-methods at least four
kernel evaluations are needed.

In order to deal with these problems (especially for high orders), we need a way of
getting the order conditions for VRK-methods. In Brunner and Norsett [4] these
conditions were given by extending the Runge-Kutta theory of Butcher ([5], [6]) and
of Hairer and Wanner ([7], [8]). However, at the same time Hairer [9] extended the
theory in [7], [8] to what he called partitioned methods for partitioned systems of
ordinary differential equations.

After transforming (1.1) to a canonical form, we may write (1.1) formally as an
infinite system of ordinary differential equations. The difference between the solu-
tion of the "M first" of these equations and the solution of (1.1) is of order 0(hM+i)
for x E [x0, x0 + «]. We can therefore also use that theory to find the Taylor
expansion of the solution of (1.1) and in turn the order conditions for the VRK-
methods. We will, in this paper, obtain our results in this way.

In Section 2 the theory of F-series will be presented and used to obtain the order
conditions for the VRK-methods. The answer to question (i) is given in Section 3
together with a variety of examples of (explicit and implicit) Volterra-Runge-Kutta
methods. Finally, Section 4 looks at some connections with other Runge-Kutta
methods (Aparo [1], Ouelès [12], [13]).

2. Volterra Series and Order Conditions. As pointed out in Section 1, we will use
the theory of E-series by Hairer [9] to derive the order conditions. It is therefore
necessary to give a short review of the main results from that theory.

Consider the partitioned system of differential equations

(2-1) yá=fa(ya>yb>---)>    y'b=fb{ya, yb>- ■■),■■■,

where  ya E R"%   yh E R"»,   « = na + nh +...,   y - (ya, yb,. . .)T,   f(y) =
(fa(y), fh(y),-.-)T and A = {a, b,...} is a finite index set. The function/: U -> R"
is assumed to be infinitely differentiable, where U is an open set in R".

The Taylor expansion of (2.1) is related to the concept of E-trees, defined by
Definition 2.1. A rooted E-tree t of order p(t) and root index z ='-w(t) is defined

recursively as,
(i) (¡>,,zEA are the only E-trees of order 0.
(ii) t,, z G A are the only E-trees of order 1.
(iii) Let f,,... ,tm be E-trees with p(t,) >\,zEA. Then / =2[tx,.. -,tm] is a E-tree

of order p(t) = 1?=, p(t¡) + 1.
The ordering of the E-trees f,,... ,tm in t is irrelevant. EE is the set of all E-trees.
Remark. Geometrically the E-trees can be represented by graphs as follows.
Order 1.

Ta Tb rc
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150 H. BRUNNER, E. HAIRER AND S. P. N0RSETT

b

Order 2.

V
a I

\"/ '■      Ah'--,**]-
Z

The node with index z is called the root of t.
Hence t is obtained by: The roots of tx,... ,tm are connected by new arcs with a

new node (with index z) which becomes the root of the new E-tree.
Definition. 2.2. For r E EE we define the integers a(t) recursively by,
(i) a(<j>z) = a(rz) = \,zEA.
(M)Fort=z[tx,...,tm],zEA,

ait)=[p(tT.M<j)-a{ti).a{tj-jù^>
where ju.,, p2,... are the numbers of mutually equal E-trees among r,,... ,tm.

Remark 2.3. This coefficient a(t) expresses the number of ways of monotonically
labelling the nodes of t with the numbers \,2,...,p(t) starting at the root.

Definition 2.4. For every ? E EE we define a function F(t): U -> R" recursively by:
Lety = (ya,yh,...)TE U, then

(i)F(<t>z)(y)=yz,zEA.
(n)F(rz)(y)=fz(y),zEA.
(iii)Fort=z[tx,...,tm],zEA

m(y)=>v   dmfÁyl    -(F(tx)(y),...,F(tm)(y)).

The functions F(t)(y) are called elementary differentials.
From Hairer [9].

Theorem 2.5. For the solution of(2.\) we have

yz(x0 + h)= 2        ct(t)F(t)(y0)——,       zEA.
t<ETP,w(t) = z P\1)-

Definition 2.6. Let /: U -» R" be as before and let 4»: EE -» R. A P-series is a
formal series of the form

E(*,y) = (E2(0,v))^=( 2        ^{t)a(t)F(t)(y)^\       .
\ ie7'/,,>v(/) = z p^   >• I zeA

Theorem 2.7. Let E(0>, y) be a P-series with $(</>.) =\,zEA. Then «/(E(4>, y))
is formally a P-series £(<!>', y), »v«ere

*'(*,) = 0, zE/1,

$'(t;) =1,        z E/Í,

*'(0 = p(0*('.) •••*('«),     í = ,[íi,---.íJ.     ¿G^
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RUNGE-KUTTA THEORY FOR VOLTERRA EQUATIONS 151

Instead of Eq. (1.1) we now consider, without loss of generality in the subsequent
sections (recall (1.4), and compare also Section 4), the canonical Volterra equation

(2.2) /x G(x, y(s)) ds,       x E I,

assuming G to be sufficiently smooth.
In order to use the theory of E-series, we have to write (2.2) as a system of

differential equations. For that purpose we set

(2.3)
and further

(2.4)

Then

(2.5)

Now

A = {a,;/= 0,1,2,...} U {x),       a = a0,

ya{x) =y{x),

ya^)=f^-G(x,ya(s))ds,       / = 0,1,...,
•'v.  dr

yx(x) = x.

y'a, = — °{yx>ya) + yai+i>    / = o,i,...,; ya¡{x0) = o,

yx i;  vx(x0) = x0.

y'(x)=yá(x) = G{yx,ya) + v

y"(x) = y'J(x) = Gx + Gy-y'a + V; = Gx + Gy ■ y'a + Gx + yai,

and we see thaty(k)(x) only depends onyx,ya, i = 0,...,k. Thus, for the computa-
tion of the truncated Taylor expansion of y(x) we may assume that A is finite as far
as we need.

Furthermore, our system (2.5) is very special in its structure. From Theorem 2.5
we immediately get

(2.6) ya{x0 + h) «('MOU)P(0!t&TP,w(t) = a

with y0 = (0,0,...,0, x0). But, due to the structure of (2.5), two facts have to be
taken into consideration.

First, for the system (2.5) a lot of elementary differentials in (2.6) vanish. For
example,

Va0
ELK)){y) = =f-fa2 = 0

F(ao[rx,rai])(y) =
n0 U./.,) = o.

9^ • 3y„x
Secondly, and this has not been seen for a general system of ordinary differential

equations, some of the nonvanishing elementary differentials are equal. For example,

V-
F(ao[rx])(y0)=^.fx=G
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152 H. BRUNNER, E. HAIRER AND S. P. N0RSETT

and

T{a0[\]){yo)=^-fal

Hence only a subset of EE is relevant for (2.6) or for the Taylor expansion of the
solution y of (2.2).

Definition 2.8. With TV (Volterra-trees) we denote the smallest subset of EE
satisfying

(i)<i»aEEF,TaEEK,
(ii)Ut],...,tmETV,p(t,)> l,then

'=ak<T*>---Wi.tm] =■■ b1t*,/„...,/J
k

is also in TV.
(In this definition the cases m = 0 and k = 0 are included. For m = k = 0, a[ ] is

to be interpreted as ra.)
The elements of TV are exactly those E-trees which are indexed only by "a " and

"x ", and if a node has index "x ", this node must be an end-node. tx is not in TV.
This set TV also corresponds to the set of Volterra-trees of Brunner and Njersett [4].
There the numbers at the nodes correspond to the free x-nodes leaving that node.

Example.

p(0 = o
p(t) = \
p{t) = 2

p(t) = 3

<t>a

V     V
x xx a      a a      x a

Having defined the set EF of trees, we need to find which trees in EE give
T(t)(y0) = 0 and which give the same results as trees in TV. In this connection we
set

Definition 2.9. For every t E EFwe define E(t) C EE recursively by:
(i)£(<i>a) = {<U,£(Ta) = {Ta}.
(ii) Ii t =a[rk, tx,...,t„], t, E TV, p(t,) > 1, then

£(0= IMC).
;=o

where

ea*) = (44 ,,k* y,«i.«*-J •••]];«,££(/,)},
Example 2.10. For i =0[tx, tJ,

£(0= {«0[t„tJ, Jai[rj], J   [B2[]]] =ao[aikj])

y = 0,1,2,. ...Ä:.
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Based on this definition we have

Theorem 2.11. The elementary differentials corresponding to (2.5) have the following
properties:

(i)uEE(t)~F(u)(y0) = F(t)(y0);
(ii) u <£ Ul£TyE(t) and w(u) = a =» F(u)(y0) = 0.

Proof. The first statement is proved by induction on the order of /. Let now
u E TP with w(u) = a. From the definition of fa it follows that F(u)(yQ) = 0 except
when u has either the form a[rk, «,,... ,um] with w(u¡) = a or Jw,] with w(ux) = ax.
In the first case the statement follows by an induction argument. In the second case
the definition of fa implies that F(u)(y0) = 0 except when ux has either the form

„A-l ,vm] with w(Vj) = a or ux = „[«,] with w(vx) = a2,... etc.    D
Combining these results,we have

Theorem 2.12. For the solution of (2.2) we have

(2.7)

where

(2.8)

y(x0 + h)=   2  ß{t)F(t)(y0)-^,
l^TV P(')!

ß(t)=   2  «(«)•   n
ueE(t)

By using Definition 2.2, (ii) and Definition 2.9, (ii) we get (t =u[tx, /,,... ,tm])

ß(t)= I       I    a(u)
i=0 «e£,(r)

v      v v      (p(0~'~ !)!
i=0 u,e£(r,) umE£(im)

*    (p(Q-,-!)!
¿oP('.)l-p(ÜI

, , P('.)!---P('J!

■ ß{<o ■ ■ ■ ßUJ ■

(*-l)!íl,!/*2!..

(k-i)Wp2\...

where jtx,, ju2,. .. are the numbers of mutually equal E-trees among r,,...,rm. Since

i^-|:l)l-(K»-t-iiii*<')-'-<
,=o        l.*     ')■ ,=0

(p(0 D!

* - i
p{t)\_        P(t)\

k\(p(t)-k)'

we finally get for the recursive calculation of ß(t).

ß(t) = P{<)

(2.9)
(p(t)-k) ^

ß{t^--ß{tm)

p(t)-\

L__l,p(r1),...,p(im)
k

1
*!p,!p2!.
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154 H. BRUNNER, E. HAIRER AND S. P. NQRSETT

Example 2.13.

p(t)= 1

p(t) = 2

P(t) = 3
a

x. ,a

a

il   "^

«(0 ß(t) F(t)(y0)

GyG

G^G

GyyGG

GyGx

GGG

Hence from (2.7),

y(x) = G-h + {2Gx + GvG)-Ç

+ (3GXX + 3GXYG + GVVGG + 2GyGx + GyGyG) ■ ̂  + 0(h4).

The VRK-method for (2.2) takes the form

6

(2.10)

Y, = h2a,JG(x0 + d,Jh,YJ),       i=\,...,m,
7=1

m

yí=h2b,G(x0 + e,h,Yl).
i=\

From Theorem 2.12 the exact solution has an expansion in terms of Volterra-trees. It
would therefore be natural to expect yx also to have an expansion of that form
except that ß(t) in (2.7) would be other coefficients. Analogously to Definition 2.6,

Definition 2.14. Let G be smooth enough and let <p: £K -► R. A V-sehes is a formal
series of the form

(2.11) V{<p,y)=   2  V(t)ß(t)F(t)(y)-^-
,erK P(')!

We now need a result of the form hG(xQ + dh,V(<p, y)) = V(y'(d, ■), y). For the
general case this was given by Theorem 2.7.

Theorem 2.15. Let <p: TV -> R, m(4>ü) = 1. Then

hG(x0 + dh. V(<p, y0)) = V(<p'(d, ■), y0),

where

(212) <p'(d,<pa) = 0,        xp'(d,Ta)=\,

y'(d,t) = (p(t)-k)dk<p(t]).<p(tm)   fort=a[rk,tx,...,tm].
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Proof. Let

Ht)
v(0-4^ for/EEK,

a(t)

d for f = tv ,
1 ifp(/) = 0,
0 otherwise.

Then we have
pa(*<yo) = Y{<p,y0h
Px(<f>,y0) = x0 + dh,

Pai(*,y0) = 0   for/=1,2,....

This and Theorem 2.7 imply

hG(x0 + dh,V(<p, y0)) = hfa(P($, y0)) = Pa(V, y0)

= 2 ntM')F(t)(y0)h
t<ETV p(0!

The last equality holds since 3>'(0 = 0 for all E-trees / which have root index "a"
but do not belong to TV. Putting

*'(</, f):=»'(0 "(0
ß{t) for í E TV,

we thus have hG(x0 + dh, V(<p, y0)) = V(y'(d, ■), y0). The recurrence relation for
<p'(d, •) follows from those of $', a and ß (Theorem 2.7, Definition 2.2 and formula
(2.9)).    D

We are now able to prove that the numerical solution yx given by (2.10) is a
K-series.

Theorem 2.16. If the kernel G is sufficiently smooth, then the numerical solutions yx
and Y¡(i = 1,..., m ) given by (2.10), are V-series

(2.13) y^v{^,y0),      Y^V^yo).
The coefficients are given by

' <P,{<t>J = 0,       ?{<!>„) = 0,

(2.14)

«P/K) =c„       <p(tJ = 2 b„
i = i

m

#' = (p(')-t)2"i)#l).%-{tq),
7=1
m

<p(0 = (p(0-*0 2 *,*;>,■('.).<p,('J y=.h*,'/„...,/,].i=i
Eroo/. Inserting the assumption (2.13) into (2.10), we obtain by comparing the

coefficients
m m

<P,(0 = 2 arffaj, t),       <p(0 = 2 ^<Pi(e„ t).
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156 H. BRUNNER, E. HAIRER AND S. P. N0RSETT

Formula (2.14) now follows from (2.12). The validity of the assumption (2.13) is
trivial if the RVK-method is explicit and is a consequence of the implicit function
theorem in the general case.    D

The following result is now obvious.

Theorem 2.17. Let <p: TV -> R be given by (2.14). Then the local truncation error of
the VRK-method (2.10) is given by

v,-vU,)=   2   {<p{t)-\)ß{t)F(t)(y0)^,
l&TV P(')!

and the VRK-method has order p if

(2.15) <p(t) = 1   forp(t)<p,tETV.    D
We conclude this section by an example. For the K-tree in the following figure the

condition (2.15) is given by

This condition can be obtained very elegantly. If we affix to every node with index
"a" a summation index i, j, k, I.then the left-hand side of (2.16) is obtained as
the sum over /, j, k,l,..., whose summand is a product of

b,ek if the summation index of the root is i and if the root is
connected with k nodes "x";

ctjjdjj if a lower node (with summation index i) is connected
with a higher node "j", and if this higher node is directly
connected with k nodes "x ".

The right-hand side is the inverse of y(t), where y(/) is defined for t E TV as

y{4>a) = y{ra) = i,

y(0 = (p(0-*M'i).Y(/J    (oTt=a[rk,tx,...,tm].

3. Examples of Volterra-Runge-Kutta Methods. In Section 1 we defined the general
VRK-method. As particular subclasses we had the Pouzet-methods and the
Bel'tyukov-methods. Pouzet [14] showed that for every given explicit w-stage RK-
method of order p = m for ordinary differential equations the corresponding
Pouzet-method also had order p. (The converse is obviously true.) By using the
theory of F-series we can in general establish

Theorem 3.1. Let a¡¡(i, j = 1,...,m) and b,(i = 1,...,m) represent a RK-method
of order p. Then the corresponding Pouzet-method has order p.

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use
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Proof. Let T = {t E TV; all nodes of t have index "a"}. By assumption the
EAT-method has order p. Since for t E T the order condition (2.15) is exactly the
same as for EÄT-methods (see [6]) we have

(3.1) <p(t) = 1    forp(í)«p,/E E.
With R(t) (for t E TV) we denote the number of nodes indexed by "je" which are
directly connected with the root of /. For an arbitrary element t E TV we then
define u(t) E Trecursively by

«(*„) = *<,.       Mk) = Ta.

u{t)=a[ra*^+-+R^,u(tx),...,u(tm)]    îort=a[rx^,tx,...,tm].

Observe that u(t) E T and p(u(t)) = p(t) — R(t). An easy induction argument
using the formulas (2.14) with dij = c, and e, = 1 shows that

<p,(0 = c*t%,(«(/))     and   <p(t) = cp(u(t)).

This last relation together with (3.1) completes the proof.    □
In the following examples the methods will be given for the problem

y(x)=f(x)+fXK(x,s, y{s))ds.

Example 3.2. m = 1.
order 1 : bx = 1
order 2 : bxe] = 1, bxcx = 1/2

With c, = 0 the explicit methods of order 1 are

bx = 1, c, = 1/2, e,

(3.2)

The methods of order 2 will be

(3.3)

Yi=f{x0),

F, =/(*„ + A/2) + 2 • ̂ (^o + rfnA, Jc0 + */2. ri).

v, =/(x0 -I- A) + AA:(x0 + A, x0 + A/2, 7,).

For </|, = 1 ( = e, ) we obtain the Bel'tyukov-type midpoint method.

(3.3')
7, =/(*„ + A/2) + - • K(x0 + h,xQ + A/2, Yx),

yx =f(x0 + h) + hK(x0 + h,x0 + A/2, 7,),

while for the choice dx, = 1/2, we have the Pouzet-type midpoint method,

h
(3.3") y, =/(*„ + A/2) + 2 • ̂ (^o + »A*o + A/2. K,),

v, =/(x0 + A) + A/i:(x0 + A,x0 + A/2, y,).

Note that (3.3') requires only one kernel evaluation per step in the Runge-Kutta part
but has order 2; (3.3") requires two kernel evaluations.
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158 H. BRUNNER, E. HAIRER AND S. P. N0RSETT

Example 3.3. Explicit two-stage VRK-methods.

order 1 :     • a       bx + b2 = 1,

order2 :      /       bxex + b2e2 = 1,

/;    A2c2=l/2.

Hence,

A2=l/(2c2),    6, = l-l/(2c2),    e2 = 2c2+(l-2c2)ev

A particular example is given by choosing c2 = 2/3, ex = 1, d2x = 1, thus bx = 1/4,
b2 = 3/4, e2 = 1, and we have a Bel'tyukov method of order two:

:/(*o)>
2A

y2 =f(x0 + 2A/3) + -j ■ K(x0 + h,x0, y,),

V, =f(x0 + A) + J • (â:(x0 + A, x0, y,) + 3/s:(x0 + A, x0 + 2A/3, y2)} ;

i.e., we obtain a method listed on p. 420 of [3], where the number of kernel
evaluations equals two. The Pouzet counterpart has the form

Y,=f{x0),

Y2 =f(x0 + 2A/3) + y • K(x0 + 2A/3, x0, Yx),

v, =f(x0 + h) + | • {a:(x0 + A, x0, y,) + 3â:(x0 + A, x0 + 2A/3, y2)};

it uses three kernel evaluations per step.
We now turn our attention to Bel'tyukov methods. The order conditions for an

w-stage BRK-method are obtained in the same way as formula (2.16) using dtj = e .

order 1 :     (i)

order 2 :     (ii)

2*i=i;i=i
2Vi=i./=i

order 3 :     (iv)

(v)

(vi)

(vh)

(iii)        2 b,c, = 1/2;
;=1

m

2b,ef=\,
i=i

m

2 b,elCl = Í-/2,

m

2 a,
(=1

m

lb,
¿=i

(viii)      2 A,

c,2 = 1/3,

2 a^j = V3'
7=1

,=i    ;=i
2 a,jCj =1/6.
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Lemma 3.4. If a BRK-method has order p > 3, then at least one of the e-values is
different from 1.

Proof. Suppose that the order is greater than or equal to 3 and that e, = 1 for all i.
The order conditions (iii) and (vii) then give a contradiction by ( 1.4).    D

Theorem 3.5. There is no 2-stage BRK-method of order 3.

Proof. Suppose that m = 2 and p = 3. The conditions (i), (iii), and (vi) indicate
that the underlying quadrature formula has order 3. Since no 3rd order quadrature
formula exists with only one function evaluation, we have

bx¥=0,   b2 t= 0,    and    cx^c2.

Subtracting the condition (i) from (ii) and (iii) from (v) we obtain

bx(ex-\) + b2(e2-l)=0,
bxC](ex-l) + b2c2(e2-l) = 0.

Hence we get e, = e2 = 1, but this is impossible by Lemma 3.4.    D

Lemma 3.6. If a 3-stage BRK-method has order 3, then
b,(e,-\) = 0,       i= 1,2,3.

Proof. By subtracting (i) and (ii), (iii) and (v), (ii) and (iv), we get

1      1

I   \

br(e,-\)
b2(e2 - 1)

b,{e3 - O /
0.

Suppose that there exists a = (ax, a2, a3)T ¥= 0 such that aTU = 0, i.e.,
a, + a2c¡ + a3e, = 0,        i — 1,2,3.

If we multiply this equation with b¡ and take the sum over /', we obtain by (i), (ii),
and (iii)

a, + a2/2 + a3 = 0.

If we multiply the above equation with b¡c¡, we get in a similar way

ax/2 + a2/3 + a3/2 = 0.

The last two equations imply a2 = 0 and ax + a3 = 0, so that

a3(<?,. - 1) = 0    for all/.

This contradicts a ¥= 0 by Lemma 3.4. Hence det(U) #0.    D
Since we need A3 ¥= 0 for an explicit 3-stage RK-method to be of order 3, Lemma

3.6 implies e3 = LA, and A2 cannot both be zero by (i), (iii), and (vi). By Lemma 3.6
we then have two cases, b2 = 0, e.j2 — o, c i - c'3 = 1 and A | = 0, e2 = e3 1.

Case A: A2 = 0, e, = e3 = 1. From (v) and (vi) c3 = 2/3, A3 = 3/4 implying
= 1/4; from (vii), a32(l - e2) = 2/9, while (viii) implies c2 = 1 - e2;

'32 2/(9(1 ~e2)), 2(2-3e2)/(9(\-e2)).

License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use



160 H. BRUNNER, E. HAIRER AND S. P. N0RSETT

The kernel condition (1.8) is satisfied for e2 > 1/2. The corresponding method is
therefore

A, =hK(x0 + h,x0,f(x0)),
k2 = hK(x0 + e2h, x0 + (1 - e2)h, f(x0 + (l - e2)h) + (1 - e2)kx),

(3.4)     -| A3 = hK(x0 + A, x0 + 2A/3, f(x0 + 2A/3)
+ [2(2-3e2)kx + 2k2]/(9(l-e2))),

y]=f{x0 + h) + (kl+3k,)/4.

In particular,
Example 3.7. 3-stage explicit Bel'tyukov method of order 3 (see also [3, p. 421]),

e2 = 1/2,

A

0
1/2 0
2/9 4/9
1/4 0 3/4

Case B: A, = 0, e2 = e3 = 1. In this case the solution of the order conditions is
given by

c, = 0,   c2 = (l-ex)/(2-3ex),   c3 = 1 - 1/ (3ex),

b2 = (2- 3ex)2/ (4(1 - 3ex + 3e])),   A3 = 1 - A2, '21        c2'

•32 (2 - 3ex)/ (6(1 - e,)(l - A2)),    a3I = c3 - a32,

with e, as free parameter (ex ¥=0, e, =£ 2/3, e, ^ i). For e, < 1/2 the kernel
condition (1.8) is satisfied. In particular, the choice e, = 1/3 yields method (18) of
[3]:

1/3
1
1

0
2/3
0

0
2/3
-1

0 3/4 1/4

Theorem 3.8. There is no 4-stage explicit BRK-method'of order 4.

Proof. Every 4-stage explicit RK-method of order 4 satisfies (see [6, p. 78])
4

2 bfiij = bj(\ - Cj),      j = 1,2, 3,4.
i=i

If we multiply each side of this equation by e} and sum over y, we obtain
4 4 4 4

2 b, 2 auej = 2 bjej - 2 bjCjCj.
,=\     7-1 j=\ j=\

The order conditions (vii), (ii), and (v) imply that this equation is the same as
1/3 = 1 — 1/2, which is a contradiction.    D
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Example 3.9. The following coefficients represent a 5-stage explicit BRK-method
of order 4. A detailed description of its derivation can be found in [10].

c,=0,   c2 = c,   c3 = (3-/3~)/6,   c4 = (9 + 2/3 )/23,

3 + ^3 )/6,

,3-/3)/4,   e2 = (3 - /3 )/4 - c,   e3 = 1,

57 + 5/3 )/92,   e5=l.c4

ö21  =

fl-n ='32

'42

'43

'52

2-{ï)/(\2c),   a31 = (3-/3)/6-fl32,

2544 - 807/3 )/ (13754c),   a41 = (2781 - 647/3 )/6877 - a42,

-90+ I245/3 )/6877,

-2 + /3)/(l2c),   a51 = (-3 + 2/3)/9-a52,

a53 = 1/5,   a54 = (57 - 5/3 )/90,

A, = 0,   A2 = 0,   A3 = 1/2,   A4 = 0,   A5 = 1/2.
The kernel condition (1.8) is satisfied, if the parameter c satisfies 0 < c < (3 — xj3)/%.

4. Some Additional Results. In the previous section we defined the m-stage
Runge-Kutta method for equations of the form y(x) = fx<jG(x, y(s))ds, and the
extension to (1.1) is then based on (1.4).

Let now (1.1) be rewritten as

(4.1)

where

(4.2)

/x _K(x,s,y(s))ds,

K(x, s, y(s)) := /(*j     ^*o) + K(x, s, y(s)).

The Runge-Kutta method for (4.1) is thus given by

m

y,. =f(x0) + A 2 a,jK(xQ + dtjh, x0 + cjh, Yj)       (/' = \,...,m),
7=1

m

v, =f{x0) + A 2 A/^(jc0 + efr- xo + cfr, Y¡),
i=\

and this may be rewritten as (assuming that d¡¡ ¥= 0, e¡ ¥= 0)

m      s,

Y,=f{x0)+ 2   ■fÍÁ'o + dljh)-f(x0)]
m

+ A 2 atJK(x0 + dfJk,x0 + Cjh,Yj)       {i = l,...,m),

(4.3a)
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(4.3b)
V, =/(*„)+ 2   -7-[f{x0 + e,h)-f(xQ)\

i=\    '
m

+ A 2 biK(x0 + e,A, x0 + c,h, Y,).
i=i

If we choose a\, = e ■ (which characterizes Bel'tyukov-type methods), we arrive at

k,=[f(x0 + e,h)-f(x0)}

(4.4)

a
+ he,K\x0 + e,h,x0 + cih,f(x0)+ 2   ""T ' */ |     (<=l,...,w),

Vi = /(*0) + 2  T'ki-
i=i  *<

For the explicit case this form coincides with that given by Oulès [13]. As an
example, consider the Bel'tyukov method (19) of [3] (compare also Example 3.7); if
it is brought into the above form it reads as follows:

*i = /(*o + h) ~f{x0) + hK(x0 + h,x0, f(x0)),

k2 =f(x0 + A/2) -f(x0) + \ ■ K(x0 + A/2, x0 + h/2,f(x0) + A,/2),

k3 =f(x0 + A) -/(x0) + Aa:(x0 + A, x0 + 2A/3, f(x0) + 2A,/9 + 4k2/9),
yx=f{x0) + (kx + 3k3)/4.

This method was given by Oulès [12]; see also Aparo [1].
We now consider briefly the connection between collocation methods (in piece-

wise polynomial spaces) and Runge-Kutta methods of the form (1.3) for the Volterra
equation (1.1). Suppose that (1.1) is solved by collocation, using piecewise polynomi-
als u of degree m (which are permitted to have finite discontinuities at x = xn,
« = \,...,N); on [x0, xx] the collocation points shall be [x0 + c,A; 0 < cx < ■ • • <
cm< cm+x = 1}. The restriction of u to [x0, xx] is thus determined from

JVC,K(x0 + c,A, x0 + sh, u(x0 + sh))
n

ds
(4.5)

(/ = \,...,m + 1).

In general, the integrals in (4.5) have to be approximated by numerical quadrature.
If we use (interpolatory) quadrature based on {c,; /= \,...,m), i.e., if (4.5) is
replaced by

(4.6)

Y,=f(x0 + c,A) + A 2 a,jK(xQ + c,h, x0 + Cjh, Y¡)
7=1

(/ = l,...,m + 1),
with
v, =u(x0 + h) = Ym+]    (note that cm+x = 1),

then we obtain an w-stage implicit Pouzet method. (The case m = 1, c, = 1/2,
c2 = 1, has been considered in Example 3.2 (3.3").)
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We note in passing that if the parameters {c,; i = l,...,w) are the zeros of
Pm(2s — 1) (Gauss points for (0,1)) then (4.6) represents an m-stage implicit Pouzet
method of order 2m.
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