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PAPER

Sampling Rate Selection for Fractional Sampling in OFDM

Haruki NISHIMURA†a), Mamiko INAMORI†b), Student Members, and Yukitoshi SANADA†c), Member

SUMMARY Through fractional sampling, it is possible to separate
multipath components and achieve diversity gain. However, power con-
sumption grows as the sampling rate increases. This paper proposes a novel
scheme for OFDM systems that selects the sampling rate according to the
channel’s frequency response. Numerical results through computer simula-
tion show that the proposed sampling rate selection scheme reduces power
consumption by reducing oversampling ratio when delay spread is small.
key words: software defined radio, cognitive radio, fractional sampling,
IEEE802.11a/g, OFDM, multipath diversity

1. Introduction

Nowadays, various wireless communication systems, in-
cluding cellular systems, WLAN systems, etc., are widely
employed. A multiband/multimode terminal is desirable in
order to enable anywhere anytime connectivity [1]. How-
ever, since the receivers utilize different frequency bands
and modulation schemes, different hardwares are necessary
to implement them. Because of the various standards in dif-
ferent generations and regions, it is impossible to support all
of those standards with one terminal. Therefore, to solve this
problem, Software-Defined Radio (SDR) techniques have
been investigated. In the ideal SDR, the most of receiv-
ing process is carried out in reconfigurable devices such as
digital signal processors (DSPs) or field programmable gate
arrays (FPGAs). This will make it possible to use one ter-
minal to support any modulation schemes, generations, and
regions [2].

The key components of the SDR techniques are the de-
vices from the RF front-end to the analogue-to-digital con-
verter (ADC). A variety of architectures has been proposed
to realize the SDR. For example, an RF sampling reception
scheme has also been proposed recently [3], [4]. In the RF
sampling receiver architecture, the received signal is sam-
pled at the radio frequency (RF). Those samples are input to
the averaging filter for decimation. Therefore, by selecting
the decimation factor, it is possible to choose the oversam-
pling ratio of the baseband signal.

On the other hand, a fractional sampling (FS) technique
in OFDM has been proposed [5]. Through FS, the received
baseband signal is sampled with the rate higher than the
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Nyquist rate in order to achieve diversity gain. However, as
the sampling rate increases, the power consumption grows
due to the use of multiple demodulators.

In this paper, a sampling rate selection scheme accord-
ing to frequency response of the channel is proposed. The
proposed scheme reduces power consumption by decreasing
the sampling rate when the delay spread is small.

This paper is organized as follows. Section 2 describes
the system model. Section 3 shows the numerical results
through computer simulation. Section 4 gives our conclu-
sions.

2. System Model

2.1 Fractional Sampling

A block diagram of an OFDM system with FS is shown in
Fig. 1. Suppose the information symbol on the kth subcarrier
is s[k](k = 0, . . . ,N −1), the OFDM symbol is then given as

u[n] =
1√
N

N−1∑

k=0

s[k]e j 2πnk
N (1)

where n(n = 0, 1, . . . ,N − 1) is the time index. A cyclic
prefix is appended before transmission as shown in Fig. 2.
NGI is the number of the sample points per guard interval.

The baseband signal at the output of the filter is given
by x(t) =

∑N+NGI−1
n=0 u[n]p(t − nTs) where p(t) is the impulse

response of the baseband filter and Ts is the symbol dura-
tion. This signal is upconverted and transmitted through a

Fig. 1 OFDM receiver using FS.
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Fig. 2 OFDM symbol structure.

multipath channel with an impulse response c(t). The re-
ceived signal after the down conversion is given as

y(t) =
N+NGI−1∑

n=0

u[n]h(t − nTs) + v(t) (2)

where h(t) is the impulse response of the composite channel
and is given by h(t) := p(t)�c(t)� p(−t) and v(t) is the addi-
tive Gaussian noise filtered at the receiver. For the multipath
channel, h(t) can be expressed in a baseband form as

h(t) =
Nm−1∑

i=0

αi p2(t − τi) (3)

where p2(t) := p(t) � p(−t) is the deterministic correla-
tion of p(t) (� indicates convolution operator) and satis-
fies Nyquist’s property. It is assumed that the channel in
Eq. (3) has Nm path components, αi is the amplitude that is
time-invariant during one OFDM symbol (quasistatic chan-
nel model), and τi is the path delay. If y(t) is sampled at
the rate of Ts/G, where G is the oversampling ratio, its
polyphase components can be expressed as

yg[n] =
N+NGI−1∑

l=0

u[l]hg[n − l] + vg[n], g = 0, . . . ,G − 1

(4)

where yg[n], hg[n], and vg[n] are polynomials of sampled
y(t), h(t), and v(t), respectively, and are expressed as

yg[n] := y(nTs + gTs/G + δ(G)),

hg[n] := h(nTs + gTs/G + δ(G)),

vg[n] := v(nTs + gTs/G + δ(G))

where δ(G) is the initial timing of the samples. Since
δ(G) ≥ 0, n should start from −1 and the following con-
dition is satisfied in order to avoid intersymbol interference.

nTS + gTS /G + δ(G) ≤ (N − 1)TS . (5)

After removing Guard Interval (GI) as shown in Fig. 3 and
taking DFT at each subcarrier, the received symbol is given
by

z[k] = H[k]s[k] + w[k], (6)

where z[k] = [z0 . . . zG−1]T ,w[k] = [w0 . . . wG−1]T , and
H[k] = [H0 . . .HG−1]T are G × 1 column vectors, each gth
component representing

Fig. 3 Guard interval removal.

Fig. 4 Noise correlation through FS.

[z[k]]g := zg[k] =
N−1∑

n=0

yg[n]e− j 2πkn
N , (7)

[w[k]]g := vg[k] =
N−1∑

n=0

vg[n]e− j 2πkn
N , (8)

[H[k]]g := Hg[k] =
N−1∑

n=0

hg[n]e− j 2πkn
N , (9)

respectively.
As already stated, v(t) in Eq. (2) is the filtered noise.

It is well-known that when v(t) is sampled at the baud rate
of 1/Ts, the samples of v(t) are independent one another as
shown in Fig. 4(a). However, when the sampling rate is mul-
tiple of the baud rate, the noise samples are colored. There-
fore, it is necessary to whiten the colored noise samples as
shown in Fig. 4(b).

In order to perform noise-whitening, it is necessary to
calculate a G ×G noise covariance matrix, Rw, on each sub-
carrier. The (g1, g2)th element of the noise covariance ma-
trix on the kth subcarrier is given as

[Rw[k]]g1g2

= E[wg1w
∗
g2]

= σ2
v

1
N

N−1∑

n1=0

N−1∑

n2=0

p2((n2 − n1 + (g2 − g1)/G)Ts)

×e j
2πk(n2−n1)

N (10)

and multiplying both sides of Eq. (6) by R
− 1

2
w [k] [5]
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R
− 1

2
w [k]z[k] = R

− 1
2
w [k](H[k]s[k] + w[k]), (11)

z
′
[k] = H

′
[k]s[k] + w

′
[k], (12)

where z
′
[k] = R

− 1
2
w [k]z[k], H

′
[k] = R

− 1
2
w [k]H[k], and

w
′
[k] = R

− 1
2
w [k]w[k]. With Eq. (11), noise-whitening can

be achieved. Therefore, multiple outputs on each subcar-
rier are obtained through FS. Based on the channel response
estimated by the preamble, those samples are combined to
maximize the SNR expressed as the following equation [5],

ŝ[k] =
H
′H[k]z

′
[k]

H
′H[k]H

′
[k]

=
(R
− 1

2
w [k]H[k])H(R

− 1
2
w [k]z[k])

(R
− 1

2
w [k]H[k])H(R

− 1
2
w [k]H[k])

. (13)

where {·}H is the Hermitian operator.

2.2 Sampling Rate Selection

Though FS achieves diversity gain, it increases power con-
sumption. In some channel conditions, the power of the re-
ceived signal may be large enough to satisfy a required qual-
ity of the communication link without path diversity through
FS. Therefore, in the proposed scheme, the sampling rate is
selected in accordance with the frequency response of the
channel. Also, the different sampling rate leads to the dif-
ferent response of the channel as indicated in Eq. (9). In
the proposed scheme the sampling rate is selected as fol-
lows. Suppose the frequency response of the channel with
the oversampling ratio of G at the kth subcarrier is expressed
as follows.

PG[k] = H
′H[k]H

′
[k]. (14)

Figure 5 shows the frequency response of the channel
interms of the subcarrier number. The most of the bit error
occurs on the subcarrier with low frequency response. The
large oversampling ratio of G boost the power of the chan-
nel response especially on the subcarriers which have low

Fig. 5 Example of the frequency response of the channel.

power frequency response in the case of small G. The over-
sampling ratio, G, is selected with the following criterion,

max
G
{min

k
CGPG[k]}, (15)

where CG is the coefficient for the oversampling ratio of G
and

0 < CG ≤ 1.0.

3. Numerical Results

3.1 Simulation Conditions

Simulation conditions are presented in Table 1. In this sim-
ulation, the oversampling ratio G is selected among {1, 2, 4}.

The response of the channel is assumed to be con-
stant during one OFDM packet. The structure of the OFDM
packet for computer simulation is shown in Fig. 6.

Relevant to IEEE802.11a/g standard, the number of
subcarriers, N, is 64 (48 subcarriers are for data symbols,
4 subcarriers are for pilot symbols, and the rests are null
subcarriers) [6], [7]. For channel estimation, two symbols,
T1 and T2 are used. The ideal channel estimation is assumed
here. The oversampling ratio in the preamble period is fixed
to G = 4. In the data period, the oversampling ratio is se-
lected according to the criterion in Eq. (15). Reconfigurable
ADCs are assumed [8]. This paper focuses on the average
oversampling ratio in the data period as the length of the data

Table 1 Simulation conditions.

Modulation scheme 1st:QPSK, 16QAM, 64QAM
2nd:OFDM

FFT size 64
Number of subcarriers 64

Number of data subcarriers 48
Number of OFDM packets 10000

per trial
Number of OFDM symbols 100

per packet
Bandwidth of subcarriers 312.5 [kHz]

Preamble length 1.6 + 6.4 [μs]
(GI+Preamble)

OFDM symbol length 0.8 + 3.2 [μs]
(GI+Data)

Channel model Rayleigh(16 path, equal gain),
Indoor Residential A

Fig. 6 OFDM packet structure for simulation.
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Fig. 7 Power spectrum density of the transmit signal.

Fig. 8 16 path Rayleigh fading model (Eb/N0 = 20 [dB]).

Fig. 9 16 path Rayleigh fading model (Eb/N0 = 20 [dB]).

period is 100 OFDM symbols which is much larger than the
preamble length. The total response of the transmitter and
receiver filters are also assumed to be truncated sinc pulse
with the duration of 2Ts [5]. As shown in Fig. 7, the spec-

Fig. 10 16 path Rayleigh fading model (Eb/N0 = 20 [dB]).

trum of the transmitted signal filtered by the transmitter fil-
ter p(t), satisfies the transmit spectrum mask defined in the
IEEE802.11a standard [6].

As the channel model, 16 path Rayleigh fading with
uniform delay spread is assumed. Also, Indoor Residential
A model in [9] is assumed, which has small delay spread.

3.2 16 path Rayleigh fading

Figure 8 shows the relationship between the BER and the
coefficients, C2 and C4 (C1 = 1.0). Figure 9 shows the
average oversampling ratio versus the coefficients. As C2

and C4 increase, the BER reduces. However, as the BER
performance improves, the average oversampling ratio, G,
increases as shown in Fig. 9.

Figure 10(a) and (b) show the BER versus C2 and the
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Fig. 11 16 path Rayleigh fading model (C2 = 1.0,C4 = 0.5).

Table 2 16 path Rayleigh fading model.

Eb/N0 [dB] Average of G
0 2.35
5 2.37
10 2.37
15 2.35
20 2.36
25 2.37
30 2.36

average of G versus C2 when 0.3 ≤ C4 ≤ 0.7, respectively.
It is clear that C2 is relatively insensitive to the BER while
it may reduce the average of G.

Fig. 12 Indoor Residential A (C2 = 0.7,C4 = 0.5).

Figures 11(a) and (b) show the BER curves obtained
through FS and the probability of sampling rate selection,
respectively. Here, C2 and C4 are set to 1.0 and 0.5. From
Fig. 11(b), the probability of sampling rate selection is con-
stant under different Eb/N0 conditions. Table 2 shows the
average oversampling ratio. From Fig. 11(a) and Table 2,
while the proposed scheme reduces the average oversam-
pling ratio by 40%, the BER curve is still close to that with
G = 4.

3.3 Indoor Residential A

Indoor Residential A model has exponential delay profile
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Table 3 Indoor Residential A.

Eb/N0 [dB] Average of G
0 1.75
5 1.74
10 1.74
15 1.75
20 1.74
25 1.74
30 1.74

Fig. 13 Indoor Residential A (C2 = 0.7,C4 = 0.5).

with the delay spread of 16 [ns]. Figures 12(a) and (b) show
the BER versus Eb/N0 and the probability of sampling rate
versus Eb/N0, respectively. Here, C2 and C4 are set to 0.7
and 0.5. Table 3 shows the average oversampling ratio.
From Fig. 12(a), it is clear that the BER improvement with
FS is less significant because of small delay spread. The
oversampling ratio of 4 is hardly selected and the average
oversampling ratio is less than 1.8. Thus, power consump-
tion is significantly reduced when the delay spread is small.

This because in Indoor Residential A model path diversity
through FS is not effective since the power of the first arrival
path is larger than the rest and the delay spread is small. On
the same channel model, numerical results with higher mod-
ulation levels are shown in Figs. 13(a) and (b). In the both
figures, the BER with the proposed scheme is better than
that with G = 2. The average oversampling ratio is about
1.74 and is constant in terms of the different Eb/N0.

4. Conclusions

In this paper, a sampling rate selection scheme for FS has
been proposed for two typical channel models. The selec-
tion of the coefficient for each oversampling ratio depends
on the channel models and required performance in terms of
BER and power consumption. With the proposed scheme,
the power consumption can be reduced significantly if the
delay spread is small. When the delay spread is large, the
BER performance can be improved while the power con-
sumption is still saved with the proposed sampling rate se-
lection scheme. For future work, the relationship between
the coefficients for the oversampling rate and the other chan-
nel models will be clarified.
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