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ABSTRACT Synthetic aperture radar (SAR) images have been applied in disaster monitoring and environ-

mental monitoring. With the objective of reducing the effect of noise on SAR image change detection, this

paper presents an approach based on mathematical morphology filtering and K-means clustering for SAR

image change detection. First, the multiplicative noise in two SAR images is transformed into additive noise

by a logarithmic transformation. Second, the two multitemporal SAR images are denoised by morphological

filtering. Third, the mean ratio operator and subtraction operator are used to obtain two difference images.

Median filtering is applied to the difference image based on a simple combination of the two difference

images. Since an accurate statistical model for the difference image cannot be easily established, the results

of change detection are clustered using the K-means algorithm. A comparison of the experimental approach

with other algorithms shows that the proposed algorithm can decrease the detection time and improve the

detection result.

INDEX TERMS Image change detection, mathematical morphology filter, K-means clustering, logarithmic

transformation, synthetic aperture radar (SAR) image.

I. INTRODUCTION

Remote sensing image change detection is a process in which

changes in a geographical surface are determined by ana-

lyzing the images acquired at different times in the same

geographical location [1]–[3]. Synthetic aperture radar (SAR)

images are created by successive pulses of radio waves

and echoes of each pulse. SAR images are usually used in

remote sensing for landscape observation. Synthetic aperture

radar (SAR) image change detection has become an impor-

tant method with the development and application of remote

sensing technology and because SAR can obtain image data

under all illumination and weather conditions [4], [5]. The

results of change detection can be improved by high-quality

difference images. The subtraction operator can easily reflect

the real change and the details of the area. However, the dif-

ference image obtained by the subtraction operator is eas-

ily influenced by noise. The speckle noise in SAR images
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reduces the quality of SAR image change detection. Many

studies have focused on this topic. For example, Inglada

proposed a mean ratio operator that can suppress the noise in

image change detection [6], and the neighborhood-based ratio

operator [7] proposed by Gong reduces the influence of noise

and yields a high-quality difference image to improve the

results of SAR image change detection. Celik used principal

component analysis (PCA) to extract pixel features and then

implemented a K-means clustering algorithm to obtain the

change detection result. This method can suppress the speckle

noise in SAR image change detection [8]. Li et al. denoised

images based on the non-subsampled Contourlet transform

and then used a fuzzy C-means (FCM) clustering algorithm

to obtain the change detection results [9]. Gong et al. obtained

the difference image by merging a mean ratio difference

image and a logarithmic ratio difference image and then

used fuzzy local information C-means (FLICM) clustering

algorithm segmentation to obtain the change detection result.

Compared to previously proposed methods, this approach

reduces the noise and improves the accuracy of the change
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detection result [10]. Yousif et al. used PCA and a non-local

mean (NLM) algorithm to denoise SAR images for change

detection [11]. In addition, spatial coding is widely used

for such processes. Wang extracted pixel features from SAR

images based on a spatial coding and pooling method. This

method is robust to speckle noise; however, it requires more

time than traditional methods to obtain the pixel features [5].

Wang used key points determined by scale-invariant feature

transformation (SIFT) to reduce the detection range, and this

approach is robust to speckle noise [12]. With the evolution

of artificial intelligence, some artificial intelligence meth-

ods, such as deep learning [13] and dictionary learning [14]

have also been successfully applied to SAR image detection.

Furthermore, an SAR change detection algorithm that does

not require labeled data was proposed by Shang et al [15].

The date label obtained by FCM is pre-classified, and the

selected sample and self-step learning are used to train a

classifier. The change detection result is obtained by the

trained classifier. Some statistical techniques are also applied

in SAR image change detection. It is important to build a

suitable statistical model for SAR image change detection.

The Gaussian distribution [16] andMarkov random field [17]

are commonly used in SAR image change detection. Some

other distributions, such as the Gamma distribution [18], [19]

and Wishart distribution [20], have also been successfully

used in SAR image change detection. Saliency extraction

has also recently been applied in change detection [21], [22].

After the registration of two SAR images, the two images still

have considerable noise; thus, the real change detection result

cannot be easily obtained from the registered SAR images.

The accuracy of the change detection result can be improved

in the transform domain, but this improvement increases the

detection time due to the complexity of the operation. Obtain-

ing the change detection result from the difference image is

another important issue. Several traditional algorithms, such

as the K-means clustering, Otsu, EM, FCM clustering, and

FLICM algorithms, have been successfully applied for image

change detection.

First, the multiplicative noise of the SAR image is trans-

formed to additive noise by a logarithmic transformation.

Compared to multiplicative noise, additive noise is easier

to process. Second, the SAR images are denoised with a

morphological filter. Third, the difference image is obtained

based on a mean ratio operator and subtraction operator.

Then, the final difference image is filtered by median filter-

ing. Finally, the changed area is obtained by the K-means

clustering algorithm. The simulation results show that the

method not only improves the detection results but also

decreases the detection time compared to that of traditional

algorithms.

II. SAR IMAGE CHANGE DETECTION BASED ON

MATHEMATICAL MORPHOLOGY AND THE

K-MEANS ALGORITHM

Mathematical morphology is characterized by a simple struc-

ture and convenient calculations. The edges and details

of the images obtained by morphology filters are well

preserved. Mathematical morphology is widely used in

image retrieval [23], satellite imaging [24], color image

segmentation [25]–[27], image denoising [28], [29], and

image fusion [30]. Change detection methods can be clas-

sified into supervised detection and unsupervised detec-

tion [31]. Although mathematical morphology is widely

used in image processing, this study is the first time the

approach has been used for SAR change detection. Unsu-

pervised detection methods do not require prior knowl-

edge. An unsupervised approach is applied in this paper.

Let X1 = {X1(i, j) | 1 < i < H , 1 < i < W } and X2 =

{X2(i, j) | 1 < i < H , 1 < i < W } be two calibrated SAR

images. The two images have the same width W and the

same height H. � ={ωc, ωn} represents the change detec-

tion result, where ωc represents the changed pixels and ωn
represents the unchanged pixels. The algorithm flow chart

shown in Figure 1 mainly consists of three steps: 1) perform

a logarithmic transformation used to transform two SAR

images; then, denoise the images using morphological filters;

2) combine the two difference images obtained by the mean

ratio operator and subtraction operator; then, apply a median

filter to the combined image to obtain the final difference

image; and 3) use the K-means clustering algorithm, which

does not require any distribution assumption, to find the

changed area and unchanged area.

FIGURE 1. Algorithm flowchart.
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A. MORPHOLOGICAL FILTER

The multiplicative noise in SAR images will affect the

change detection results. When logarithmic transforms are

performed, multiplicative noise is transformed to additive

noise [32]. However, logarithmic transforms can enhance

low-intensity pixels and compress pixel values [33]. After the

registration of two SAR images X1 and X2, Im1 and Im2can

be obtained by logarithmic transformation as follows:

Im1 (i, j) = log(X1 + 1) (1)

Im2 (i, j) = log(X2 + 1) (2)

where log represents the natural logarithm and Xk + 1

(k = 1, 2) ensures that Xk (k = 1, 2) is greater than 0 and

makes Imk (i, j) (k = 1, 2) greater than or equal to 0. After

the logarithmic transforms are implemented, the two images

are linearly normalized to the range [0, 1].

Mathematical morphology operations include two sets in

image processing: the image pixel set and the small set or

image of structure elements (SEs). Dilation, erosion, opening,

and closing are four basic operations in mathematical mor-

phology [34]. Using a combination of dilation and erosion

can yield all the morphological filters [35].

Let F represents a gray image and S represent the SEs.

The dilation operation is defined as follows.

F ⊕ S (x, y)= max
(x ′,y′)ǫs

{F
(

x − x
′

, y−y
′
)

+ S
(

x
′

, y
′
)

} (3)

The erosion operation is defined as follows.

F2S(x, y)= max
(x ′,y′)ǫs

{F
(

x + x
′

, y+ y
′
)

− S
(

x
′

, y
′
)

} (4)

Dilating an image is the same as finding the local maxi-

mum and will increase the highlighted area in the image.

Implementing dilation and erosion processes can obtain

the open operation and close operation, which are defined as

follows.

F ◦ S = (F2S) ⊕ S (5)

F • S = (F ⊕ S)2S (6)

The open operation is often used to remove small bright

details that are smaller than SEs, and the close opera-

tion removes small dark details. Alternately, the open and

close operations can be used to remove small noise compo-

nents [36], [37]. The morphology filter is given as follows.

(F • S) ◦ S = {[(F ⊕ S) 2S]} ⊕ S (7)

According to Equation (7), a new morphology filter can be

obtained, as shown in Equations (8) and (9):

F1O = MAX (MIN (F • S1,F • S2) ◦ S1,

MIN (F • S1,F • S2) ◦ S2) (8)

FO = MAX (MIN (F1O • S3,F • S4) ◦ S3,

MIN (F1O • S3,F • S4) ◦ S4) (9)

where S1, S2, S3, and S4 are four SEs and F represents

the SAR image. Notably, when S1 and S2 are the same,

Equation (8) simplifies to Equation (7). In addition, this

method primarily uses two-stage filtering. F1O is the first

stage result, and FO is the final filtering result. MAX and

MIN represent the maximum and minimum values of corre-

sponding pixels in two images, respectively. First, the close

operation with the two SEs removes the dark details from an

image. To avoid losing too much detail of the open operation,

we choose the minimum of the two results. To reduce the

bright details in an image, the open operation is applied to

the previous result based on the same two SEs. Because the

open and close operations are dual operators, we chose the

maximum of the open operation in this analysis. Similarly,

the final result FO is obtained via a similar method using

two different SEs. To preserve more details, S1 and S2 are

typically of small size. Moreover, some large components

cannot be removed by the first stage of filtering. Therefore,

for better performance, S3 and S4 should not be smaller

than S1 and S2.

B. GENERATING THE DIFFERENCE IMAGE

After Im1 and Im2 are denoised by the morphology filter,

images F1 and F2 are obtained. Xm and Xd are generated

by the mean ratio operator and the subtraction operator as

follows:

Xm (i, j) = 1 − min (
u1 (i, j)

u2 (i, j)
,
u2 (i, j)

u1 (i, j)
) (10)

Xd (i, j) = |F1(i, j) − F2(i, j)| (11)

where u1 (i, j) and u2 (i, j) are the mean values of all pixels in

a 3×3 neighborhood of pixel (i, j) in F1 and F2, respectively.

The subtraction operator is consistent with the real change

in the results for a given region, but the results are easily

affected by noise. The mean ratio operator can suppress the

noise in images, but the image obtained from the mean ratio

operator will be ambiguous. To effectively utilize the advan-

tages of the two types of difference images and improve the

detection results [38], a final difference image D is defined

by the following formula:

D = αXm + (1 − α)Xd (12)

where α ≥ 0. For different images, the parameter α can be

adjusted to balance the effect of noise; this method can yield

better detection results than a single method.

C. K-MEANS CLUSTERING ALGORITHM

As a classic unsupervised classification algorithm, K-means

clustering is based on a set of k centroids for each class

and minimizing the variance within k category classes [39].

Let CD be the result of change detection. In addition,

ci and cd represent the centroids of the changed pixels

and unchanged pixels, respectively. When k = 2, the

K-means++ algorithm is used to select the initial value [40].

Compared with the K-means algorithm for randomly select-

ing the initial centroids, the K-means++ algorithm can

obtain the initial centroids for better clustering results. For

n samples, K-means++ algorithm first randomly selects a
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centroid C = {c1}. Then the maximum probability is calcu-

lated by (13)čž

p = argmin
x

d(x,C)2
∑

j=1,...,n d(xj,C)
2

(13)

where d(x,C) as shown in (14) represents the shortest dis-

tance between a sample and the centroid.

d (x,C) =
∑

m=1,...,k
‖x − cm‖22 (14)

take the next centroid:

C = C ∪ {p} (15)

until we have taken k centroids.

The pixels are of the 255 gray level in the changed class set

and the 0 gray level in the unchanged class set. The associated

process is as follows.

CD(i, j)=

{

255 ‖D(i, j) − ci‖
2
2 ≤ ‖D(i, j) − cd‖

2
2

0 others
(16)

III. EXPERIMENTAL ANALYSIS

A. DESCRIPTION OF THE EXPERIMENTAL DATA

The first SAR images shown in Figure 2a and 2b are of a

region in Ottawa, Canada. The images are 290 × 350 pixels

in size and were obtained in May 1997 and August 1997. The

cause of the change is the start of the rainy season, as shown

in Figure 2c.

FIGURE 2. Ottawa data set: (a) May 1997; (b) August 1997; (c) The
reference detected change image.

The second set of SAR images is from Bern, Switzer-

land, and they are 301 × 301 pixels in size, as shown

in Figure 3a and 3b. The images were recorded in

April 1999 and May 1999. The main reason for the change

in the two images is flooding, as shown in Figure 3c.

FIGURE 3. Bern data set: (a) April 1999; (b) May 1999; (c) The reference
detected change image.

The third set of SAR images is from Shimen Reservoir

in Taoyuan County, Daxi Town, northern Taiwan, as shown

in Figure 4a and Figure 4b. The images were captured by the

ERS-2 satellite on October 24, 1998, and September 4, 1999.

The remote sensing images are both 500× 500 pixels in size

and have a 256 gray level. The reference image is shown

in Figure 4c. The reference image obtained by manual anal-

ysis shows the real change between the two images taken at

different times. In the reference image, the changed pixels are

shown in white, and the unchanged pixels are shown in black.

FIGURE 4. Shimen data set: (a) October 24, 1998; (b)September 4, 1999;
(c) The reference detected change image.

B. ANALYSIS OF THE RESULTS

In order to validate the performance of the proposed method,

the proposed method and other four methods are applied in

three data sets and the objective indicators are presented.

The experimental environment used in the above three exper-

iments includes an Intel Core i5-6500@3.20 GHz proces-

sor with 4 GB of memory, and the software used was

MATLAB2016 (64 bit). The objective indicators adopted

are false negatives (FN), false positives (FP), the over-

all error (OE), the percentage correct classification (PCC),

the Kappa coefficient and the run time (T) [41]. Choosing a

proper structural element is important for the change detec-

tion result. Small structural elements preserve detail but are

susceptible to noise. Large structural elements blur details

while removing noise. In general, it is appropriate to choose

a linear structure. The size of the structural element should

be larger than the size of the noise image but smaller than the

size of the non-noise image. As show in Figure 7-9d, there are

many small white misdetected areas that can be considered

to be caused by noise. Referring to Figure 7-9d, we select the

following size and angle of the structural elements. For the

first set of data, S1 is chosen to be a linear structure element

with a length of 2 and an angle of 0◦; S2 is chosen to be a linear

structure element with a length of 2 and an angle of 90◦; S3 is

chosen to be a linear structural element with a length of 3 and

an angle of 0◦; S4 is chosen to be linear structural element

with a length of 3 and an angle of 90◦. For the second set

of data S1is chosen to be a linear structural element with a

length of 2 and an angle of -45◦; S2 is chosen to be a linear

structural element with a length of 2 and an angle of -30◦;

S3 is chosen to be a linear structural element with a length

of 2 and an angle of 45◦; S4 is chosen to be a linear structural

element with a length of 2 and an angle of 30◦. For the third
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set of data, S1 and S2 are chosen to be 5× 5 square structural

elements; S3 is chosen to be a linear structural element with

a length of 5 and an angle of 0◦; S4 is chosen to be a linear

structural element with a length of 5 and an angle of 90◦.

Figure 5 shows the results of different operators. Notably,

the logarithmic transform enhances the low-intensity pixels

and compresses the noise. Figure 5(c) and (d) show the results

of the morphological filter. The details of the image are well

preserved while small noise components are removed. The

median filter is applied before clustering. The median filter

can remove the isolated pixels and effectively preserve the

edges.

FIGURE 5. Steps in generating a difference image: (a) Image at time t1
obtained by logarithmic transforms; (b) Image at time t2 obtained by
logarithmic transforms; (c) Image at time t1 obtained by a morphological
filter; (d) Image at time t2 obtained by a morphological filter; (e) Image
obtained by a median filter.

The relationship between the performance and α is shown

in Figure 6. The performance of α is shown by presenting

PCC and Kappa coefficient values for the three data sets. The

range of α is 0 to 1.5, and the interval is 0.1. For different α,

there are corresponding PCC and Kappa coefficient. From

figure 6, when α is approximately 1, the maximum value of

PCC and Kappa coefficient obtained. To obtain better perfor-

mance, the value of α is set to approximately 1 for the three

data sets. Compared to the subtraction difference image, there

is relatively little noise in the mean ratio difference image.

When α is 0, only the subtraction difference image is used.

Figure 6 shows that the performances of Kappa and PCC are

lowest. The PCC and Kappa values of the three data sets are

not reliable after α >1.5. As α changes, different results are

obtained. Specifically, as α approaches 1, the performances

improve. Figure 6 clearly shows that when the values of the

three sets of data α are 1.1, 0.8, 1, the PCC and Kappa reach

maximum values. Thus, a suitable parameter α can improve

the detection results.

To demonstrate the effectiveness of the proposed

algorithm, it is compared with the DWT-FLICM [41],

PCA-K-means [42], TV-K-means [43], and PCAnet [44]

FIGURE 6. Performance of the proposed algorithm against the
parameter α. a) Ottawa data set; (b) Bern data set; (c) Shimen data set.

FIGURE 7. Results of SAR image change detection for the Ottawa data
set: (a) PCA-K-means; (b) DWT-FLICM; (c) TV-K-means; (d) PCAnet;
(e) RM; (f) Proposed.

algorithms, and the algorithm uses only one difference

image and removes the proposed denoising and combination

step (RM). Figure 7 to Figure 9, we can see that the RM
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TABLE 1. Performance measures for the Ottawa dataset.

TABLE 2. Performance measures for the Bern dataset.

TABLE 3. Performance measures for the Shimen dataset.

TABLE 4. Complexity of each process.

algorithm is greatly affected by noise. For the Ottawa data

set, Figure 7, shows that the image produced by the proposed

method is closer to the reference image and preserves more

details than the images produced by the other algorithms.

Figure 7(b) and (c) show that DWT-FLICM and TV-K-means

reduce the noise but lose the detail in changed areas.

Table 1 shows that compared with the other algorithms, the

proposed method exhibits better performance based on the

OE, PCC, and Kappa coefficient and requires less time. The

analysis of the Bern data set in Table 2 indicates that the PCC

and Kappa coefficient of the proposed method are superior

to those of the other algorithms. Compared to the other

algorithms, the time required to run the proposed algorithm

is reduced by a factor of 1.06 to 1399.93 seconds. As shown

in Figure 8, the DWT-FLICM algorithm removes the noise

but loses the details. The TV-K-means algorithm preserves

details, but Kappa and OE are smaller compared with our

proposed algorithm. As for PCAnet, many of the change

pixels are not detected, and a long time is required to obtain

the change detection result. For the Shimen data set, as shown

in Figure 9, there are few false detection areas with the

proposed algorithm. Compared to the other five algorithms,
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TABLE 5. Average performance measures for the SAR images.

FIGURE 8. Results of SAR image change detection for the Bern data set:
(a) PCA-K-means; (b) DWT-FLICM; (c) TV-K-means; (d) PCAnet; (e) RM;
(f) Proposed.

FIGURE 9. Results of SAR image change detection for the Shimen data
set: (a) PCA-K-means; (b) DWT-FLICM; (c) TV-K-means; (d) PCAnet;
(e) RM; (f) Proposed.

the proposed algorithm preserves more details and removes

more noise. Table 3 illustrates that the time required for

the proposed method is the shortest and that the PCC and

Kappa values are the highest. The time required for PCAnet

is 882 times that of the proposed algorithm. When the

size of the SAR image increases, the time requirement of

each algorithm also increases. As presented in Table 1 and

Table 3, as the image size increased, the time required to

run the proposed algorithm increased by 69% compared

to 118%, 137%, 241% and 74.6% for the DWT-FLICM,

PCA-K-means, TV-K-means and PCAnet algorithms, respec-

tively. Therefore, the time increase was smallest for the

proposed algorithm. Specifically, because the results of the

proposed method are within the logarithmic domain and are

based on a simple framework, the detection time is reduced.

Table 4 shows the complexity of each step of the proposed

algorithm. From Figure 1 and section II, there are five steps:

logarithmic transformation, DI generation, mathematical

morphology process, median filtering, and K-means cluster-

ing. The complexity of the proposed algorithm consists of the

five steps. n represents the total number of pixels of the image.

The window sizes of the mean ratio operator and median fil-

tering are represented by rd and rm. w is the number of pixels

in the largest structural element. k represents the number of

cluster centers and is set to 2. d is the distance calculation

complexity. The k-means iteration is represented by t.

Because rd , rm and w are much smaller than dt, as

shown in Table 4, the complexity of the proposed algorithm

is O(kndt).

C. ANALYSIS OF THE AVERAGE EXPERIMENTAL RESULTS

The 20 sets of SAR image data were used for testing, and

the average results were calculated for the five algorithms

discussed in the previous section. Each of the 20 sets of

SAR images includes two images taken at different times and

a manually analyzed reference detected change area image.

The average results of each algorithm are shown in Table 5.

The test of each group of data was run 10 times to obtain

the average change detection result, as shown in Table 5.

These average results show that compared with the other four

methods, adjusting the parameters of the proposed algorithm

can yield the most accurate test results. The proposed method

outperforms the DWT-FLICM, TV-K-means, PCA-K-means

and PCAnet algorithms in terms of the detection time.

IV. CONCLUSIONS

In this paper, we present a morphological filtering method

for SAR image change detection. SAR change detection

has many applications, such as geographical surface changes
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caused by floods. This algorithm can be applied to large

SAR image change detection with less time consumption.

We perform morphological filtering based on SAR images

that are logarithmically transformed and then obtain the two

difference images using the mean ratio operator and subtrac-

tion operator. After combining the two difference images,

the final difference image is obtained through median filter-

ing. Finally, the initial cluster centers are initialized by the

K-means++ algorithm, and K-means clustering is used to

extract the change area from the image. Using both the mean

ratio operator and subtraction operator in the logarithmic

domain improves the change detection results. The algorithm

processes images in the logarithmic domain and reduces the

computational time. The results of the experiment suggest

that the proposed algorithm detects the actual change and

has a shorter detection time than previous algorithms. Fur-

ther improvements will be obtained in future work. In this

paper, the structural elements and α are manually selected

based on experience for different scenarios. We will consider

using automatic morphological methods to extract features

for unsupervised SAR image change detection to improve the

accuracy of the change detection results.
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