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In the literature on economic development, much of the interest in saving has been
focused on the relation between saving and growth. But saving is not only about
accumulation. It is about smoothing consumption in the face of volatile and unpre-
dictable income, and helping to ensure the living standards of poor people whose lives
are difficult and uncertain. This paper develops a model of households which cannot
borrow but which accumulate assets as a buffer stock to protect consumption when
incomes are low. Such households dissave as often as they save, do not accumulate
assets over the long termn, and have on average very small asset holdings. But their
consumption is markedly smoother than their income. Much of the evidence is as
consistent with this view of saving as it is inconsistent with standard views of smoothing
over the life cycle, and with explanations of the link between saving and growth in
terms of life-cycle saving behavior. Consumption smoothing is also a useful way of
thinking about government policy, where volatility in the world prices of taxed com-
modities can generate sharp fluctutations in government revenues as well as realloca-
tions of revenue between the private antd public sectors. Many important policy issues
in developing countries hinge on issues of consumption and smoothing, and research
on these issues is currently likely to be more productive than work on the relation
between saving and growth, at least until we have a more satisfactory theory of economic
growth.

I can think of four good reasons for studying saving in developing countries
separately from saving behavior in developed economies.

* At the microeconomic level, developing-country households tend to be large
and poor; they have a different demographic structure; more of them are likely
to be engaged in agriculture; and their income prospects are much more
uncertain. The problem of allocating income over time thus looks rather
different in the two contexts, and the same basic models have different im-
plications for behavior and policy.
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* At the macroeconomic level, both developing and developed countries are
concerned with saving and growth, with the possible distortion of aggregate
saving, and with saving as a measure of economic performance. But few
developing countries possess the sort of fiscal system that permits deliberate
manipulation of personal disposable income to help stabilize output and em-
ployment.

* Much of the postwar literature expresses the belief that saving is too low,
and that development and growth are impeded by the shortfall. Sometimes
the problem is blamed on the lack of government policy, sometimes on mis-
guided policy.

* Saving is even more difficult to measure in developing than in advanced
economies, whether at the household level or as a macroeconomic aggregate.
The resulting data inadequacies are pervasive and have seriously hampered
progress in answering basic questions.

The discussion is organized around these four topics. I focus on areas that
are either not covered in the recent excellent survey by Gersovitz (1988), or
where I wish to develop a different perspective. I make no attempt to be com-
prehensive where I would only be repeating Gersovitz's review.

Section I develops the microeconomic framework for household saving on
which the rest of the discussion is based. The analysis is within the framework
of the standard life-cycle permanent income model, but it emphasizes different
features of behavior to generate results far from the standard "consumption
equals permanent income" story that has so far dominated empirical work in
developing countries.

Section 11 turns to macroeconomic saving, beginning with the relations be-
tween income growth, population growth, and saving rates predicted by some
versions of the life-cycle hypothesis. The section next addresses macroeconomic
stabilization. In many developing countries, protecting consumption against fluc-
tuations in income is a public as well as a private problem. Many governments
tax primary commodity exports, so that both government and external balances
are sensitive to fluctuations in output levels and international commodity prices.
Although the issues are perhaps well understood, there is considerable evidence
that governments in many developing countries have not been able to design
policies that make the appropriate adjustments.

The discussion in section III of whether saving is too low reviews the arguments
based on externalities, and inquires whether government policy, by regulating
interest rates, distorts patterns of saving and financial intermediations. Much
of the argument here hinges on the interest elasticity of saving.

The rest of this introductory section deals with the fourth topic-the data,
and how their shortcomings affect the subsequent analysis.

Perhaps the worst problem that besets data on saving is that saving is not
measured directly but is the residual between two large magnitudes, each itself
measured with error. The consequences show up at all levels of discussion.
Household survey data often show an implausibly large fraction of households
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dissaving, though the implausibility may be associated with faulty theory as well
as faulty data. The household survey data are often quite inconsistent with and
typically less than the national income estimates-themselves possibly biased
downward (see Visaria and Pal 1980; Paxson 1989) and certainly subject to
substantial uncertainty.

The standard household survey may well understate saving. The concept of
income is itself extraordinarily complex, and most people in developing countries
have little reason to distinguish between business and personal cash transactions.
A farmer who buys seeds and food in the same market at the same time may
not appreciate that, when computing income, he should only deduct the expen-
diture on seeds from his receipts. Nor is a seller of street food likely to distinguish
accurately between what is eaten by his customers and what by his family. A
subsistence farmer, whose outgoings approximately equal his incomings, is quite
likely to report that his income is zero. (Even in developed countries the meas-
urement of self-employment income is notoriously inaccurate.) The problems
are not entirely solved even by the detailed questioning of more sophisticated
surveys, in which the surveyor, not the respondent, calculates income. And the
national accounts data for household saving are not themselves reliable enough
to provide a good cross-check that will show what sort of surveys do best or
how they should be redesigned to do better.

In the national accounts, household saving is typically a residual among re-
siduals. Fry (1988) notes that in many countries illegal capital outflows take
place because imports are "overinvoiced" and exports are "underinvoiced," so
that if saving is calculated as the sum of domestic investment, the government
surplus, and the trade surplus, saving will be underestimated by the extent of
the illegal capital outflow. Because household saving is not measured directly
(either there are no survey data or the statisticians mistrust them), it is derived
from national saving by deducting corporate and government saving, so that
errors in measuring corporate saving or investment will be absorbed into this
ultimate residual. Given these deficiencies, even trends over time may be incor-
rectly observed, while real changes, especially those that involve foreign trans-
actions (such as increased remittances to India and Pakistan) may affect the
measurement as well as the reality of saving. In India around 1980, observers
were puzzled by an apparent dramatic increase in saving and investment un-
accompanied by a corresponding increase in economic growth. Rakshit (1982,
1983) and a report by the Reserve Bank of India (1982) investigating the meas-
urement issues concluded that the increases, though real, were greatly overstated
by the accounting practices.

Data problems also preclude testing even the most basic hypotheses, for ex-
ample, the classical (Lewis) model in which saving is done almost exclusively
by capitalists. If capitalists belong exclusively to the corporate sector, the model
is almost certainly false, but in most developing countries we have no way of
sorting out the "capitalistic" pockets in the household sector, where a great deal
of accumulation may take place within small household-owned business.

Finally, statistical practices for measuring saving are far from uniform across
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countries-not even between the United States and Japan (see Hayashi 1986),
let alone across developing countries. Conventions for calculating depreciation
are good examples of practices that are largely arbitrary and vary widely. The
(very extensive) literature that makes comparisons between countries thus rests
on peculiarly shaky ground. (Good reviews of these and other data problems
are contained in Berry 1985, Fry 1988, and Gersovitz 1988.)

1. HOUSEHOLD SAVING BEHAVIOR IN POOR COUNTRIES

A Simple Theoretical Model

The basic framework of the simple stylized model of household saving de-
veloped here-intertemporal utility maximization-is standard in the literature.
But it does not deliver the standard result, that consumption should be pro-
portional to permanent income. The special assumptions under which the stan-
dard result is derived seem to me to be unusually inappropriate for most house-
holds in developing countries. My model therefore diverges from the textbook
in four important respects.

First, households in developing countries tend to be larger than households
in the United States or Europe, and there is a much greater tendency for several
generations to live together. At the extreme, a household might have a stationary
demographic structure: old people, as they die, are replaced by those a little
younger, and everyone "shifts up"-down to the youngest children, who are
replaced by new births. Such a household has no need for "hump" or retirement
saving, either as a vehicle for transferring income from high-productivity to low-
productivity phases of the life cycle or as a means of transferring wealth between
generations. Resources are shared between workers and dependents, and own-
ership is passed from parents to children. As emphasized by Kotlikoff and Spivak
(1981), this kind of household can internalize many of the insurance activities
that would otherwise require saving. Transfers within the household can insure
individuals against health risk and old age by providing what are effectively
annuities, and the close relationships between the individuals concerned may
mean not only that moral hazard issues are less severe than in a more individ-
ualistic society but also that the quality of the protection is very high. Note also
that this kind of household lives much longer than any individual and thus gives
some substance to the idea of a "dynasty" of consumers.

Second, income derived from agriculture is inherently uncertain, an uncer-
tainty that spreads from agriculture to related occupations and affects most of
the population in predominantly agricultural economies. Uncertainty at low
income poses a real threat to consumption levels, a threat that is likely to exert
a powerful influence on the way in which income is saved and spent. The poorer
consumers are, the more risk averse they are generally supposed to be. Declining
(absolute) risk aversion has important implications for the shape of the con-
sumption function (see Leland 1968, Zeldes 1989b, and most recently Kimball
1988; forthcoming). The standard model in which consumption equals per-
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manent income cannot be derived from utility maximization in such a context.
Note also that the household insurance arrangements discussed in the previous
paragraph are unlikely to be able to deal with income uncertainty, particularly
in an agricultural setting. Even multiple earners will not provide much protection
if all are dependent on local agriculture.

The third divergence from the standard model is the assumption that bor-
rowing is not permitted. This is an extreme simplifying assumption, but more
appropriate than its opposite, that households are free to borrow and lend at a
fixed real rate of interest. For the present, the fact of borrowing constraints is
more important than the reason behind them, although it is not difficult to think
of plausible scenarios. In a world of financial repression, there may be no credit
available to nonfavored borrowers. Or borrowing rates may be so much greater
than lending rates that credit is only a last resort in dire emergency. Even where
there are financial intermediaries, they may be unwilling to lend for consumption
purposes to individuals who have no collateral or to lend across agricultural
seasons rather than within them. The analysis of borrowing constraints under
uncertainty is the main theoretical innovation of the section, even though much
of the analytical apparatus can be borrowed from elsewhere.

The fourth distinction between household saving in developed and developing
countries is a consequence of the previous three. In the model developed here,
saving provides a buffer between uncertain and unpredictable income and an
already low level of consumption. Saving here is "high-frequency," intertemporal
smoothing saving, not life-cycle-hump or intergenerational saving. The analysis
is different, and so are the welfare issues, which are focused on the protection
of consumption, particularly among those whose consumption levels may not
be far above subsistence. The buffer analogy is also technically useful, since the
model here is formally identical to the model of optimal commodity stockpiling
(see Gustafson 1958 for an early treatment; also see Samuelson 1971, Newbery
and Stiglitz 1981, 1982, and Deaton and Laroque 1989 for modern versions).
As far as the consumption literature is concerned, the model developed here is
essentially the same as that developed by Schechtman and Escudero (1977).

I begin from the standard specification without borrowing restrictions
whereby the household maximizes an intertemporal utility function of the form

(1) u = E, (1 + )tu(Ct)]

where a > 0 is the rate of time preference, c is total household consumption,
and u(c,) is the instantaneous utility associated with consumption ct. In keeping
with the dynastic view of the household, the time horizon is taken to be infinite.
The expectation operator, E, is taken with respect to information at time t. The
budget constraint evolves in the usual way, so that for real nonhuman wealth
A,, real income yt, and fixed real interest rate r,

(2) At+, = (1 + r)(A, + yt - c,)
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The fixed real interest rate is assumed to make later computation more tractable;
the assumption in any case may be reasonable in many of the contexts with
which I am concerned.

Dynamic programming arguments applied to equations 1 and 2 yield the Euler
equation,

(3) ) (c,) E[(1 + r) X (c,,,)

where X(c,) = v'(c,) is the instantaneous marginal utility of consumption in
period t. Often, X(c,) may be taken as a price or value: when X(c,) is high,
consumption is low, and goods are scarce and valuable.

The concavity of the instantaneous utility function implies that X(c,) is mon-
otonically decreasing, or in terms of the price interpretation, that price rises with
scarcity. I shall also be concerned with the case where X(c,) is (strictly) convex,
so that the scarcer the commodity, the steeper the price rise, flattening out as
consumption increases. At a technical level, the convexity of X(c,) is guaranteed
by the usual assumption of declining absolute risk aversion. More intuitively,
the convexity of the marginal utility function guarantees a precautionary motive
for saving. In bad times, when consumption is low, the consequences are much
worse than they are better in the good times, when consumption is high. The
marginal disutility of losses in consumption near subsistence is greater than the
marginal utility of gains in times of relative abundance. Individuals will therefore
give up high consumption when it is possible so as to prepare for possible
disasters, even if those disasters are few and far between. As can be seen from
equation 3, an increase in the riskiness of future consumption will increase the
right-hand side of the Euler equation, so that to restore equilibrium, the left-
hand side must increase, and current consumption fall (see Sibley 1975). A
precautionary motive for saving seems a necessary ingredient in modeling poor
households which have the additional misfortune of facing considerable uncer-
tainty in their incomes.

Perhaps the most popular solution to the Euler equation is one which assumes
away the precautionary motive by working with quadratic preferences. In this
case X(c,) is a declining linear function but is not strictly convex. Given this
linearity, and the additional assumption that the rate of interest r is equal to
the rate of time preference 8, equation 3 is satisfied by the permanent income
consumption function whereby consumption is the annuity value of the sum of
assets and expected future income. In the form consumption equals permanent
income, it has been widely applied to household behavior in developing coun-
tries, (Bhalla 1979, 1980; Musgrove 1979, 1980; Wolpin 1982; Muellbauer
1982). For present purposes, however, the assumption of certainty equivalence
(linear marginal utility) is unattractive because it rules out the sort of precau-
tionary behavior described in the previous paragraph. Unfortunately, apart from
some special cases, the Euler equation is a good deal harder to solve in cases
when utility is not quadratic. For econometric work this need not be a problem;
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Hansen and Singleton (1983) and a host of subsequent studies have used gen-
eralized methods of moments techniques to estimate equation 3 directly, con-
ditional on some specification of the instantaneous utility function. However, I
need to develop the theory more before I can turn to empirical evidence.

In important papers, Skinner (1988) and Zeldes (1989b) have shown that
with a finite horizon, precautionary saving can cause major deviations from the
certainty equivalent formulation in which consumption equals permanent in-
come. Since borrowings must be repaid in the finite future, possibly at a time
when consumption is already low and its marginal utility high, individuals with
low nonhuman wealth will be hesitant to borrow at all. This consideration
influences even relatively well-off households who own land, who fear having
to sell and so face permanently lower incomes thereafter. In many ways, this is
an attractive formulation for the analysis of low-income household behavior.

Here I follow another tack and assume that households cannot borrow. I
choose this approach partly because the resulting model is easier to handle
(largely because it generates a stationary stochastic equilibrium in which con-
sumption is not constant) but also because, at least for some households, bor-
rowing restrictions are real and necessary to explain what we observe. House-
holds in developing countries are often quite long-lived, and many face income
processes that are stationary and well understood. But they do not have constant
consumption-I suspect because they do not have access to infinite credit and
do not therefore make plans that rely upon its availability, particularly when
they most need it.

Another motive for adopting a new approach is the "excess sensitivity" lit-
erature on the United States (particularly Flavin 1981, Hall and Mishkin 1982,
and Hayashi 1987) which has exposed a closer link between actual income and
consumption than can be explained by permanent income theory.

Suppose then that the basic model is extended to incorporate borrowing
restrictions by adding to the utility function (equation 1) and the budget con-
straint (equation 2) the inequality constraint, that for all periods t, real wealth
cannot be negative:

(4) A, Ž 0

For most households, I also assume that 6 > r (the rate of time preference is
greater than the rate of interest). Otherwise, as shown by Schechtman (1976)
and by Bewley (1977), the borrowing constraints ultimately have no effect;
households eventually accumulate infinite amounts of nonhuman wealth, at
which point they never need to borrow, and consumption once again settles
down to a constant fixed number. The assumption that 8 is greater than r has
substantive economic content; it takes people to be impatient, unwilling to
accumulate, even "feckless," though not of course irrational. With such pref-
erences, assets are a lost opportunity for consumption and would ideally be run
down quickly. But there is a benefit to holding assets: they are the insurance
against having to reduce consumption to unacceptably low levels when times
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are bad. Even so, the Schechtman and Bewley results indicate that in this model
it is the high level of impatience that keeps people poor. Even without the ability
to borrow, patient consumers will eventually become rich, at least as long as r
is not driven below &. I leave such people aside for the moment but will return
to them at the end of the next section.

In contrast to the simple Euler equation (3), there are now two possible cases
in each time period. In case 1, the consumer would like to borrow but cannot;
even if all wealth and current income are consumed, the marginal utility of an
additional unit of current consumption is greater than the expected marginal
utility to be derived by saving that rupee until tomorrow. In this case, con-
sumption is the sum of assets and income, saving is zero or negative, no assets
are carried forward, and marginal utility is not equated across periods. Formally,
we have

A (A, + y ) > E, [ ( 1 + r)A(c,+ )]

Ct = A, + yt, st = y,-ct - 0, At+, = 0

In case 2, the consumer does not want to borrow, consumption is less than total
cash on hand, and the original Euler equation (3) is satisfied. Of course, this
does not mean that the borrowing constraints have no effect. The expected
marginal utility of future consumption is different from the unconstrained case
because the future contains the possibility of being unable to borrow when it
would be desirable to do so.

The two cases of the Euler equation can be combined into a single expression:

(6) X (ce) = max IX (A H- yt), E,[(+r)ct)1
(6 I (1 +) ]}

In the appendix, I derive the consumption function characterized by the modified
Euler equation (6) in the simplest case where income is always positive and is
independently and identically distributed over time. This is reasonable enough
for a poor agricultural household in a stagnant economy, but it would require
substantial modification for a worker facing an increasing nonstationary income
stream (see Deaton 1989 for details). The solution takes the form

(7) Ct = f(xt)

where xt = A, + y, is the amount of cash on hand that is available either for
spending today or for keeping for tomorrow. The function f(x) as characterized
by equation 7 is determined by the process determining income, for example by
its mean and its variance, and by the parameters of the utility function. If any
of these change, so will the shape of the function. Although it is not possible to
derive an explicit functional form for this consumption function, it can be com-
puted for a range of values of x given a utility function and a stochastic process
for income. The appendix explains the calculations; the next subsection uses
the calculations to explore the implications of the model.
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Implications and Relation to the Evidence

In the consumption functions calculated from equation A-5 in the appendix,
I have assumed that income is drawn from a (truncated) normal distribution
with mean IL and variance r2, truncated at (,u - 5u, ,u + 5a). The truncation
has little or no practical effect, but it ensures that the marginal utility cannot
become infinite. The instantaneous utility function reflects the assumption of
constant relative risk aversion, that is, it is of the power form, so that the marginal
utility of money function X(c) takes the form c-P. For p > 0, this marginal utility
function is convex, thus guaranteeing a precautionary motive for saving. Figure
1 shows the relation between consumption and cash on hand (assets plus income)
for p = 2 and p = 3 given that ,u = 100, r = 10, r = 0.05, and 8 = 0.10.

When cash is scarce, all of it is spent. At some critical point, which depends
on the parameters of the problem but is rarely far from mean income, the slope
of the consumption function has a discontinuity, and for higher values of cash
on hand, the marginal propensity to consume is lower and continues to fall as
the wealth position improves. For consumers with large assets, the liquidity
constraints cease to matter, and we are back in the standard case. However, it
can be shown that the slope of the consumption function will always remain
greater than r/(1 + r); with 6 > r, there is always an incentive to consume assets
rather than to hold them. Bear in mind that these multiperiod models do not
imply that liquidity constraints mean that poor consumers simply consume their

Figure 1. Liquidity-Constrained Consumption Functions
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Note: Assumes mean income = 100, standard deviation = 10, interest rate, r = 0.05, rate of time
preference, 8 = 0.10.
Source: Calculated from equation A-S in appendix.
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incomes. Rather they consume all their available resources, which typically will
include some assets accumulated in the past. Saving can be negative, and often
is. And even when the liquidity constraints are not binding, so that the consumer
does not wish to borrow, the consumption function is quite different from what
it would be without the possibility of future liquidity constraints. Consumers in
this model take precautions against bad years in which they know they will not
be able to borrow. The resulting saving behavior is determined by the interaction
of the liquidity constraints and the degree of precautionary saving, as controlled
by the parameter p. These points have been well emphasized by Zeldes (1989a,
1989b).

Figure 1 shows how the consumption function shifts downward when the
precautionary motive is stronger. Similar downward shifts occur as the riskiness
of income increases, although increasing the standard deviation (coefficient of
variation) from 10 to 15 (10-15 percent) has only a very small effect on the
position of the curve. Higher interest rates also shift the function downward;
in this model, assets are a buffer stock, and the cost of holding the buffer in
terms of utility forgone depends on the excess of 8 over r. Higher interest rates
make it cheaper to hold (this sort of) buffer stock, and so there will be more
saving and higher asset levels associated with higher interest rates.

Perhaps the most important feature of figure 1 is the prediction that saving
will increase with "permanent income" as conventionally defined, so that the
elasticity of consumption with respect to measured permanent income will be
less than unity. The literature on household saving in developing countries has
almost uniformly found this result (see in particular Bhalla 1979, 1980 for India;
Musgrove 1979 for Latin America; Muellbauer 1982 for Sri Lanka; Betancourt
1971 for Chile; and Paxson 1989 for Thailand). The exception is Wolpin (1982)
who, as Gersovitz (1988) points out, has a rather odd measure of permanent
income-he assumes, in the Indian context, that permanent income is positively
spatially correlated with permanent differences in rainfall, which may not be
true in the presence of migration. According to the theory behind figure 1,
consumption is not a function of any simple concept of wealth such as permanent
income, but a nonlinear function of cash on hand, the function itself depending
on characteristics of incomes and preferences. But clearly the propensity for any
given household to consume out of assets will be much lower when assets are
high than when assets are low, which is one interpretation of the findings.

To the (limited) extent that a cross section can be interpreted as identical
households with different income draws from the same distribution, saving will
rise with assets, and thus with conventionally measured permanent income. Of
course, different individuals in any cross section will have different income
processes, and different versions of the consumption functions shown in figure
1. In the simplest case, where the distribution of income "rescales" as the mean
changes, all the consumption functions will be scaled versions of the original,
and saving rates will be independent of scale. But since the income and asset
processes will not be perfectly correlated across individuals, saving rates will
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still be positively correlated with assets across all individuals. More complicated
stories can be told if there is a systematic relation between the level of income
and its variability. Note also that many of the richest households are likely to
be those for whom 8 c r, who have (eventually) accumulated assets and broken
out of the liquidity constraints. For members of this group, consumption is
growing over time, but so are assets, at least for the group as a whole. Unlike
the households in figure 1, these households are responsible for net accumulation
over time, and thus for household saving in the aggregate, even in a stationary
income environment. The presence of some of these households in the cross
section will further enhance the positive correlation between saving and asset
levels.

The dynamic behavior of the liquidity-constrained consumers in this model
can be seen by looking at figures 2 through 6 which plot a typical 200-period
(year) simulation for, respectively, income (normally distributed white noise),
consumption, saving, assets, and the marginal utility of consumption. These
simulations correspond to the broken line in figure 1, where the coefficient of
relative risk aversion is 3. The simple nonautocorrelated behavior of income in
figure 2 results in a much more complex time-series process for consumption in
figure 3. Note first that stationariness is preserved, that is, that its stochastic
characteristics do not vary with time, again (and essentially) because 8 > r.
Assets are accumulated to spread income over time, but since they are costly to
hold, a time will always arrive when it is optimal to use them-that is, to consume

Figure 2. Simulated Income
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Figure 3. Simulated Optimal Consumption Path
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Figure 4. Simulated Optimal Saving Path
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Figure 5. Simulated Optimal Asset Patb
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Figure 6. Marginal Utility of Consumption
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everything. If things are bad enough, the consumption value of even the last
rupee is more valuable than it is ever expected to be again, and so all income
and assets will be used. As soon as this happens, the link between the present
and the past is broken, and the consumer begins the next period with no assets
and a new income draw. Such "stock-outs" can be made arbitrarily rare if a
suitable income process is chosen (for example, one in which with very low
probability income is very small), but they must happen eventually. Again, these
seem attractive features of the model, at least for the poorest countries. The
possibility of extended drought or famine is an important motive for precau-
tionary saving, and in such periods, assets will be converted to food, although
they may be far from sufficient to avoid serious consequences for consumption
and its marginal utility.

Figure 5 shows that asset levels are typically low, and even at their peak do
not reach one-third of mean income, in spite of the inherent variability in income
and the strong precautionary element in preference. Again this accords well with
the facts, not only as far as we know them in developing countries, but also in
developed countries such as the United States (see, for example, Venti and Wise
1989, who report that-apart from housing and pension wealth, which are not
available to buffer consumption-median family wealth in 1985 was only $600).
Even so, modest amounts of asset holding can significantly smooth consumption;
consumption is much smoother than income (compare figures 2 and 3) and is
strongly autocorrelated over time. The literature quoted above also provides
overwhelming evidence that consumption is indeed smoothed in developing
countries, Paxson's results for Thailand being only the cleanest and most con-
vincing example.

Note also that the fluctuations in consumption are not symmetric; saving can
always prevent consumption from being too high, but when assets are exhausted,
nothing can be done to soften the effects of low incomes. Perfect smoothing is
neither possible nor optimal, and there is less than perfect protection against
bad times-see in particular the downward spike in consumption around period
110, and the much more severe associated spike in marginal utility. Interestingly,
although income was low in that period, the effects on consumption and on
utility are much more exceptional than appear to be warranted by the behavior
of income alone. A bad income draw is not in itself the cause of disaster; much
depends on the state of assets before the triggering event. Such extreme responses
appear to be characteristic of this sort of nonlinear time series, and they seem
to account well for the sort of events labeled "panics," "runs,". "manias," and
perhaps even for some features of famines.

Finally, note the behavior of saving in figure 4, and especially the fact that it
is as often negative as positive, as must be the case given the absence of net
asset accumulation. The model here predicts the frequently lamented finding
from household survey data that "implausibly" large numbers of households
appear to dissave. I would not wish to claim that the data are correct; the
measurement problems are real enough. But the fact that half the sample is
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dissaving in any given year is not theoretically implausible. Indeed, by choosing
an asymmetrical density function for income, with very occasional bumper har-
vests, it would presumably be possible to generate time series in which dissaving
occurs in nearly every period. But recall that an inability to borrow does not
imply that consumers spend their incomes, and so is entirely consistent with
frequent dissaving.

The results in the figures are consistent with the "excess sensitivity" findings
in the U.S. literature. When the change in consumption is regressed on the change
in income, the simulation results generate a coefficient of 0.291 with a standard
error of 0.016-a coefficient much too large to be accounted for by the per-
manent income theory. Similarly, in the regression of the change in consumption
on lagged income, the significant negative coefficient ought instead to be zero
for an unconstrained, forward-looking consumer. Such a negative correlation
exists in the microdata from the "Panel Study of Income Dynamics in the United
States" (Hall and Mishkin 1982). We do not yet know whether similar phe-
nomena exist in developing countries, although work on this and other aspects
of the model is currently under way using the World Bank's "Living Standards
Survey" for C6te d'lvoire.

One aspect of reality that is not consistent with the model is that there should
always be aggregate saving in the household sector as a whole. The model is
one of income smoothing with assets acting as a buffer stock; there is no motive
for accumulation, and over a long enough run of years total household saving
would be expected to average to zero. But even if many household surveys show
something like this, most observers would allow some credence to the national
income accounts, and suppose that there is some saving to be explained. Pop-
ulation growth would help explain some accumulation. If there are more house-
holds, each will need its own buffer stock of assets, so that increasing population
will require positive saving as the stocks are built up. Income growth is harder
to handle, since the basic model assumes a stationary income process and is not
easily modified to accommodate nonstationariness. One possibility is that each
individual faces a stationary income stream for his or her life, but that each new
generation faces a higher mean process. Such a model would tend to reinforce
the population growth effect as each generation holds a larger stock of assets
on average.

A more interesting hypothesis is that the preference parameter 8 varies from
person to person. Some are patient and willing to wait for higher consumption;
others are not. For the majority, for whom (8 > r), the model applies, and they
spend their lives smoothing consumption, holding few assets, and always subject
to liquidity constraints. The minority, with (b ' r), are also unable to borrow,
but their optimal consumption plans, which typically involve saving now to
support higher consumption in the future, also have the characteristic that the
stochastic process governing their assets is such as to guarantee that assets will
exceed any finite level given enough time to do so. This accumulation, which is
stochastic, is an almost accidental outcome of optimal consumption plans for
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patient consumers who can never borrow. The distribution of preferences thus
divides the population into two groups, one of which lives a little better than
hand to mouth but never has more than enough to meet emergencies, while the
other, as a group, saves and steadily accumulates assets. Such a dichotomy recalls
the classic models of saving in which "capitalists" do all the saving (see Lewis
1954; Kaldor 1955-56), but here the capitalists are created willy-nilly as a long-
run consequence of their taste for future over present consumption. The pref-
erence-based dichotomy also suggests an explanation for the division of con-
sumers into two groups-liquidity-constrained or "rule-of-thumb" consumers
and "life-cyclers"-that has recently become popular in the U.S. literature (see
Hall and Mishkin 1982; Campbell and Mankiw 1989a, 1989b; Flavin 1988).
The theory here explains how the two groups arise, why each is behaving op-
timally, and why some are liquidity-constrained and others are not. But in its
present form it does not do any of this when individual consumers expect their
incomes to grow.

II. MACROECONOMIC ASPECTS OF SAVING IN DEVELOPING COUNTRIES

The Life Cycle, Saving, and Growth

One of the most celebrated and most investigated predictions of the life-cycle
model is that there should be a relation between aggregate saving and the rates
of population and income growth. If saving is hump saving, accumulated during
the working years to finance retirement, then population growth provides more
savers than dissavers, and positive aggregate saving. Per capita income growth
has a similar effect because workers are saving on a larger scale than the retirees
are dissaving. For many people, population growth is the issue in economic
development, and the relation between population growth and capital accu-
mulation is one of the most important of the possible links between population
policy and economic welfare (see, in particular, National Academy of Sciences
1986; and Mason 1987, 1988).

Even at the theoretical level, however, there are complications. If young con-
sumers anticipate a steady growth in income, and can and will borrow against
that increase, their dissaving in the early years of the life cycle may induce a
negative relation between saving and growth. The standard positive relation
works best if each worker experiences a stationary income stream over his or
her own life cycle, with growth taking place between rather than within gen-
erations. The effects of population growth are similarly ambiguous. Even if adults
would like their own consumption stream to be constant over the life cycle, their
expenditures may exceed income, not only during retirement but also when there
are children in the household. Population growth expands the ratio of workers
to retirees, but also the ratio of children to adults, and saving may be decreased
more by the latter than it is increased by the former. The net effect depends on
the costs and benefits of children, a balance that may itself change (from net
benefit to net cost) with economic growth (see Caldwell 1982). And do house-



Deaton 77

holds really want to have flat consumption streams in any case? Cautious young
people may not want to borrow against future income growth, even if that
growth is extremely likely. And old people, faced with daunting uncertainties
about health and death, may not run down their assets in the prescribed man-
ner-a supposition strongly supported by the balance of empirical evidence from
developed countries. To these lacunae in the standard argument may be added
my own doubts, expressed in the previous section, about the general applicability
of the hump-saving concept in developing countries.

The cross-country empirical evidence (well reviewed by Gersovitz 1988) gen-
erally supports a positive effect of per capita income growth on saving rates,
variously defined; however, the results are rarely well-determined and are un-
comfortably reliant on the treatment of the simultaneity between saving (in-
vestment) and growth, and on the sample of countries selected. The even more
ambiguous role of population growth can perhaps be interpreted as negative
dependency effects more or less offsetting the positive effects of population
growth. Figures 7 and 8 illustrate fairly typical findings for the relation between
saving and the total growth of gross national product (GNP).

Both figures show a positive slope, with the saving rate increasing 1-1.5
percentage points for every percentage increase in the growth rate. The t-values
are modest but significant at conventional levels. Of course, there are outliers
(they happen not to have much effect on the results), and the scatter yields plenty
of scope for obtaining different results by suitable sample selections or choice
of instrumental variables-all this quite apart from whether the countries should
be given the same weight, whatever their population size, data reliability, or
anything else.

The fundamental problem is the direction of causality: from growth to saving
(the life-cycle explanation) or from saving to growth? The problem is tackled
by several authors with various instrumental variables, but these efforts are
hardly convincing in the absence of an adequate theory of growth. Summers
and Carroll (1989) have argued that, whatever produces the positive correlation
between saving and growth, it cannot be life-cycle saving. They point out that
the life-cycle explanation assumes common preferences across countries, but
that differences in economic growth generate differences in the relative lifetime
economic standing of young and old in different countries. To use Lucas's (1988)
graphic example of the power of compound growth: if a grandchild is fifty years
younger than its grandfather, using 1965-86 per capita growth rates, then a
citizen of the Republic of Korea is 26 times as rich as his or her grandfather,
while an Indian is only 2.4 times as rich. These enormous differences should
show up in profiles of the relation between age and consumption-if Korea is
compared with India, the profile should be relatively higher among the younger
cohorts in the faster growing economy. But Summers and Carroll's (1989) age-
consumption profiles for Japan, the Unites States, and Canada are essentially
identical in spite of the differences in growth rates; the differences predicated
by the life-cycle growth effects are simply not present.
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Figure 7. Gross Domestic Saving and Growth: World Bank Data
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Figure 8. Saving and Growth: Summers and Heston data
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I have been able to obtain data on age-consumption profiles for five countries:
Cote d'lvoire, Hong Kong, Indonesia (rural Java), Korea (cities only), and Thai-
land (see figures 9-11). The growth rates of real GNP per capita given in table
1 are from both World Bank (1988) and Summers and Heston (1988) data. The
right-hand panel shows the ratios of incomes twenty years apart at these growth
rates, in which, for example, the numerator could reflect the relative lifetime
income of thirty-year-olds and the denominator that for fifty-year-olds. Except
for Cote d'Ivoire, where the Summers-Heston growth figure is 0.2 percent a
year instead of the 1.2 percent from World Bank (1988), the two sets of estimates
agree closely. Both sets of rankings have C6te d'lvoire growing most slowly,
Thailand and Indonesia rapidly, and Hong Kong and Korea very rapidly. The
corresponding age-consumption profiles (figures 9-11) show how far the pre-
diction is from reality. In slow-growing C6te d'Ivoire the consumption profile
is heavily tipped toward the young; in urban and rural Thailand and in Korean
cities, where thirty-year-olds are two to four times richer than fifty-year-olds,
the profile peaks for households with heads in their fifties. In rural Java, which
is growing about as fast as Thailand, the peak is somewhat earlier, in the mid-
forties. For Hong Kong, the published data points are sparse, but household
expenditure levels seem not to vary very much with age from the late twenties
to the late fifties. For Thailand, Korea, and Cote d'Ivoire, where I have data
from more than one year, or for Thailand for more than one sector, profiles
from the same country are much more similar than profiles across countries.
But the differences across countries are not easily explicable by life-cycle growth
effects.

The results should not be overstated. A more sophisticated analysis would
take into account the differing family sizes in the different countries as well as
the marked declines in fertility in several countries that have meant that older
households typically had more children than households of the next generation.
Even so, it is hard to see that these considerations could affect the basic point.
Note too that the graphs do not show that households do not look ahead when
planning their consumption, nor that they do not smooth out short-term fluc-

Table 1. Growth Rates and Twenty-Year Growth Factors

growth rate 1965-1986 20-year growth factor

Country WDR SH WDR SH
percent per year

C6te d'lvoire 1.2 0.2 1.27 1.04
Hong Kong 6.2 6.3 3.33 3.39
Indonesia 4.6 5.1 2.46 2.70

Korea (cities) 6.7 7.0 3.65 3.87

Thailand 4.0 4.2 2.19 2.28

Note: WDR is World Development Report 1988 (World Bank 1988); SH is Summers and Heston

(1988). The SH data are average growth rates from 1965 to 1985. The growth factor is the (1 + g)20,

where g is the growth rate.

Sources: World Bank (1988); Summers and Heston (1988).
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Figure 9. Age-Consumption Profiles for Java and Cote d'Ivoire
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Figure 10. Age-Consumption Profiles: Villages and Urban Areas of Thailand
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Figure 11. Age-Consumption Profiles for Korean Cities and Hong Kong
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tuations in income. But they do show that the relative lifetime economic status
of different age groups does not directly determine their current consumption
levels. Given this, the standard explanation of life-cycle rate of growth effects,
that younger cohorts are saving and spending on a larger scale, simply does not
work. Why not is unclear. Even if the life-cycle model is false, there may be
strong precautionary motives or constraints that prevent young consumers from
borrowing against their expected future incomes. Note finally that all these data
show systematic variation of consumption patterns with the age of the household
head, so that the model of the infinitely lived demographically stationary house-
hold in section I cannot be literally true.

Where this leaves us is anyone's guess. My own feeling is that the cross-
country correlations exist, if only weakly, but that we have very little idea of
why, or at any rate no way of separating out the many possible explanations.
But the support our results give to the Summers and Carroll challenge to the
life-cycle explanation suggests that a great deal of the literature needs to be
rethought.

Some Stabilization Issues

In developed countries, concern about the nature of the consumption function
has centered on its implications for government policy, in particular the extent
to which short-term fiscal policy, by manipulating household disposable income,
can affect consumption and thus the level of economic activity. If most of
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consumption is determined by permanent income, short-term fluctuations in
income will have less effect on consumption than if liquidity is constrained for
a sizable fraction of consumers. Few developing countries have income tax
systems that permit fine-tuning of disposable incomes; nevertheless, fiscal ar-
rangements do have important effects on income fluctuations, on the distribution
of income, and most likely on the level of national saving. I have in mind various
agricultural taxation schemes prevalent in developing countries, particularly in
those where there are substantial exports of primary commodities.

Prices of primary commodities are extremely volatile, so that the incomes of
countries that sell them fluctuate widely. Such fluctuations are generally con-
sidered undesirable in themselves, but their undesirable effects would seem to
arise from their translation into fluctuations in consumption. If so, developing
countries ought to save and dissave in order to ride out the fluctuations in
income. My impression is that this particular saving problem has been rather
neglected until very recently. (See Gelb 1988 for a discussion of the effects of
oil windfalls, and Bevan, Collier, and Gunning 1987 and Balassa 1988 for
discussion of the macroeconomic problems created by the windfalls and losses
that accompany commodity price fluctuations.)

Agricultural pricing and tax policies. Agricultural taxation affects the way
income fluctuations are shared between government and farmers, and so deter-
mines who must save to smooth consumption. To give some examples, as detailed
by Bevan, Collier, and Gunning (1987), coffee was not taxed in Kenya at the
time of the coffee boom in 1975-76, so that the windfall went directly to the
coffee farmers, who apparently succeeded in saving a good deal of it. Arrange-
ments are almost the polar opposite in C6te d'Lvoire, where the government, to
guarantee a constant real internal price, sets procurement prices for both coffee
and cocoa at levels which bear little relation to world prices-a state of affairs
common for most export crops in most of Africa (see Gersovitz and Paxson
1989). With such arrangements, all income fluctuations (and hence the respon-
sibility for smoothing) accrue to the public sector. Between these extremes, the
Thai government has varied the rice "premium" in such a way as to allow the
domestic price of rice to fluctuate with the world price, though with a smaller
amplitude. The government takes a larger share in tax when the world price is
high, and vice versa, so that the smoothing problem is shared between the public
and private sectors.

The effects of these schemes on total domestic saving depend on how public
and private saving differ. One (unlikely) possibility is that there is no difference.
Another is that households and farmers do not save, either because of lack of
suitable instruments or because they lack foresight. In such a world, the gov-
ernment would have a custodial role both as guardian of future generations and
as an insurance company, to protect farmers' consumption against the volatility
of commodity prices (see Mirrlees 1988). The custodial role for government was
prominent in most of the development literature in the 1960s and 1970s, and
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it is embedded in most of the standard cost-benefit procedures. A more skeptical
attitude toward the ability of governments to handle these problems better than
the private sector has prevailed recently, and although there is undoubtedly an
element of fashion in these beliefs, there is plenty of evidence of apparently
perverse government responses to temporary income shocks (see Balassa 1988).
Some governments may find it hard to resist pressures to spend in the face of
mounting revenues, and equally hard to make cuts when revenues fall. The result
may be that all positive shocks are treated as permanent and all negative shocks
as transitory. Even when the temporary revenue gains have been used to finance
investment, which is one way of smoothing consumption, there have been prob-
lems. Large investment projects are not easy to reverse, and they generate com-
mitments that may be hard to meet once the boom is over. A case in point is
the Cote d'Ivoire investment program that required overseas borrowing in ad-
dition to the sums available from the boom in coffee and cocoa prices. And the
quality of investment projects implemented in response to such revenue booms
may be questionable.

In contrast to this evidence on government behavior, the theory and empirical
results quoted in section I, although ambiguous on the applicability of simple
versions of the permanent income theory, seem quite unambiguous in their
finding that farmers can and do save and dissave so as to smooth consumption
over time. Much more work needs to be done, on both private saving behavior
and government saving, consumption, and investment patterns, to reach a re-
alistic assessment of the effects of pricing schemes, of how to redesign them to
avoid the most serious pitfalls, and of the potential value of the sort of inter-
national compensatory schemes advocated by Balassa (1988).

Fluctuations in commodity prices. How ought consumers and governments
to respond to commodity price fluctuations? I shall take the simplest view, that
price fluctuations induce income fluctuations, and that consumption, at least in
the aggregate, ought to respond to permanent but not transitory innovations.
We therefore need a mechanism for sorting out permanent fluctuations from
transitory ones. Ideally, it is income that ought to be decomposed into permanent
and transitory components, but the relation between prices and incomes is com-
plicated and differs from country to country. Instead, I focus on commodity
prices themselves.

The standard theory of commodity price determination is one of speculative
demand for inventories interacting with agricultural supply and demand (see
the references on optimal commodity stockpiling given in section I). Typically,
the underlying supply and demand conditions are assumed to be stationary, so
that, although the theory is consistent with extreme volatility and nonlinearity
in the stochastic process which determines prices, the price process is stationary.
As a consequence, price booms and slumps are transitory, and price shocks
convey no useful information about prices in the far future. But this is theory,
not necessarily fact, and although actual commodity prices do indeed go up and
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down, it is far from clear that shocks invariably die away and that booms and
slumps are always temporary. Indeed, several analysts of commodity prices, for
example Labys and Granger (1970) or Ghosh, Gilbert, and Hughes-Hallett
(1987), treat the first difference of commodity prices as stationary (the standard
prescription of the time-series analyst faced with the very high and slowly di-
minishing autocorrelations in most commodity prices). Many of these formu-
lations imply that shocks are infinitely persistent and that there are no forces
that act to bring prices back to some fundamental level. While this position does
not seem to be sustainable, it is plausible that some part of commodity price
shocks reflects shocks to fundamentals, not just temporary shortages or gluts
associated with bad or good harvests and the actions of profit-maximizing spec-
ulators.

Fortunately, the extent to which price shocks are permanent is a topic ame-
nable to empirical investigation. The precise question to be answered is how
much of an innovation in the price can be expected to persist indefinitely, and
how much to evaporate, at least eventually. Cochrane (1988) and Campbell and
Mankiw (1987) have developed an estimate of persistence based on the successive
autocorrelations in the first differences of the time series. If the time series is
anchored, either to a constant base or a deterministic trend, then innovations
must eventually be followed by compensating changes in the opposite directions,
and there will eventually be a predominant pattern of negative autocorrelations
in the first differences. Consider, for example, a white noise series (,u + Et). The
first difference is (E, - Eli), which has autocorrelations at all leads and lags of
(... 0, 0, 0, -0.5, 1, -0.5, 0, 0, ... .) where the 1 is the autocorrelation at lag
0, and the - 0.5s at lead and lag one. These autocorrelations add to zero, and
the series has zero persistence. By contrast, a random walk with drift Ay, = 0
+ E, has a first difference which is white noise, and the sum of all its autocor-
relations is unity, so that a random walk has a persistence measure of 1; all
shocks are permanent. Any stationary series has a persistence measure of zero,
but not all series with unit roots are necessarily very persistent. For example,
the sum of a random walk and white noise has a persistence measure less than
unity, while a unit root series that is positively autocorrelated in first differences
has a persistence measure greater than unity.

Table 2 lists summary statistics and persistence measures for thirteen com-
modity prices important for developing-country exports and incomes. The data
come from the World Bank and are monthly from January 1960 through Feb-
ruary 1988. The Bank routinely deflates these prices by an index of import prices
for developing countries; here I have deflated by the U.S. consumer price index.
The difference in the deflator is insignificant compared with the fluctuations in
the series. The coefficients of variation show the volatility of the series. The
sugar price is by far the most volatile, and the banana price by far the least;
neither commodity is traded in anything like a free competitive market. The
second and third columns show the autocorrelation coefficients of the prices
themselves at lags of one and twelve months. Apart from bananas, which alone
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Table 2. Monthly Commodity Prices: Summary Statistics

Coefficient of Autocorrelation' Persistence measuresb

Commodity variation I month 12 months 60 months 120 months

Arabica coffee 0.42 0.98 0.53 0.81 0.41
Bananas 0.18 0.80 0.58 0.07 0.02
Cocoa 0.51 0.99 0.74 1.26 0.67
Copper 0.41 0.97 0.60 0.41 0.28
Cotton 0.26 0.98 0.50 0.92 0.62
Iron ore 0.31 0.99 0.85 0.31 0.16
Jute 0.36 0.97 0.62 0.37 0.14
Maize 0.27 0.98 0.70 0.70 0.35
Palm oil 0.34 0.97 0.49 0.44 0.23
Rice 0.43 0.99 0.55 0.85 0.60
Sugar 0.92 0.97 0.42 0.43 0.22
Tea 0.32 0.95 0.64 0.15 0.08
Tin 0.36 0.99 0.79 1.79 1.62

'The first and twelfth autocorrelation coefficients of the deflated series.
b Campbell/Mankiw-Cochrane measures of persistence, that is, the normalized spectral density at

frequency zero, estimated using a triangular (Bartlett) window with window widths of 60 and 120 months
respectively.

Source: Calculations based on World Bank data.

among these commodities are perishable and show seasonal price variation, all
the first-order autocorrelations are more than 0.95, and only one is less than
0.97; even after twelve months, most of the autocorrelation remains.

These kinds of statistics are characteristic of integrated, nonstationary pro-
cesses. Nevertheless, the persistence measures show considerable variability from
commodity to commodity. Two estimates are shown, corresponding to "window
widths" of 60 and 120 months respectively. The need for the window width
arises from the impossibility of adding all terms in an infinite series; here I
calculate the weighted average of either 60 or 120 autocorrelations with weights
declining linearly with the length of the lag. There is a standard tradeoff here
between bias and variance. Small window widths are relatively precise but, by
omitting higher-order autocorrelations, run the risk of bias, especially if the price
reverts only slowly to its base. Wide windows lead to imprecise estimates, and
at extreme lengths are biased toward zero. The asymptotic t-values for the two
estimates are 2.1 and 1.5 respectively.

For most of the commodities, particularly bananas, copper, iron ore, jute,
palm oil, sugar, and tea, the persistence estimates are small; it would probably
make sense to accept the standard view that shocks are not persistent. For a
second group-coffee, cocoa, cotton, maize, and rice-the estimates are a good
deal larger, so that there is some evidence that some fraction of actual, historical
shocks has been permanent. For one commodity, tin, the persistence estimate is
very large, even at the wider bandwidth. A country facing fluctuations in the
price of tin would be justified in taking the view not only that price changes are
permanent, but that it makes sense to expect further movements in the same
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direction. For commodities with low persistence estimates (the first group), price
booms are times to save, and slumps times to dissave. For those in the second
group, price booms would justify at least some increase in consumption levels.
For tin, a rise in price would justify a country borrowing so as to spend more
than the current increase in income. If commodity income is more than unit
persistent, consumption levels should be more volatile than income.

The commodity boom in the 1970s appeared to trigger exactly this sort of
behavior, with some countries borrowing internationally during the boom. Of
course, the evidence here would not support such a strategy in general; indeed
the lack of persistence for most of the commodities helps explain why those
policies had such disastrous consequences. But it is much easier after the event
to assess the transitoriness of a price boom, and the figures in the table show
that it is far from obvious in advance how saving ought to respond to fluctuations
in commodity prices, even when governments can and will implement the correct
policies.

III. Is THERE Too LITTLE SAVING?

The idea that underdevelopment is a problem of too little saving is deeply
embedded in the history of development economics. The argument seems simple
enough: capital accumulation is a necessary and sufficient condition for growth,
and capital accumulation is almost synonymous with saving; the route to de-
velopment is then one of raising saving ratios. But since Lewis's (1954) statement
of this "central problem of economic development," the argument has been
assailed by the standard economist's question of what prevents the market from
working without outside interference, and further eroded by questioning of the
link between saving and growth. Solow's (1956) model does not generate any
relation between saving and growth in long-run equilibrium, although increases
in saving will generate increases in growth over a transition path that may be
very long-lived. Recently, there has been a renewed interest in "increasing re-
turns" models of growth (see particularly Arrow 1962; Romer 1986, 1988; and
Lucas 1988; reviewed splendidly by Romer forthcoming). But these models
emphasize, not so much saving, but the role of human capital formation, so that
while such models predict a relation between the willingness to wait and the
rate of growth, there is no necessary relation between growth and the rate of
physical capital accumulation.

Nor has the empirical evidence suggested any straightforward link between
growth and either saving or investment. Figures 7 and 8, with the axes reversed,
show the same weak relations that, in the previous section, were interpreted the
other way round. There is also a very high cross-country correlation between
saving and investment, so that the picture would not be different if the latter
were substituted for the former. The point is not that there has not been growth,
nor that there have not been much higher saving ratios. Even after recent events,
postwar growth in the developing world has been very high by all historical
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standards, and there are now many developing countries with saving rates that
would have seemed unimaginably high to the development economists of the
1950s. In 1986, China's gross domestic saving was 36 percent of gross domestic
product (GDP), India's 21 percent, Kenya's 26 percent, Thailand's 25 percent,
and the People's Republic of the Congo's 30 percent. The point is that across
countries there is at best only a very weak relation between saving and growth,
perhaps because it is the productivity of investment that is crucial, not its volume.

Nevertheless, there are substantive issues about the "right" amount of saving.
If there are positive externalities to saving by each individual, too little of it will
be done, an argument formalized in Sen's (1967) "Isolation Paradox." It can
also be argued that future generations will not be adequately represented by
their currently living ancestors, so that governments must act on their behalf.
Alternatively, it might simply be that optimal intertemporal choice under un-
certainty is difficult in that it requires a degree of calculation and sophistication
that is too difficult for individuals and can reasonably be expected only of a
planning agency. Whatever the virtues (and vices) of planning agencies, the
evidence that households make good intertemporal allocations is far from over-
whelming. The ability of households and farmers to smooth out short-term
income fluctuations is well established, but that is not the same as being able
to make ideal provision for the long-term future. The empirical literature on
life-cycle models, although successful in many respects, has repeatedly failed to
observe the sorts of lifetime profiles of consumption and labor supply that would
be expected from long-term intertemporal optimization (see Browning, Deaton,
and Irish 1985; and Mankiw, Rotemberg, and Summers 1985).

In opposition to the view that governments need to step in to remedy the
deficiencies of private-sector saving is the contention that government interfer-
ence, not market failure, is responsible for inadequate saving in many developing
countries. The "financial repression" literature (associated with the work of
McKinnon 1973 and Shaw 1973; see Fry 1988 for an extensive review and
references), argues that governments have reasons for keeping domestic interest
rates low and for repressing financial intermediation in general. Low interest
rates keep down the cost of domestic borrowing, and the lack of alternative
borrowers allows the government to exploit its monopoly as a seller of financial
securities. Low interest rates and lack of investment opportunities are then held
to be responsible for low domestic saving. According to this view, financial
liberalization is the recipe for higher saving ratios and higher growth. These
arguments tend to parallel the similar arguments in developed economies that
government policies, particularly tax policy, lower the return to saving and
hamper capital accumulation.

Apart from the connection between saving and growth, which I have already
discussed, these arguments take it as axiomatic that saving responds positively
to interest rates. Once again, there is no theoretical basis whatsoever for this
presumption. Changes in interest rates have both income and substitution effects,
and can increase or decrease current consumption depending on the balance
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between the two. Higher (real) interest rates do indeed increase the incentive to
postpone consumption and tend to make the planned consumption profile grow
more rapidly over time, but the current starting point of that profile can move
either up or down. There is also an enormous body of research, mostly but not
exclusively in developed economies, that has singularly failed to show any em-
pirical relation between interest rates and the rate of saving.

The empirical work can be divided into two classes: those studies that look
for a direct effect of interest rates on saving, and those, following the more
recent "Euler equation" approach, that look for a relation between the rate of

growth of consumption and the interest rate. Theory predicts nothing in the
first case and is consistent with any finding; in the second case, the effect ought
to be positive, at least in the simplest models of infinitely lived consumers.
Perhaps the most frequently cited of the first kind of study is Boskin (1978),
who finds a very strong positive interest elasticity of saving. However, this study
stands almost alone, and it is also notable for the very nonstandard data series
that are used. Much more typical is the time-series study by Blinder and Deaton
(1985), which finds some interest rate effects in some specifications but whose
results are not robust either to changes in the sample period or to the inclusion
or exclusion of other variables. Indeed, the consumption function literature
abounds in studies that include, in addition to income, some favorite "exotic"
variable, which does well in that particular study. However, attempts to estimate
more comprehensive models rarely support the original studies. For developing
countries, studies have usually been on pooled cross-section time-series data for
a range of countries over some span of years. A number of early studies by
Maxwell Fry reported high interest elasticities. Giovannini (1983, 1985), in what
appear to be careful studies, was unable to find any positive effects in similar
data for the 1970s rather than the 1960s. My reading of Gupta (1987) too is
that well-defined robust estimates are very hard to obtain. Fry's (1988) review
and update of his earlier studies once again finds positive interest elasticities.
However, I find this latest evidence unconvincing, largely because Fry does not
give enough information for me to tell how the equations were estimated. The
literature as a whole is not very enlightening: the value of these sorts of cross-
country studies is in any case dubious, particularly given the data problems, and
several of the studies do not reach econometric standards that would allow the
reader to take their results at face value.

Studies of the second type, linking consumption growth to real interest rates
or, better, to expected real interest rates, have been, if anything, even more
unsuccessful. In the U.S. data, whether prewar or postwar, there is no relation
whatever between consumption growth and real interest rates, whether or not
the latter are expected or realized, and however sophisticated or careful the
estimation technique. Even at the most obvious level, post-tax real interest rates
in the United States have been negative as often as positive, and yet consumption
growth has nearly always been positive, a finding that would require a negative

rate of time preference (see Deaton 1987). Other, more sophisticated studies,
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come to the same conclusion (see Hall 1988; Campbell and Mankiw 1989 and
forthcoming; and Hotz, Kydland, and Sedlacek 1988). There have been few
recent studies for developing economies, but Giovannini (1985) has examined
the effects of expected real interest rates on consumption growth in eighteen
developing economies. He finds some nonzero effect in five (India, Jamaica,
Greece, Myanmar, and Turkey), and no effects in the other thirteen (Argentina,
Brazil, Colombia, Indonesia, Kenya, Korea, Malaysia, Mexico, Philippines, Por-
tugal, Singapore, Taiwan, and Thailand).

The last two figures, 12 and 13, show the cross-economy scatter of real interest
rates and consumption growth. Clearly, the treatment of expectations in these
figures could be much improved, but I should still expect any important patterns
to show up. An important point to note is what is not on the figures, that is,
the set of fourteen economies (thirteen in figure 13) whose real interest rates
were less than - 10 percent (Argentina, Bolivia, Ghana, Israel, Madagascar,
Mexico, Nicaragua, Sierra Leone, Somalia, Tanzania, Turkey, Uganda, Zambia,
and in figure 12, Yugoslavia). Several of these have negative rates of several
hundred percent, and their inclusion would dominate the figures, as well as
producing regression lines with slope zero. The (insignificant) positive slopes in
the two figures should be interpreted with that exclusion in mind. There is
certainly no evidence here of any well-defined relation between interest rates
and consumption growth, particularly in the Summers-Heston data. If we were
to believe that preferences are common across countries, these results would be
prima facie evidence against the supposition that consumption is being optimally
allocated over time. By the standards of a decade or so ago, such evidence would
be taken as favoring some form of state planning. We are nowadays much more
skeptical about the ability of planning agencies to solve these problems, but that
does not mean that saving is being optimally done. Indeed, the evidence reviewed
in this section does not point to any simple policy solution for the saving problem,
if problem it is. Apart from the ambiguity of the empirical results, one of the
main difficulties is our lack of an accepted and well-supported theory of eco-
nomic growth.

IV. CONCLUSIONS

My view is that the research priorities for the immediate future lie with the
topics covered in sections I and II. I think the literature has sufficiently belabored
the problems of physical accumulation. The issues are certainly important, but
I cannot see useful ways forward without major theoretical advances, particularly
in the theory of growth. The recent developments reviewed in Romer (1989)
hold promise of such an advance, but, if that promise is fulfilled, research is
likely to be redirected, perhaps toward a more intensive study of human capital
formation.

The rather negative results of section III should at least serve as a warning to
those who like to make glib generalizations on the basis of the experiences of
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Figure 12. Consumption Growth and Interest Rates: World Bank Data
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Note: 60 countries excluding 14 with real deposit rates less than -10 percent.
Source: World Bank (1988). Consumption growth is from table 4, column 2, deflated by population
growth from table 27, column 2. Interest rates are the nominal deposit rate in 1980 (table 25, column
7) less the actual rate of inflation for 1980-86 (table 25, column 6).

Figure 13. Private Consumption Growth and Interest Rates: Summers and
H-eston Data
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a few carefully selected countries: saving is not only about accumulation, but
about consumption smoothing in the face of volatile incomes, and about pro-
viding insurance for poor people whose lives are difficult and uncertain. I think
that the data exist that would help us understand more about how poor house-
holds use saving and assets, and I think we need a more positive understanding
of how governments respond to fluctuations in their revenues.

Finally, and this is an area in which the World Bank should be taking the
lead, we need to know more about the data, what they mean, and how to
improve them. Useful work could be done by bringing together national income
accountants and survey statisticians in a few countries where there is extensive
experience in both areas. We also need experimental household surveys that will
track cash flows within households, perhaps in quite small samples more akin
to village studies, so that we can learn whether the apparent patterns of saving
and dissaving are real, and if not, how to improve the survey questionnaires.
Without such studies, and without these data improvements, our understanding
is likely to remain precarious.

APPENDIX: THE CONSUMPTION FUNCTION WITH LIQUIDITY CONSTRAINTS

Section I deals with two cases of the Euler equation with a borrowing con-
straint. In the first case, which satisfies equation 3, the consumer is spending
less than the total of his cash on hand (assets and current income), while in the
second, equation 5, everything is being spent, and there may be dissaving. The
two branches of the Euler equation can be combined into a single expression
by writing

(A-1) X (ce) = max{X(At + yr), E[ (1 + r) X ](c,)
I(1 + 8)

In order to derive a solution to equation A-1 and for computational reasons, I
will work with the simplest case, in which income is independently and identically
distributed over time. I also require an assumption that prevents the marginal
utility of money from becoming infinite in the worst possible case, which is
when the individual has no assets and receives the lowest possible value of
income. To this end, I assume that the income process is such that yt always
falls in the interval (yo, yi), with yi > yo > 0, y, possibly infinite but X(y,) < c.
Income level yo is income in the "workhouse," and it is sufficient to sustain life.
Define the "state" variable x, as A, + yt; x, is the amount of cash on hand.
Given x,, the consumer knows all that he or she needs to know; the interest rate
is fixed, and because of the assumption that incomes are independent over time,
income tomorrow is unpredictable by past events. As a consequence, consump-
tion must be a function of xt, and I write the consumption function

(A-2) ct = f(Xt)
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and the modified Euler equation (A-1) can be used to characterize the function
f(x). Note that if income were serially correlated, consumption would be a
function of at least two state variables.

From the budget constraint (equation 2 in the main text) x, evolves according
to

(A-3) xt+1= (1 + r)[x, - f(x,)] + yt+i

From A-1 and A-3, inverting the monotonically decreasing function X(c,) gives

(A-4) f(xt) = min(xt -1 {Et (I + r)X[f(xt,i))

Substituting from A-3, and replacing the expectation by an integral,

(A-5) f(xt) = min{xt, -l1 [f( + r) X[f{(l + r)[x, - f(xt)] + y}l]dF(y)11

where F(y) is the distribution function of income y. Although A-5 is far from
being an explicit functional form, it is straightforward to calculate the function
from this expression, provided again that o > r. Given values of the two pa-
rameters, a marginal utility function, and a density function for income, an
initial guess is made for f(x,), for example the piecewise linear form

(A-6) to(x) = min[x, (l + r)]

where pL = E(y). The guess is substituted into the right-hand side of A-5, and
a new function fi(x) is calculated using numerical integration to evaluate the
expectation. After the first guess, only numerical solutions are possible, and the
function must be evaluated over some suitable grid for x. Deaton and Laroque
(1989) show that, provided o > r, this procedure defines a contraction mapping
from one function to the next, so that the numerical calculations will be con-
vergent.
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COMMENT ON "SAVING IN DEVELOPING COUNTRIES: THEORY AND REVIEW,"
BY DEATON

Fumio Hayashi

Professor Deaton's paper covers a wide range of issues related to saving. Given
my background and comparative advantage in empirical studies of saving, it is
perhaps appropriate for me to focus on his theoretical and empirical discussions
of household saving, the topics to which the author says future research efforts
should be directed.

The paper starts out by setting out a theoretical model of saving. In this model,
the immortal family is the basic decision unit. The two crucial ingredients are,
first, that the family is impatient and, second, that it lacks the option of bor-
rowing. If borrowing were possible in this infinite-horizon model, it would be
almost as good as having access to fair income insurance. With borrowing
constraints, the impatient household elects to hold on to assets during high-
income periods, not because it wants to shift resources from the present to the
future for increased future consumption, but because it wants to insure itself
against bad draws of income. Thus the household consumption/saving behavior
has two regimes, as described in figure 1 of the paper: the zero-saving regime
and the self-insurance regime. I should perhaps note that this type of consump-
tion function has been derived (from different settings) by Helpman (1981).

The author argues that the model's predictions are consistent with several
pieces of empirical evidence, including the nonunitary elasticity of consumption
with respect to permanent income, the prevalence of households with negative
saving, and the "excess sensitivity" findings in the U.S. literature.

The claim that the model does not deliver the standard result of unitary
elasticity with respect to permanent income is somewhat misleading. Except for
the certainty equivalence case, consumption cannot be related to a single-scalar
indicator like permanent income. In the present model, consumption depends
on two indicators (or, to be more precise, three, if the variance of income is
included) of the household's resources, cash on hand, and mean earnings. As
pointed out in the paper, the model does deliver the proportionality result that
consumption is homogeneous in those multiple indicators. This homogeneity
property of the model is not inconsistent with the empirical finding that rich
households tend to save disproportionately more than poor households, if the
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earning process over generations is regressive. In wealthier households, the off-
spring are less likely to have as much earning capacity as the current adult
generation. If so, the current high-earning generation will save a higher fraction
of its wealth than the next generation.

Let me also note that the case for the excess sensitivity for the United States
is rather shaky. Recent work by Runkle (1989) using the Panel Study of Income
Dynamics micro data (compiled by the Survey Research Center of the University
of Michigan) finds no evidence for excess sensitivity.

My impression is that for most East Asian countries, negative saving is rel-
atively rare. For Japan and the Republic of Korea, it is difficult to find a cohort
that dissaves (see Collins 1989; Hayashi, Ando, and Ferris 1988). The present
model may be applicable to less developed countries, but not to East Asian
developing countries. Furthermore, the model has an uneasy prediction that
poor countries will be eternally poor. It also cannot explain why saving and
growth rates differ between countries.

This brings me to the issue addressed in section II of the paper: the inability
of the alternative theory-the life-cycle hypothesis-to explain the international
differences in the age profile of consumption. The paper reinforces the finding
in Summers and Carroll (1989) that the international differences in the distri-
bution of lifetime resources between generations brought about by the differences
in growth rates are not reflected in the age profile of consumption. Although I
agree that this finding probably is fundamentally inconsistent with the life-cycle
hypothesis, my reaction to the evidence presented in the paper is a cautionary
note that the age of the household head does not necessarily correspond to the
generation or cohort of that age when the household consists of many genera-
tions.

To pursue the point, imagine that there are only two generations, young and
old, and that the age-earnings profile is flat. Suppose all households are extended
families, so that household consumption is the sum of consumption by the two
generations. Let w, and w0 be earnings of the young and the old living in the
same household. Since the average age-earnings profile is flat, the mean of wy

equals the mean of w.. Suppose that w, and w. are uncorrelated, so that both
the young and the old in the same household have an equal chance to be the
head, that is, the main income earner. Then it is easy to see that the age-
consumption profile will also be flat irrespective of the growth rate of the
economy. Another qualification I would like to make about the Summers-Carroll
finding is that the relatively flat age-consumption profile for rapidly growing
countries may be (partly) due to government income redistribution programs,
such as social security, that shift resources from the young to the old. It must
be granted, however, that under the life-cycle hypothesis, it is not clear why
people have agreed to such income redistributions.

What about the two pieces of evidence presented in the paper against the
infinite-horizon model? One is the macroeconomic evidence that there is no
international and time-series correlation between consumption growth and the
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real interest rate. The other is systematic variation of saving rates with the age
of the household head. But the latter evidence seems to be consistent with the
infinite-horizon models. Expenditures on, say, sporting goods depend on the age
of the head. One wouldn't take this as evidence against the infinite-horizon
models. By the same token, that the aggregate saving rate depends on the age
distribution of people (not on resources) seems to be consistent with those
models. And, on the lack of correlation between consumption growth and real
interest rates, it is not clear that the deposit rate or even the interest rate on
short-term government securities is the appropriate interest rate to use, because
those rates may reflect transaction services.
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BY DEATON

Steven B. Webb

Angus Deaton's useful and thought-provoking discussion breaks new ground,
as well as reviewing what others have done. He sets out a new and promising
model for saving in developing countries. I will briefly comment on this pre-
cautionary saving model and suggest how some features of it are also relevant
to the more conventional issues raised in the latter parts of the analysis.

Deaton's household model for explaining much of the saving by poor agri-
cultural households is convincing: the constraint of no net borrowing strikes me
as entirely plausible. Net borrowing is uncollateralized lending, which is like
lending to sovereign nations-for which a vast literature now attests to the
problems in motivating repayment.

The model explains many of the stylized facts about the saving and asset-
management behavior of common people in developing countries. It will be
interesting to see the results of applying Deaton's model to actual income esti-
mates for commodity producers in developing countries, as he plans to do for
C6te d'Ivoire. Will plausible assumptions of parameter values yield simulations
that show a time series of asset accumulation, decumulation, and famines con-
sistent with other evidence for the economies examined?

One nexus of stylized facts about saving that Deaton's model does not seem
to address is the tenacity with which people save for and hold on to their own
land and housing. Farmers also own their animals, trees, tools, and seeds. Im-
plicitly, this production side of saving behavior is left out of his model. In the
face of absolute starvation, people do of course sell off or consume these core
assets. But the decision to do so seems a lot more drastic than running down a
savings account or a precautionary stockpile of grain. Ownership of core assets,
like land and housing, defines one's socioeconomic category. Changing one's
wealth status within a category would seem to be much less serious and easier
to reverse than changing from one category to another. Some economics is
probably also involved in the distinction between holding core assets and other
assets. Agency problems in the rental markets imply a higher rate of return on
saving for ownership of core assets than on other assets, and higher than the
rate of time preference. Saving to acquire core assets is another channel through
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which an increase in the number of households would lead to net saving in the
aggregate.

Deaton points out that some households seem to have a lower rate of time
preference, below the interest rate, and therefore accumulate assets and become
the capitalist accumulators of the society. If the rate of time preference declines
as wealth and income increase, a class of capitalist savers could develop endog-
enously from a population with identical basic utility functions. Households
that start out saving only for precautionary motives (and for purchase of land
and housing for their own use) might get a sequence of good draws at the income
lottery, which would raise their assets and current consumption to a point where
their rate of time preference would be less than the interest rate. Then they
would become capitalists with trend accumulation of assets.

Of course, this could work the other way if the economy were hit by a series
of negative shocks. More households would be falling out of the capitalist class
than were being bumped up into it. This might explain some of the observed
correlations between income growth and saving rates.

Development involves the long-run expansion of urban sectors, at the expense
of agriculture. It would be useful to consider the economics of saving during
the process of the urbanization of the poor, who still have a high rate of time
preference and need to smooth consumption. For instance, what is the economics
of saving when one's income depends heavily on government spending, and
when the main available asset for saving-money-is a prime target for taxation
in fiscal emergencies that also depress government spending?

The third and fourth sections of Deaton's paper mostly address conventional
issues on their own terms. He rightly criticizes much of the literature for using
inappropriate theories and methods, carried over from the study of industrial
economies.

Deaton's discussion of the issue of how the government should react to fluc-
tuations of commodity export prices does draw on his model of precautionary
saving at the household level. If households are better than governments at saving
to smooth the effects of fluctuating export commodity prices, as Deaton suggests,
then we should think further about how the World Bank's lending programs to
commodity exporters might be designed to discourage procyclical government
fiscal policy.

In the discussion of life-cycle saving, Deaton effectively rebuts the notion that
households in developing countries try to smooth and level consumption fully,
and aim to run assets down to zero at death. But some of Deaton's model might
usefully be carried over to the issue of life-cycle saving-carried over in the sense
of using the nonnegative asset constraint and the high rate of time preference.
One would need to drop or modify Deaton's assumption of extended-family
households, in favor of nuclear households, which become more prevalent during
urbanization and industrialization. No net borrowing would mean that con-
sumption by nuclear families (headed by workers) would almost equal average
earnings in the parents' younger years, when the presence of children would
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increase the demand for consumption. They would do only precautionary saving,
like Deaton's rural extended families. Nuclear households would start to save
for future consumption on a life-cycle scale only after the children left home.
Having a rate of time preference above the interest rate would mean that people
would tilt consumption toward the present, but would still save some for old
age, aiming to have a smooth, albeit declining, consumption path.

Deaton notes that efforts to detect the influence of real interest rates on the
saving rate have failed to come up with robust results. Strong risk aversion and
the predominance of the precautionary motive for saving could help explain
why the level of real interest rates is not monotonically related to saving rates.
Risk-averse, precautionary savers like those in Deaton's households would worry
at least as much about the variance of real interest rates as about the level. Any
time the ex post real interest rate is (or has recently been) more than ten points
below or above zero, people probably become uneasy about the real interest
rate. Firms and wealthy individuals may happily and warily keep their money
in the domestic financial system when real interest rates are 25 or 50 percent,
because they have the means to move assets abroad quickly. But common people
can move assets only slowly from a bank account into farm animals or consumer
durables. They will be much more cautious in responding to changes in real
interest rates. A real interest rate above 10 percent would probably not be
sustainable for long enough to attract such savers into the financial system. Their
saving in the informal sector would probably not be well measured.

The World Bank tells people in developing countries that they should save in
order to grow. And Bank programs try to tell people how to save in ways that
will provide more resources for investment. Deaton is telling us that people in
developing countries behave as if their primary motive for saving is to protect
consumption against disasters. Perhaps the Bank should reprogram its priorities
to match theirs. Suppose, for instance, that the first priority in reform of the
financial sector were to provide people with more secure and convenient in-
struments for precautionary saving. Would precautionary priorities lead to rec-
ommendations different from when the priority is to promote investment or
close the fiscal gap? Would the design of instruments to suit the desires of
precautionary savers raise the amount of saving available for investment? How
could the assets of precautionary savers be made available for the most pro-
ductive investment while still respecting the priority of security?
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Deaton agreed partially with Hayashi's (discussant) comments about "dynasties"
in his model, but he didn't want people to believe that his model was committed
to a dynastic, infinitely lived family of consumers. That is a mathematical con-
venience. These households often run out of assets altogether. The real horizon
is the period until they run out of assets. For a shorter horizon, the behavior
would look much the same.

More serious for Deaton was the question of whether these people are
"doomed" and whether we should feel sorry for them because they are caught
forever in this liquidity trap. Deaton mentioned that this was not the case. First,
they are doomed partly by assumption, because for simplicity's sake he had
assumed that the income process is stationary, that the harvest never gets better,
that incomes are constant-and of course if you assume no growth, you never
get growth. You need more complicated models to handle that. Second, Deaton
said that Webb's (discussant) point that the patient consumers in this model do
accumulate wealth and get rich, so that wealth is being accumulated in these
societies, was also important. It is just that a lot of the saving is being done by
very few people, and most people are saving very little (an idea he still endorsed,
though it had gone out of fashion).

One participant observed that Deaton, like Irving Fisher, sees poorer house-
holds as more impatient than the richer households-unlike Hirofumi Uzawa,
who believes that impatience is a property of richer households. Deaton was
happy to be associated with Fisher in this view.

Commenting on the relation between uncertainty in income and saving, one
participant said it is not enough to assume that the households are risk averse.
You have to assume more about the nature of the risk aversion before you can
say anything about how saving would respond to changes in uncertainty.

Another participant congratulated Deaton for formally taking up the impli-
cation of covariance of risks in rural areas for at least some kinds of rural
behavior. He found the implications to be much broader-to include, for ex-
ample, how land markets behave in such economies. Deaton agreed with the
participant's observation that the reason this model works well in rural areas
is that rural labor markets are tied to harvest outcomes, so when you have a
bad harvest both your output and labor markets collapse. The model would not
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work well for urban areas, where you can simply make intersectoral switches
if one sector has a worse year than another.

One participant suspected Deaton's model was also unable to explain saving
behavior in urban areas because it did not incorporate technological change in
the income function. If family income increased over time because of techno-
logical changes, saving behavior might change to serve both precautionary and
investment purposes. Deaton's response was that the model could be extended-
he was in fact extending it in another paper-but it would look very different
when income processes were growing.

Deaton's type of model is likely to miss what one participant saw as the most
important form of household saving: own-account investment by a rural house-
hold that is both a consuming and producing unit. Own-account investment by
rural households-in everything from tree crops to buildings-is an important
form of saving which is typically not measured at all. Deaton accepted this as
a legitimate criticism of his paper, explaining that such saving did not easily fit
into his framework. A rural household has both production and consumption
sides, and his was a theory of smoothing consumption over time. He agreed
that accumulation within the household firm was as important; however, the
question remained: why not dump some firm assets when the consumption going
gets tough? The answer might be, as Webb had stated earlier, that the conse-
quences of doing so were much more serious than shedding your financial assets.
Selling land or capital stock, for instance, might be irreversible. Although Deaton
had not tried to build a formal theory that would answer these objections, he
agreed that it was important to try to do so.

Moving from the household to the aggregate level, Webb suggested that if
you are applying this model to agricultural households that save by, say, stock-
piling grain, each household operates independently so you don't have to worry
about how it all adds up. But if households are saving cash, then when they're
on the low side they have to use the cash for purchases, so someone else out
there must be holding the stockpiles of grain. Maybe that is the capitalist class
that takes advantage of famines or almost-famines once households are holding
financial rather than consumable assets-but then there is an adding-up problem.
In a nationwide drought do they import grain, or is someone in the domestic
economy holding it? Deaton felt that some of the grain could come from outside
and some from other people. He thought of such outcomes as being highly
correlated within the village but not so highly correlated across the whole econ-
omy.

During the discussion, one participant said that he could see the asset-income
ratio going down if financial institutions were to develop that allowed for a
transfer of funds to less covariant regions. He wondered if Deaton thought the
saving rate would also go down.

Because the question could be interpreted in different ways, Deaton ended up
providing two answers. First, under some circumstances development of the
financial system, by increasing the rate of interest and increasing people's options
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across regions, would increase the saving ratio. This model doesn't produce a
high saving ratio, he said, but a higher interest rate would. It is like a commodity
model in which people are holding assets as buffers and if the higher interest
rate means it is cheaper to hold the assets, people will buffer more. Second, and
perhaps more directly addressing the participant's point, would it reduce saving
if you opened banks that could invest in other parts of the economy, so that
the banks could act as agents spreading risk across the economy? Deaton thought
it would, although it would be hard to see them as banks, because only if they
could develop instruments for explicitly insuring against bad crops-another
issue altogether-would saving decrease and there be less incentive to hold
precautionary assets.

A participant asked Deaton what moves the aggregate saving rate. If you have
a kink at 80 or 100 (see figure 1 in Deaton paper), and behavior to the left of
it (essentially precautionary saving) accounts for more saving than behavior to
the right of it, whatever determines that kink presumably has a tremendous
impact on the overall saving rate. What in the real world corresponds to that
point in Deaton's model? According to Deaton that point, or kink, is essentially
the mean of the income process or close to it. The participant cited Stephen
Zeldes as putting that level somewhere around a low U.S. income, but Deaton
obviously puts it at a low "C6te d'Ivoire" income. The question is, what is
moving it? Deaton clarified that below the kink people don't save at all and
probably dissave, using everything they have to buy food and the like. Above
that, they save some. In the aggregate, flashes of temporary income-a good
harvest-will produce high aggregate saving and a bad harvest will produce
dissaving or a low saving ratio. By itself this model is not suited to explain
aggregate saving in countries where saving is positive. For that, said Deaton,
you must turn to more traditional explanations such as patient consumers who
behave more like standard life-cycle consumers.

Another World Bank participant pursued the question, suggesting that if the
interest rate affects saving at all, one would expect it would do so after the kink
(in figure 1). But since Deaton had seen no evidence that the interest rate affected
saving, what else would explain the slope after the kink? The investment climate?
Deaton said he had no answer to the question of whether there is some point
in the income distribution at which saving behavior changes. His figure represents
a single household, not aggregate saving, he explained. To the left of the kink,
you have no saving at all; to the right of it, some income would be retained for
precautionary saving. The individual is behaving in a precautionary manner at
all points; there is rio distinction between precautionary and nonprecautionary
saving. Everything about that curve-except of course the 45-degree line that
stays fixed-is determined by everything else, including the interest rate and the
kink point. If the implicit question is whether there is some break in income
distribution, below which people don't save and above which they do, the answer
might be yes and might be no, but his model could not answer that directly.

Do households dissave or not? Deaton felt that data problems make it difficult
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to answer that question. The Korean evidence Hayashi had cited in his comments
was data on Korean cities; household surveys show positive saving in cities in
other countries as well, but Deaton's is a theory about agricultural households,
and he thought a number of surveys show saving in rural areas to be unrea-
sonably low or negative. Deaton mentioned that empirical work is being done
on the model; the World Bank is funding a project to examine panel data from
Cote d'lvoire, which is now available for three successive years.

The theme of inadequate data on saving came up repeatedly. One participant
went so far as to say the data in the World Bank's World Development Report

are often not worth the paper they are printed on. Half the tables in the World

Development Report, he claimed, give data on income distribution, infant mor-
tality, and population for countries for which in living memory there has been
no census. Sometimes a bad number is worse than no number at all. He be-
moaned the Bank's methodology for computing GDP rates and its reluctance to
give ranges for estimates.

A Bank participant agreed about the seriousness of the data problem, pointing
out, for example, the divergence in saving rates between U.S. flow of funds and
national income data. He believed the problem would require vast resources. It
would not make sense to put ranges on the estimates; if the Bank didn't know
the numbers, it certainly didn't know the ranges.

At the outset, Park (chair) had observed that ten years ago a U.S. economist
had written a paper about why Koreans save so little-and now people wonder
why they save so much. Despite learning a lot from the discussion, Park felt he
was still unable to explain why Koreans save too much, if they do. Now we
had two competing models to explain saving behavior in developing countries.
But we still have a long way to go to understand saving behavior, and there are
many data problems.


