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Abstract—Early identification of patients at risk of developing
complications during their hospital stay is currently one of the
most challenging issues in healthcare. Complications include
hospital-acquired infections, admissions to intensive care units,
and in-hospital mortality. Being able to accurately predict the
patients’ outcomes is a crucial prerequisite for tailoring the care
that certain patients receive, if it is believed that they will do
poorly without additional intervention. We consider the problem
of complication risk prediction, such as inpatient mortality, from
the electronic health records of the patients. We study the
question of making predictions on the first day at the hospital,
and of making updated mortality predictions day after day
during the patient’s stay. We develop distributed models that
are scalable and interpretable. Key insights include analysing
diagnoses known at admission and drugs served, which evolve
during the hospital stay. We leverage a distributed architecture
to learn interpretable models from training datasets of gigantic
size. We test our analyses with more than one million of patients
from hundreds of hospitals, and report on the lessons learned
from these experiments.

I. INTRODUCTION

One major expectation of data science in healthcare is

the ability to leverage on digitized health information and

computer systems to better apprehend and improve care. Over

the past few years the adoption of electronic health records

(EHRs) in hospitals has surged to an unprecedented level.

In the USA for example, more than 84% of hospitals have

adopted a basic EHR system, up from only 15% in 2010

[1], [12]. The availability of EHR data opens the way to the

development of quantitative models for patients that can be

used to predict health status, as well as to help prevent disease,

adverse effects, and ultimately death.

We consider the problem of predicting important clinical

outcomes such as inpatient mortality, based on EHR data. This

raises many challenges including dealing with the very high

number of potential predictor variables in EHRs. Traditional

approaches have overcome this complexity by extracting only

a very limited number of considered variables [5], [14]. These

approaches basically trade predictive accuracy for simplicity

and feasibility of model implementation. Other approaches

have dealt with this complexity by developing black box

This research was partially supported by the ANR project CLEAR (ANR-
16-CE25-0010).

machine learning models that retain predictor variables from a

large set of possible inputs, especially with deep learning [3],

[18], [20], [22]. These approaches often trade some model

interpretability for more predictive accuracy.

Predictive accuracy is crucial as wrong predictions might

have critical consequences. False positives might overwhelm

the hospital staff, and false negatives can miss to trigger

important alarms, exposing patients to poor clinical outcomes.

However, model interpretability is essential as it allows physi-

cians to get better insights on the factors that influence

the predictions, understand, edit and fix predictive models

when needed [4]. The search for tradeoffs between predictive

accuracy and model interpretability is challenging.

We consider complication risk prediction and focus on two

aspects of this problem: (i) how to make accurate predictions

with interpretable models; and (ii) how to take into account

evolving clinical information during hospital stay. Our main

contributions are the following:

• we show that with interpretable models it is possible to

make accurate risk predictions, based on data concerning

admitting diagnoses and drugs served on the first day.

• we further develop mortality risk prediction models to

make updated predictions when new clinical information

becomes available during hospitalization, in particular we

analyze the evolution of drugs served.

• we report on lessons learned through practical experi-

ments with real EHR data from more than one million of

patients admitted to US hospitals, which is, to the best

of our knowledge, one of the largest such experimental

study conducted so far.

Outline: The rest of the paper is organized as follows:

we first present the data and methods used in § II. In § III we

present results obtained when making predictions of clinical

outcomes on the first day at the hospital. In § IV we investigate

to which extent the predictive models can benefit from the

availability of supplemental information becoming available

during the hospital stay to make updated predictions. We

finally review related works in § V before concluding in § VI.



II. METHODS

A. Data source

We used EHR data from the Premier healthcare database

which is one of the largest clinical databases in the United

States, gathering information from millions of patients over

a period of 12 months from 417 hospitals in the USA [19].

These hospitals are believed to be broadly representative of

the United States hospital experience. The database contains

hospital discharge files that are dated records of all billable

items (including therapeutic and diagnostic procedures, med-

ication, and laboratory usage) which are all linked to a given

admission [15]. We focus on hospital admissions of adults

hospitalized for at least 3 days, excluding elective admissions.

The snapshot of the database used in our work comprises the

EHR data of 1,271,733 hospital admissions.

B. Outcomes

For a given patient, we consider the problem of predicting

the occurence of several important clinical outcomes:

• death: in-hospital mortality, defined as a discharge dispo-

sition of “expired” [9], [20];

• hospital-acquired infections (HAI) developed during the

stay [21];

• admissions to intensive care unit (ICU) on or after the

second day, excluding direct admissions on the first day;

• pressure ulcers (PU) developed during the stay (not

present at admission).

Patients who experienced a given outcome are considered

positive cases for this outcome; those who did not are consid-

ered negative cases. Table I presents the distribution of patients

with respect to the considered outcomes.

TABLE I: Number of instances for each case study.

Problem studied Positive cases Negative cases Ratio

Mortality 28,236 857,005 3.29%

HAI 22,402 862,839 2.59%

ICU Admission 32,310 852,931 3.78%

Pressure Ulcers 23,742 861,499 2.75%

C. Preparing the data for supervised learning

Our methodology assumes no a priori clinical knowledge.

For a given patient, we first extract a list E of elementary

features including the age, gender, and admission type. Our

models also use the list of admitting diagnoses known for

a given patient as available in the EHR data at admission1,

which we denote by A. Procedures can be performed during

the hospital stay. We denote the list of procedures performed

on the ith day of the stay (with i > 0) by Pi. We also consider

the lists of drugs served, on a daily basis: Di denotes the list

of drug names (and their quantities) served on the ith day.

1We use a list of unique identifiers encoded using The International
Classification of Diseases, Ninth Revision, Clinical Modification known as
ICD-9-CM.

We filter out unused procedures and drugs, and use a perfect

hash function to encode the features. The feature matrix is very

sparse so in the implementation we use a sparse representation

of feature vectors. Most patients are admitted at the hospital

with at least one admitting diagnosis (among 5,094 possible

diagnoses). A small proportion of patients receive procedures

during their stay (∼ 20% of patients receive procedures on the

first day). The total number of possible procedures is 11,338.

Furthermore, during the stay, a total of 10,739 possible drugs

can be served. On the first day of stay, a patient is served

8.6 drugs on average. Figure 1 shows the distribution of the

considered population in terms of the number of drugs received

on the first day. Figure 2 shows an excerpt of the data for a
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Fig. 1: Population distribution in terms of the number of drugs

received on the first day (|D1|).

sample patient.

[(434456800,

(82, ’M’, 1,

[’A(0)’: [(’578.1’, ’A’, ’999’, 999)]],

[’D(1)’: [(’250258001120000’, ’2’),

(’460460947620000’, ’1’),

(’380381000310000’, ’2’),

(’300305857300000’, ’1’),

(’300305850250000’, ’1’),

...

(’250250043500000’, ’1’)]

],

[’D(2)’: [(’380381000310000’, ’1’),

(’320320721000000’, ’1’),

(’300301825750000’, ’1’),

(’250257025740000’, ’1.85’),

...

(’250250052970000’, ’1’)]

]))]

Fig. 2: Data excerpt for a 82 years old male patient who went

out alive on the third day.

D. Development of models

1) Interpretability: Following [4], we pay specific attention

to the interpretability of the predictive models we develop.

Model interpretability (or “intelligibility” as found in [4])

refers to the ability to understand, validate, edit, and trust



a learned model, which is particularly important in critical

applications in healthcare such as the one we consider here.

Accurate models such as deep neural nets and random forests

are usually not interpretable, but more interpretable models

such as logistic regression are usually less accurate. This

often imposes a tradeoff between accuracy and interpretability.

We choose to preserve interpretability and develop classifiers

based on logistic regression. Advantages of logistic regres-

sion include yielding insights on the factors that influence

the predictions, such as an interpretable vector of weights

associated to features, and predictions that can be interpreted

as probabilities.

2) Mathematical formulation: Logistic regression can be

formulated as the optimization problem minw∈Rdf(w) in

which the objective function is of the form:

f(w) = λR(w) +
1

n

n∑

i=1

θiL(w;xi, yi)

where n is the number of instances in the training set, and for

1 ≤ i ≤ n:

• w is the vector of weights we are looking for.

• the vectors xi ∈ R
d are the instances of the training

data set: each vector xi is composed of the d values

corresponding to features retained for a given admission.

• yi ∈ {0, 1} are their corresponding labels, which we

want to predict (e.g. for the mortality case study, 0 means

the patient survived and 1 means the patient died at the

hospital)

• R(w) is the regularizer that controls the complexity of

the model. For the purpose of favoring simple models

and avoiding overfitting, in the reported experiments we

used R(w) = 1
2 ||w||22.

• λ is the regularization parameter that defines the trade-

off between the two goals of minimizing the loss (i.e.,

training error) and minimizing model complexity (i.e., to

avoid overfitting). In the reported experiments we used

λ = 1
2 .

• θi is the weight factor that we use to compensate for

class imbalance. The classes we consider are heavily

imbalanced (as shown in Table I): in-hospital death for

instance can be considered as a rare event. Notice that

we do not use downsampling (that would drastically

reduce the set of negative instances for the purpose

of rebalancing classes); instead we apply the weighting

technique [13] that allows our models to learn from

all instances of imbalanced training sets. θi is thus in

charge of adjusting the impact of the error associated

to each instance proportionally to class imbalance: θi =
τ ·yi+(1−τ) ·(1−yi) where τ is the fraction of negative

instances in the training set.

• the loss function L measures the error of the model on

the training data set, we use the logistic loss:

L(w;xi, yi) = ln(1 + e(1−2yi)w
T
xi)

Given a new instance x of the test data set, the model makes

a prediction by applying the logistic function:

f(z) =
1

1 + e−z

where z = w
T
x. The raw output f(z) has a probabilistic in-

terpretation: the probability that x is positive. In the sequel we

rely on this probability to build further models (in particular

using the stacking technique: see the meta-model built from

such probabilities in § IV). We also use the common threshold

t = 0.5 such that if f(z) > t, the outcome is predicted as

positive (and negative otherwise)2.

3) Scalability with distributed computations: a particularity

of our study is that we want our models to be able to

learn from very large amounts of training data (coming from

many hospitals). We typically consider models for which

both n and d are large: for instance n > 8 ∗ 105 and

d > 16 · 103 when we train models using features found in

EAD1. This is achieved by implementing a distributed version

of logistic regression, including a distributed version of the

L-BFGS optimization algorithm which we use to solve the

aforementioned optimization problem. L-BFGS is known for

often achieving faster convergence compared with other first-

order optimization techniques [2]. We use a cluster composed

of one driver machine and a set of worker machines3. Each

worker machine receives a fraction of the training data set.

The driver machine then triggers several rounds of distributed

computations performed independently by worker machines,

until convergence is reached. The software was implemented

using the Python programming language and the Apache Spark

machine learning library [17].

E. Model evaluation and statistical analysis

Patients were randomly split into disjoint train and test

subsets. We perform k-fold cross validation with k = 5 unless

indicated otherwise (k = 10 when indicated). Model accuracy

is reported in terms of several metrics on the (naturally

imbalanced) test set, which is used exclusively for evaluation

purposes. We report on the receiver operator characteristic

(ROC) curves and especially on the area under the ROC

curve (AuROC). For the sake of completeness, we also include

the commonly used Accuracy metric [8]. Since we deal with

highly skewed datasets (as shown in Table I), we also report

on the precision-recall (PR) curves and on the area under the

PR curve (AuPR), in order to give a more complete picture

of the performance of the models [6].

F. Prediction timing

We consider making predictions at different times. First, we

consider making predictions on the first day at the hospital.

We report on corresponding results, for all considered clinical

2We make t vary in [0, 1] for computing ROC curves.
3Reported experiments were conducted with 5 machines (1 driver and 4

workers), each equipped with two Intel Xeon CPU (1.90GHz-2.6Ghz), with
24 to 40 cores, 60-160 GB of RAM, and a 1GB ethernet network.



outcomes, in § III. We then report on how to make new mortal-

ity predictions, day after day, whenever new EHR information

becomes available, and present corresponding results in § IV.

III. RESULTS ON PREDICTIONS ON THE FIRST DAY

On the first day, we consider predictive models built with

different sets of features (that we later combine). We name the

models we consider after the sets of features they rely on. For

example we consider the model EA for making predictions

at hospital admission time t0 (i.e. at the moment when the

patient arrives at the hospital). This model uses the elementary

features E and the diagnoses A known at admission. We

also consider making predictions whenever the set of drugs

served on the first day is known (typically at t0 + 24h). For

this purpose, we consider the model ED1 of [9] that uses

elementary features and drugs served on the first day. All the

considered models systematically use the elementary features

E, so we often omit E in model names in the sequel.

A. Mortality

For predicting in-hospital mortality, AuROC was 77.8% and

AuPR was 12.7% with the D1 model, indicating significant

predictive power of the drugs served on the first day (as

already known from [9]). Over the total considered population

of 1,271,733 patients, 885,241 (∼ 70%) of them have non-

empty admitting diagnosis information at admission time

(A 6= ∅). AuROC was 76.4% and AuPR was 10.9% with the

A model, which is aimed to leverage this information for

making predictions directly at admission time. This indicates

predictive power of the admitting diagnoses as well. It thus

makes sense to study how these models could be combined to

obtain more accurate predictions for the concerned population

of 885,241 patients. We study combinations of the predictions

made at admission with predictions made at t0+24h with the

knowledge of the set of drugs served on the first day.

More generally, we consider different model combinations:

• we consider models obtained by the flattening and con-

catenation of features found in several basic models. In

the sequel, we denote by C(B1, B2, ..., Bn) (or equiv-

alently by B1B2...Bn) the single model obtained from

the concatenation of the features used in the basic mod-

els B1, B2, ..., Bn. For instance we consider the model

C(A,D1) in which all the features found in A and D1

are concatenated.

• we also use ensemble techniques and in particular the

stacking technique [7] to create combined models. The

advantage of using logistic regressions as basic models

to be combined with the stacking technique is that we

can reuse not only their predictions, but also their raw

output probabilities (which are more precise, as pointed

out in § II-D2) as features for the meta-model. In the

sequel, we denote by S(B1, B2, ..., Bn) the meta-model

obtained from the raw probabilities of the basic models

B1, B2, ..., Bn with the stacking technique. For example,

we consider the model S(A,D1) built from the stacking

of the two models A and D1.

Table II gives an overview of the AuROC, Accuracy and

AuPR obtained with the basic and combined models con-

sidered, on the same population, having admitting diagnosis

information. Table II indicates the average, minimum and

maximum values of each metric obtained with a 5-fold cross-

validation process.

TABLE II: Mortality risk predictions on the first day.

Model AuROC % Accuracy % AuPR %

A 76.4 (76.0-76.8) 65.4 (65.2-65.6) 10.9 (10.6-11.2)

D1 [9] 77.4 (77.2-77.7) 74.5 (74.5-74.8) 12.3 (12.0-12.5)

S(A,D1) 80.1 (79.9-80.2) 69.2 (68.9-69.4) 14.0 (13.5-14.3)

C(A,D1) 80.4 (80.2-80.7) 75.3 (75.2-75.5) 14.2 (13.8-14.6)

We observe that the combined models yield significantly

more accurate predictions than the basic ones, improving over

comparable earlier works. For predicting inpatient mortality,

with the AD1 model AuROC was 80.4% and AuPR was

14.2%, compared to respectively 77.4% and 12.3% obtained

with the D1 model of [9].

Figure 3 presents the ROC curve obtained for a run of the

C(A,D1) model on a given train and test set. The PR curve is

shown on Figure 4. Table III presents sizes of train and test

sets, and Table IV presents the confusion matrix and associated

metrics.

TABLE III: Number of instances for train and test sets.

Mortality case study Train set Test set

Total size 708,373 176,868

Positive instances 22,660 5,576

Negative instances 685,713 171,292
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Fig. 3: ROC curve for mortality prediction at t0 + 24h.

B. HAI, ICU admission, and pressure ulcers

Table V presents results obtained when predicting all the

other considered clinical outcomes using the C(A,D1) model.

To the best of our knowledge, our models outperform state-

of-the-art interpretable models found in the literature for



0% 20% 40% 60% 80% 100%
Recall

20%

40%

60%

80%

100%
Pr

ec
isi

on
AUPR of A(0) (13.8%)

Fig. 4: PR curve for mortality prediction at t0 + 24h.

TABLE IV: Sample confusion matrix.

Actual

Value

Prediction outcome

P′ N′ Total

P
3,928
TP

1,648
FN

5,576

N
41,629
FP

129,663
TN

171,292

Total 45,557 131,311

TP is the number of true positives, FP the number of false positives, TN the
number of true negatives and FN the number of false negatives.

True Positive Rate 70.4% (TP/(TP+FN) recall
False Negative Rate 29.6% (FN/(TP+FN) miss rate
True Negative Rate 75.7% (TN/(FP+TN) specificity
False Positive Rate 24.3% (FP/(FP+TN) fall-out

Negative Predictive Value 98.7% (TN/(TN+FN)
Positive Predictive Value 8.6% (TP/(TP+FP) precision

False Discovery Rate 91.4% (FP/(TP+FP)
Accuracy 75.5% (TP+TN)/(P+N)

Error 24.5% (FP+FN)/(P+N)

TABLE V: Predictive accuracy on the first day.

Case study AuROC % Accuracy % AuPR %

Mortality 80.4 (80.2-80.7) 75.3 (75.2-75.5) 14.2 (13.8-14.6)

HAI 84.8 (84.5-85.1) 84.2 (84.1-84.3) 20.6 (20.3-21.0)

ICU 64.0 (63.7-64.3) 58.2 (58.1-58.5) 5.9 (5.7-6.0)

PU 82.2 (81.6-82.6) 78.3(78.2-78.5) 16.3 (16.0-16.5)

predicting hospital-acquired infections (AuROC was 84.8% vs

80.3% in [9]), and for predicting pressure ulcers (AuROC was

82.2% vs 80.9% in [9]). This suggests that classifiers trained

from large amounts of diagnoses and drugs served found in

EHR data can produce valid predictions across a variety of

clinical outcomes (not only mortality) on the first day at the

hospital.

C. Benefits of interpretability and explainability of predictions

We investigate the stability and the consistency of the

models when learned with different training sets. For this

purpose, we study to which extent the logistic regression

weights vary, when radically different training sets are ran-

domly picked. In particular, we look for the most significant

weights obtained from a run to another, ranking the weights

in terms of their absolute values. For instance, we retained

the 100 most important weights corresponding to A features

(with the most significant absolute value) obtained for each

random training set. We observe that the vast majority of the

topmost weights remain the same accross each different run. A

systematic pairwise comparison of the lists of topmost weights

for each run showed that the least proportion of common

weights between two runs was 90%.

For example, Table VI presents an excerpt of the most

important weights in the logistic regression model along with

their ranking and their impact (positive/negative) on the out-

come. Here “positive” is to be understood as a mathematically

positive contribution in favor of the outcome (mortality). The

clinical interpretation is beyond the scope of this paper, but

the point is that our model allows this vector to be given to

medical experts for further clinical research.

IV. RESULTS WITH EVOLVING DATA

In this Section we study the problem of making mortality4

predictions no longer at hospital admission time but at a later

stage during the hospital stay, while taking into account new

clinical information becoming available since admission.

We consider making inpatient mortality predictions on a

daily basis. We investigate interpretable models that predict

on day k using data available up to that day. Therefore, in

addition to elementary features (E), diagnoses (A) known at

admission and drugs served on the first day (D1), we now

consider the procedures Pi done on day i as well as the drugs

Di served on day i, for i = 1 to k as bases for the predictions.

A. Preliminary observations

Figure 5 gives insights on the number of patients remaining

hospitalized at a certain day (no matter how long they stay).

For each day i, it illustrates the subset of patients who have at

least one drug served on that day (i.e. for which Di 6= ∅), and

the subset of patients who have a least one procedure on that

day (i.e. for which Pi 6= ∅) , respectively. The vast majority of

4Notice that the labeling of our data (for supervised learning) conveys the
information of whether an ICU admission, HAI or PU occured during the
hospital stay, but not exactly when it occurred. This is why in this Section
we exclusively focus on predicting mortality when new data arrives (the date
of death corresponding to the last date of the stay).



TABLE VI: Explanations of some ICD9-CM codes.

ICD-9-CM
code

Role (+/-) Rank Short explanation

330.8 Positive 1 Other specified cerebral
degenerations in
childhood

801.25 Positive 2 Closed fracture of base of
skull with subarachnoid,
subdural, and extradural
hemorrhage, with
prolonged [more than
24 hours] loss of
consciousness, without
return to pre-existing
conscious level

746.7 Positive 3 Hypoplastic left heart syn-
drome

801.85 Positive 4 Open fracture of base of
skull with other and un-
specified intracranial hem-
orrhage, with prolonged
[more than 24 hours] loss
of consciousness, without
return to pre-existing con-
scious level

854.05 Positive 5 Intracranial injury of
other and unspecified
nature without mention of
open intracranial wound,
with prolonged [more
than 24 hours] loss of
consciousness without
return to pre-existing
conscious level

010.90 Negative 8 Primary tuberculous in-
fection, unspecified

438.19 Negative 9 Late effects of cerebrovas-
cular disease, other speech
and language deficits

772.10 Negative 10 Intraventricular
hemorrhage unspecified
grade

807.3 Negative 11 Open fracture of sternum

334.8 Negative 12 Other spinocerebellar dis-
eases

patients (more than 99.8%) are served drugs during their stay

whereas only a small proportion of the population receive new

procedures.

We first studied the evolution of procedures during hospital-

ization. In particular, we created separate models using E and

Pi as features for each day i; but their combinations with en-

semble techniques did not yield any significant improvement in

prediction accuracy over the global population5. One possible

explanation for this is that the number of patients with Pi 6= ∅
for i ≥ 1 remains too limited (as shown in Figure 5). For this

reason, we concentrate on the evolution of drugs served (Di

for i ≥ 1) in the sequel.

5We did not obtain significant improvements when restricting to the patients
having new procedures on the last day neither. Specifically, we filtered the
population so as to retain only those patients who have at least one procedure
at a certain day i. Since |Pi |=11,338, we conducted these analyses only until
day 2 (on which only 140,747 patients received procedures). AuROC obtained
with P2 was in the 69-70% range.
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Fig. 5: Histogram illustrating the number of patients having at

least one procedure or drug served on a given day.

B. Daily mortality predictions

For making predictions on a certain day k, we consider a

variety of models built from different sets of features, that we

combine with ensemble techniques (in a similar manner than

for the first day – except that the set of basic models is now

much richer as we can consider various models and several

days). First, we consider all the models made with the features

of one particular day [E,Di] for i = 1...k. We thus obtain k

such models, each one composed of |E|+|Di| features. More

generally, we also consider models in which we incorporate

a sliding window of historical data available since admission

by considering the features [EDk−w,Dk−w+1, ..., Dk] for w

decreasing from k+1 to 1. These models use up to n ∗ k+|E|

features, where n is the number of possible drugs served (n =
10, 739). This can represent a very large number of features.

To avoid running into the curse of dimensionality, we define

a threshold for the maximum acceptable ratio between the

number of features and the number of training instances (that

decreases with higher values of k as shown in Figure 5). We

arbitrarily set this ratio to 10, which allows us to conduct

analyses with sliding windows until the 6th day.

For instance, Table VII presents the results obtained with

all the basic models when predicting mortality on the 4th day

of stay. First, we observe that AuROC, Accuracy and AuPR

all raise when moving from a model Dk to a model Dk′ (for

1 ≤ k < k′ ≤ 4). This suggests that recent drugs served carry

more accurate information on the current patient’s situation

perspective of evolution. In particular, information on the last

drugs served (Dk) improve the accuracy of predictions at day

k. Models that do not leverage the latest drug information

become less accurate with time, as shown in Table VII.

Second, taking into account historical drugs served in the

past few days (since admission) slightly improves AuROC and

Accuracy.

This raises the question of how much historical data (since

admission) it is worth to consider for making predictions

(or in other terms, identifying tradeoffs between predictive



TABLE VII: Results for mortality prediction on day 4 (con-

sidered population: patients that stay for at least 5 days).

Prediction Model features AuROC Accuracy AuPR

Day 4 D1 (72.5-73.1) (70.6-71.2) (11.5-12.3)
Day 4 D2 (76.4-76.8) (74.6-74.9) (15.2-15.4)
Day 4 D3 (78.3-79.2) (76.5-76.8) (18.0-18.5)
Day 4 D4 (80.8-81.1) (78.8-79.1) (20.6-22.0)
Day 4 D1D2 (76.8-77.0) (75.4-75.8) (15.1-15.6)
Day 4 D1D2D3 (79.0-79.3) (77.7-78.1) (18.0-18.6)
Day 4 D1D2D3D4 (81.1-81.5) (79.8-80.2) (21.0-21.5)
Day 4 D2D3D4 (80.9-81.4) (79.3-79.7) (21.0-22.0)
Day 4 D3D4 (80.8-81.4) (79.1-79.4) (21.0-22.0)

accuracy and model complexity). Table VIII presents the

performance metrics obtained when predicting with models

with different sizes of moving windows of historical data.

Notice that the AuROC obtained with a model on day i is not

directly comparable to the AuROC obtained for predictions at

admission time in § III because they do not correspond to the

same population (some patients left the hospital or died before

day i). Each row of Table VIII reports results for a different

population filtered based on lengths of stay: predictions made

at day i concern the population of patients that stayed for at

least i+ 1 days.

TABLE VIII: Predictive accuracy with different historical

windows (min and max values obtained with 5-fold cross

validation).

Day Model AuROC Accuracy AuPR

2
D2 (81.9-82.3) (79.1-79.5) (17.1-18.2)

D1D2 (82.5-82.7) (79.9-80.1) (17.3-18.1)

3
D3 (81.0-81.7) (79.1-79.2) (18.9-21.0)

D2D3 (81.4-82.0) (79.5-79.7) (19.4-20.7)
D1D2D3 (81.6-82.3) (80.0-80.2) (19.3-20.7)

4

D4 (80.8-81.1) (78.8-79.1) (20.6-22.0)
D3D4 (80.8-81.4) (79.1-79.4) (21.0-22.2)

D2D3D4 (80.9-81.4) (79.3-79.7) (21.0-22.0)
D1D2D3D4 (81.1-81.5) (79.8-80.2) (21.0-21.5)

5

D5 (80.8-81.0) (78.6-78.8) (23.0-23.4)
D4D5 (80.7-81.2) (78.9-79.3) (22.7-23.7)

D3D4D5 (80.5-81.2) (79.1-79.4) (22.5-23.7)
D2D3D4D5 (80.3-81.1) (79.4-79.7) (22.0-23.6)

D1D2D3D4D5 (80.4-81.2) (79.9-80.1) (22.5-23.8)

Results suggest that [Dk] models provide an interesting

tradeoff (between accuracy and complexity) for predicting

on day k compared to all the other models. One possible

explanation for the limited accuracy improvements obtained

with historical data since admission is that Dj carries most

of the information from Dj−1 for any j. Figure 6 gives an

overview of the (high) similarities between drugs served on

consecutive days. We computed the number of common drugs

served in two consecutive days for a given patient, which we

normalize with respect to the total number of drugs served. The

distribution of the population in terms of this ratio is shown

in Figure 6a for the first two days, and in Figure 6b for the

next two days, respectively. We observe that for the majority

of patients, the set of drugs served tend to only slightly change

from a day to another, a majority of drugs being continuously

served day after day.
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Fig. 6: Similarities between drugs served on different days.

C. Discussion

All the predictions we made in this Section consider drug

served data from the first day and onwards, but do not take into

account the data A known as cause of admission (as opposed

to § III). This means that the corresponding models can be

directly used for making predictions for potential patients

arriving at the hospital without available admitting diagnosis.

For patients having an admitting diagnosis (∼ 70% of the

overall population), we study combinations of the predictions

made at admission (from § III) with predictions made later

during the stay.

Figure 7 illustrates the different kinds of considered models.

For instance, AuROC of the meta-model S(A,D1,D2,D3) was

82.2%. This suggests that data known at admission still helps

in improving the accuracy of mortality predictions made at

a later stage during the hospital stay. Table IX presents the

TABLE IX: Weights of meta-model S(A,D1,D2,D3).

Weights Model features

2.237623 probability using A
1.160006 probability using D1

1.292319 probability using D2

1.436751 probability using D3
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Fig. 7: The different kinds of models considered.

weights of the meta-model S(A,D1,D2,D3). We observe that

the most important weight is associated with the A basic

model. Then, the most important weights are associated, in

decreasing order of importance, from the most recent to the

oldest models. The higher influence on the final prediction

thus comes from the admitting diagnoses, and then, from the

drugs served in the most recent days.

So far, results suggest that when admitting diagnoses are

available (A 6= ∅), then they should be used as they increase

the predictive accuracy. Otherwise (when A= ∅), relying on

the last drugs served (Dk) provides a reasonable tradeoff for

making mortality prediction at a certain day k > 0 of the stay.

We now concentrate on studying how models with admitting

diagnoses (A) can be combined with the models offering

reasonable tradeoffs in terms of accuracy and complexity

obtained so far (i.e. Dk). Each row of Table X reports results

for a population filtered based on lengths of stay (predictions

made at day i concern the population of patients that stayed

for at least i + 1 days). We observe that the AuROC of

the predictions made with A decreases over time with the

remaining population (as also illustrated by the blue line in

Figure 8). We also observe a (much slighter) decrease in

AuROC when predicting with the latest drugs served. It is

rather intuitive that predictions made only with data known at

admission (A) become less accurate with time. This suggests

that, due to changing conditions, we are progressively left with

more complex cases (that stay longer at the hospital), whereas

the population with imminent outcome progressively leaves

day after day (either dead or alive).

Results show that the combined stacking model always

outperforms the other basic models in terms of AuROC. After

a certain period though, say on day k, models considering

admitting diagnoses (A) start to be outdated enough so that

predictions made only with this model progressively carry

less useful additionnal predictive power to be leveraged by

the stacking. Therefore the net increase in predictive power

brought by the S(A,Dk) model erodes with time. This starts

to occur significantly for k ≥ 6, as illustrated on Table X

and Figure 8. In conclusion, the joint analysis of the evolution

of drugs served with admitting diagnoses helps in improving

the AuROC of predictions made at any moment during the

hospital stay, especially for short stays.

TABLE X: Predictive accuracy with stacking models.

Prediction on Model AuROC Accuracy AuPR

Day 2
A (76.0-76.8) (65.2-65.6) (10.9-11.2)
D2 (81.3-81.9) (79.2-79.3) (16.3-18.0)

S(A,D2) (83.0-83.7) (73.5-74.0) (18.5-19.1)

Day 3
A (73.8-74.1) (63.1-63.6) (10.4-11.1)
D3 (80.6-81.4) (79.1-79.2) (18.6-19.9)

S(A,D3) (81.9-82.5) (73.2-74.0) (19.8-20.7)

Day 4
A (72.0-72.8) (61.0-61.8) (10.7-11.3)
D4 (80.5-81.2) (78.8-79.2) (20.6-21.8)

S(A,D4) (81.5-82.0) (72.9-73.2) (21.2-22.9)

Day 5
A (70.0-71.7) (59.7-60.4) (11.3-11.7)
D5 (80.1-81.1) (78.4-78.9) (21.5-24.2)

S(A,D5) (80.6-81.1) (72.1-72.8) (22.4-23.3)

Day 6
A (69.1-70.8) (58.3-58.8) (11.4-12.4)
D6 (79.7-80.8) (77.9-78.4) (23.3-26.0)

S(A,D6) (80.2-80.6) (71.6-72.2) (23.9-24.7)

V. RELATED WORKS

The interest in developing predictive systems for EHR data

has soared recently. The automated identification of at-risk

profiles is a topic that has been actively investigated under

various forms, including: prediction of hospital length-of-stay,

readmissions, discharge diagnostics, occurence of hospital-

acquired infections, admissions to intensive care units, and

in-hospital mortality. Several lines of work can be identified

from the perspective of the methods used.

The first line of works gathers “score-based approaches”.

These works build on decades of research by clinicians and
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statisticians for attempting to measure the complexity of a

patient’s situation according to a yardstick index. The basic

idea boils down to computing an aggregate score or index

from EHR data. For a given patient, the value of the index

is meant to represent the severity of the patient’s condition

and perspectives of evolution. Typical examples include the

seminal Charlson comorbidity index [16], and the Medication

Regimen Complexity Index (MRCI) [10]. The MRCI is a

global score meant to indicate the complexity of a prescribed

medication regimen. It aggregates 65 aspects related to the

drug dosage form, dosing frequency and instructions. The

greater the MRCI, the more complex the patient’s situation

is. The minimum MRCI score is 2 (e.g. one tablet taken

once a day) and there is no maximum. The main advan-

tages of score-based approaches, besides their simplicity, are

that scores are well-defined and commonly accepted among

clinicians, easily implementable, computationally cheap, and

understandable even by non-experts. However, if scores can

give a rapid estimation of a general patient’s condition, their

usage for predicting particular outcomes is still open. The work

[14] shows positive correlations between the MRCI value at

admission and the occurence of complications later during the

hospital stay. It remains unclear though to which extent such

correlations might actually be leveraged in a predictive system.

More generally, score-based approaches suffer from significant

drawbacks when it comes to building accurate predictive

systems. Reducing a priori the whole patient’s situation and

outcome to a single scalar value is questionable for two

reasons. First, this aggregation is performed independently

from any specific outcome to be predicted (like a particular

complication). Second, many subtleties in EHR data (like

drug interactions) are potentially discarded during the score

computation. This may result in rough approximations. In

the case of MRCI for instance, the same MRCI value may

denote distinct situations with radically different perspectives

of evolution.

A very recent line of work consists in analysing EHR data

in a more comprehensive way, trying not to resort to a priori

simplifications such as scores but trying instead to preserve as

much as possible of the original EHR information to analyse

it in a fine-grained way. For instance, the works found in [3],

[4], [9], [20] apply supervised machine learning techniques to

a wide range of features selected from EHR data. These works

can be subdivided into two further subcategories: (i) those that

trade model interpretability for numeric accuracy and (ii) those

which preserve model interpretability, usually at the price of

some loss in accuracy.

Among the first category, we find the works [3], [20] that

develop classifiers based on deep neural networks (DNNs).

The models proposed in [20] typically achieve areas under the

ROC curve within the 0.79-0.89 range for mortality prediction

at admission on their dataset (they do not report on AuPR

nor on accuracy though). It would be interesting to compare

the complete picture of the predictive performances of the

models proposed in [20] with the ones proposed in the present

paper on the same dataset. Unfortunately [20] does not contain

enough details on the features used in their models to allow

for a reimplementation of their technique. Further comparisons

with [20] are thus inappropriate because the datasets are

different: they consider a lower number (216,221) of patients

but with more data per patient (including historical data

before admission, which we do not have in our dataset). In

comparison, we analyse many more (1,271,733) patients with

less data per patient (no history in particular). Notice that this

makes our models more broadly applicable since they apply

to patients for which we have no history at all.

It is also worth noticing that the results reported in [20]

are achieved with an important sacrifice: a major drawback

of DNNs is their lack of interpretability, as notoriously

known. Preliminary works on explaining “black-box” models

are rather in early stage [11]. Interpretability happens to be

crucial for healthcare models so that they can be given to

domain experts (e.g. clinicians) to be checked and fixed when

necessary [4] using domain-expert medical knowledge. This

is one reason why simple linear models (such as logistic

regression) might be preferred over DNNs even when their

accuracy is significantly lower, as detailed in [4].

Finally, the results described in [20] come at another price

too: the computational cost. The computing power necessary

for learning DNN classifiers with large amounts of data and

large feature spaces is significant (an earlier version of [20]

mentions more than 201,000 GPU hours of computation using

Google Vizier for building the DNNs and setting up the hyper-

parameters that crucially affect their performance). Compared

to [20], our predictions are obtained with interpretable models,

which yield interpretable weights (See III-C) in particular. Our

models are also lighter computationally and more scalable

(one model is trained on 1.2 million of instances in around

4 minutes on a commodity cluster of 5 machines).

In the second category of works, we find [4] that advocates

the use of the so-called “intelligible” models and apply them

to two use cases in healthcare. The first use case is concerned

with the prediction of pneumonia risk. The goal is to predict

probability of death so that patients at high risk can be

admitted to the hospital, while patients at low risk are treated



as outpatients. Their intelligible model provides an AUC in

the 0.84-0.86 range, and uncovers patterns in the data that

previously had prevented complex learned models from being

fielded in this domain. The second use case is the prediction of

hospital readmission, for which the developed model provides

an AUC in the range 0.75-0.78. The datasets considered in

[4] are uncomparable to the dataset we use in the present

paper. For the prediction of pneumonia risk, [4] considers a

dataset of 14,199 pneumonia patients with 46 features. For

the prediction of hospital readmission, [4] considers 296,724

patients from a large hospital, with 3,956 features for each

patient. Features include lab test results, summaries of doctor

notes, and details of previous hospitalizations. Our problem

formulation is different as we concentrate on predicting the

risks of in-hospital mortality and other complications for any

patient admitted to the hospital. We also consider a larger

dataset (>1.2M patients) with more features, thanks to a

distributed implementation.

The work found in [9] also applies linear models such as

logistic regression for building binary classifiers. The goal

is similar: making predictions of complications at hospital

admission time. In § III we applied our method on the same

dataset so the results can be directly compared. Our method

provides significant improvements in accuracy: for mortality

prediction our method achieves an AuROC in the range 80.2-

80.7% (Accuracy: 75.3%) compared to 77.9% (Accuracy:

75%) reported in [9]. Similar improvements in accuracy can

also be observed when predicting other complications (HAI,

PU) considered in [9]. By leveraging admitting diagnoses (A),

our method thus makes it possible to obtain even more accurate

predictions when compared to [9]. The models proposed in [9]

remain useful for patients with no admitting diagnosis. Finally

and more importantly, compared to [9], we investigate the

problem of making updated mortality predictions whenever

more EHR data become available during the hospital stay

(Section IV), which is not considered in [9].

VI. CONCLUSION AND PERSPECTIVES

We develop a distributed supervised machine learning sys-

tem for predicting clinical outcomes based on EHR data.

We propose interpretable models, based on the analysis of

admitting diagnoses and drugs served during the hospital

stay. Our models can be used to make predictions concerning

the risk of hospital-acquired infections, pressure ulcers, and

inpatient mortality. We study how mortality risk models can

be extended with the analysis of the evolution of drugs served

during the stay. We use a distributed implementation to train

models on millions of patient profiles. We report on lessons

learned with a large-scale experimental study with real data

from US hospitals. One perspective for further work would be

to study to which extent the system generalizes for predicting

other clinical outcomes such as long lengths of stay and

hospital readmissions.
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