
UC Santa Barbara
UC Santa Barbara Previously Published Works

Title
Scalable digital CMOS comparator using a parallel prefix tree

Permalink
https://escholarship.org/uc/item/3507x154

Journal
IEEE Transactions on Very Large Scale Integration (VLSI) Systems, 21(11)

ISSN
1063-8210

Authors
Abdel-Hafeez, S
Gordon-Ross, A
Parhami, B

Publication Date
2013-10-07

DOI
10.1109/TVLSI.2012.2222453
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/3507x154
https://escholarship.org
http://www.cdlib.org/


IEEE TRANSACTIONS ON VERY LARGE SCALE INTEGRATION (VLSI) SYSTEMS, VOL. 21, NO. 11, NOVEMBER 2013 1989

Scalable Digital CMOS Comparator
Using a Parallel Prefix Tree

Saleh Abdel-Hafeez, Member, IEEE, Ann Gordon-Ross, Member, IEEE, and Behrooz Parhami, Life Fellow, IEEE

Abstract— We present a new comparator design featuring
wide-range and high-speed operation using only conventional
digital CMOS cells. Our comparator exploits a novel scalable
parallel prefix structure that leverages the comparison outcome
of the most significant bit, proceeding bitwise toward the least
significant bit only when the compared bits are equal. This
method reduces dynamic power dissipation by eliminating unnec-
essary transitions in a parallel prefix structure that generates the
N-bit comparison result after �log4 N� + �log16 N� + 4 CMOS
gate delays. Our comparator is composed of locally intercon-
nected CMOS gates with a maximum fan-in and fan-out of five
and four, respectively, independent of the comparator bitwidth.
The main advantages of our design are high speed and power
efficiency, maintained over a wide range. Additionally, our
design uses a regular reconfigurable VLSI topology, which allows
analytical derivation of the input-output delay as a function of
bitwidth. HSPICE simulation for a 64-b comparator shows a
worst case input-output delay of 0.86 ns and a maximum power
dissipation of 7.7 mW using 0.15-µm TSMC technology at 1 GHz.

Index Terms— High-speed arithmetic, high-speed wide-bit
comparator architecture, parallel prefix tree structure.

I. INTRODUCTION

COMPARATORS are key design elements for a wide
range of applications—scientific computation (graphics

and image/signal processing [1]–[3]), test circuit applications
(jitter measurements, signature analyzers, and built-in self-
test circuits [4], [5]), and optimized equality-only compara-
tors for general-purpose processor components (associative
memories, load-store queue buffers, translation look-aside
buffers, branch target buffers, and many other CPU argument
comparison blocks [6]–[8]). Even though comparator logic
design is straightforward, the extensive use of comparators
in high-performance systems places a great importance on
performance and power consumption optimizations.

Some state-of-the-art comparator designs use dynamic
gate logic circuit structures to enhance performance, while
others leverage specialized arithmetic units for wide com-
parisons, along with custom logic circuits. For example,
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several prior designs [9]–[13] use subtractors in the form of
flat adder components, but these designs are typically slow
and area-intensive, even when implemented using fast adders
[14]–[16]. Other comparator designs improve scalability and
reduce comparison delays using a hierarchical prefix tree
structure composed of 2-b comparators [17]. These structures
require log2 N comparison levels, with each level consisting
of several cascaded logic gates. However, the delay and area of
these designs may be prohibitive for comparing wide operands.

The prefix tree structure’s area and power consumption can
be improved by leveraging two-input multiplexers (instead of
2-b comparator cells) at each level and generate-propagate
logic cells on the first level (instead of 2-b adder cells), which
takes advantage of one’s complement addition [18]. Using this
logic composition, a prefix tree requires six levels for the most
common comparison bitwidth of 64 bits, but suffers from high
power consumption due to every cell in the structure being
active, regardless of the input operands’ values. Furthermore,
the structure can perform only “greater-than” or “less-than”
comparisons and not equality.

To improve the speed and reduce power consumption, sev-
eral designs rely on pipelining and power-down mechanisms
[19] to reduce switching activity [20], [21] with respect to
the actual input operands’ bit values. One design uses all-N-
transistor (ANT) circuits to compensate for high fan-in with
high pipeline throughput [22]. A 64-b comparator requires
only three pipeline cycles using a multiphase clocking scheme
[23]. However, such a clocking scheme may be unsuitable for
high-speed single-cycle processors because of several heavily
loaded global clock signals that have high-power transition
activity. Additionally, race conditions and a heavily con-
strained clock jitter margin may make this design unsuitable
for wide-range comparators.

An alternative architecture leverages priority-encoder mag-
nitude decision logic with two pipelined operations that are
triggered at both the falling and rising clock edges [24] to
improve operating speed and eliminate long dynamic logic
chains. However, 64-b and wider comparators require a mul-
tilevel cascade structure, with each logic level consisting of
seven nMOS transistors connected in series that behave in
saturating mode during operation. This structure leads to a
large overall conductive resistance [16], with heavily loaded
parasitic components on the clock signal, which severely limits
the clock speed and jitter margin.

Other architectures use a multiplexer-based structure to split
a 64-b comparator into two comparator stages [25]: the first
stage consists of eight modules performing 8-b comparisons
and the modules’ outputs are input into a priority encoder
and the second stage uses an 8-to-1 multiplexer to select the

1063-8210 © 2012 IEEE
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appropriate result from the eight modules in the first stage.
This architecture uses two-phase domino clocking [14], [23],
[26] to perform both stages in a single clock cycle. Since
operations occur on the rising and falling clock edges, this
further limits the operating speed and jitter margin and makes
the design highly susceptible to race conditions [27].

Some comparators combine a tree structure with a two-
phase domino clocking structure [28] for speed enhancement.
These architectures add the two inputs, after negating one
input via two’s complement, using the carry-out signal as
the “greater-than” or “less-than” indicator (equality is not
supported). Since the critical signal is the carry-out, the tree
structure’s adder modules are optimized to compute only
the carry signal. Because the adder module is implemented
using a Manchester carry chain [19], this architecture reduces
the tree structure’s area, power consumption, and comparison
delay. However, the heavy loading of the clock signal with
64×2 gates for the precharge and evaluate phases complicates
routing, constrains the long clock cycle required for two-phase
clocking, and necessitates large drivers for the clock signals.

Some architectures save power by dynamically eliminating
unnecessary computations using novel ripple-based structures,
such as those incorporating wide-range ripple-carry adders
[29]–[31]. Similarly, other energy-efficient designs [32]–[34]
leverage schemes to reduce switching activity. Compute-on-
demand comparators compare two binary numbers one bit at a
time, rippling from the most significant bit (MSB) to the least
significant bit (LSB). The outcome of each bit comparison
either enables the comparison of the next bit if the bits are
equal, or represents the final comparison decision if the bits
are different. Thus, a comparison cell is activated only if all
bits of greater significance are equal. Although these designs
reduce switching, they suffer from long worst case comparison
delays for wide worst case operands.

To reduce the long delays suffered by bitwise ripple designs,
an enhanced architecture incorporates an algorithm that uses
no arithmetic operations. This scheme [35] detects the larger
operand by determining which operand possesses the leftmost
1 bit after pre-encoding, before supplying the operands to a
bitwise competition logic (BCL) structure. The BCL structure
partitions the operands into 8-b blocks and the result for each
block is input into a multiplexer to determine the final compar-
ison decision. Due to this BCL-based design’s low transistor
count, this design has the potential for low power consump-
tion, but the pre-encoder logic modules preceding the BCL
modules limit the maximum achievable operating frequency.
In addition, special control logic is needed to enable the BCL
units to switch dynamically in a synchronized fashion, thus
increasing the power consumption and reducing the operating
frequency.

To alleviate some of the drawbacks of previous designs
(such as high power consumption, multicycle computation,
custom structures unsuitable for continued technology scaling,
long time to market due to irregular VLSI structures, and
irregular transistor geometry sizes), in this paper we leverage
standard CMOS cells to architect fast, scalable, wide-range,
and power-efficient algorithmic comparators with the follow-
ing key features.

B[N-1:0] A[N-1:0]

Comparison Resolution Module

Decision Module

N-bits
(Left-bus)

N-bits
(Right-bus)

A < BA = BA > B

Fig. 1. Block diagram of our comparator architecture, consisting of a
comparison resolution module connected to a decision module.

1) Use of reconfigurable arithmetic algorithms, with total
(input-to-output) hardware realization for both fully-
custom and standard-cell approaches, improves the
longevity of our design and makes our design ideal for
technology scaling and short time to market.

2) A novel MSB-to-LSB parallel-prefix tree structure,
based on a reduced switching paradigm and using paral-
lelism at each level (as opposed to a sequential approach
[32]), contributes to the speed and energy efficiency of
our design.

3) Use of components built from simple single-gate-level
logic, with maximum fan-in and fan-out of five and
four, respectively, regardless of the comparator bitwidth,
makes it easy to characterize and accurately model our
comparator for arbitrary bitwidths.

4) Use of combinatorial logic, with neither clock gating nor
latency delay, enables global partitioning into two main
pipelined stages or locally into several pipelined stages
based on the number of levels. This flexibility provides
area versus performance tradeoffs.

The remainder of this paper is organized as follows.
Section II covers our comparator’s operating principles and
overall structure and Section III provides the design details.
Section IV evaluates the area, operating speed, and power
consumption of our comparator. Performance analysis and
simulation results for input widths ranging from 16 to 256 bits,
along with generalization to N-bit inputs, appear in Section V.
Concluding remarks and suggestions for further work are
provided in Section VI.

II. COMPARATOR ARCHITECTURAL OVERVIEW

The comparison resolution module in Fig. 1 (which depicts
the high-level architecture of our proposed design) is a novel
MSB-to-LSB parallel-prefix tree structure that performs bit-
wise comparison of two N-bit operands A and B , denoted
as AN−1, AN−2, . . ., A0 and BN−1, BN−2, . . ., B0, where
the subscripts range from N–1 for the MSB to 0 for the
LSB. The comparison resolution module performs the bitwise
comparison asynchronously from left to right, such that the
comparison logic’s computation is triggered only if all bits of
greater significance are equal.

The parallel structure encodes the bitwise comparison
results into two N-bit buses, the left bus and the right bus,
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Fig. 2. Example 8-b comparison.

each of which store the partial comparison result as each bit
position is evaluated, such that

⎧
⎨

⎩

if Ak > Bk, then leftk = 1 and rightk = 0
if Ak < Bk, then leftk = 0 and rightk = 1
if Ak = Bk, then leftk = 0 and rightk = 0.

In addition, to reduce switching activities, as soon as a bitwise
comparison is not equal, the bitwise comparison of every bit
of lower significance is terminated and all such positions are
set to zero on both buses, thus, there is never more than one
high bit on either bus.

The decision module uses two OR-networks to output the
final comparison decision based on separate OR-scans of all
of the bits on the left bus (producing the L bit) and all of the
bits on the right bus (producing the R bit). If LR = 00, then
A = B , if LR = 10 then A > B , if LR = 01 then A < B ,
and LR = 11 is not possible.

An 8-b comparison of input operands A = 01011101 and
B = 01101001 is illustrated in Fig. 2. In the first step, a
parallel prefix tree structure generates the encoded data on the
left bus and right bus for each pair of corresponding bits from
A and B . In this example, A7 = 0 and B7 = 0 encodes as
left7 = right7 = 0, A6 = 1, and B6 = 1 encodes as left6 =
right6 = 0, and A5 = 0 and B5 = 1 encodes left5 = 0
and right5 = 1. At this point, since the bits are unequal, the
comparison terminates and a final comparison decision can be
made based on the first three bits evaluated. The parallel prefix
structure forces all bits of lesser significance on each bus to
0, regardless of the remaining bit values in the operands. In
the second step, the OR-networks perform the bus OR-scans,
resulting in 0 and 1, respectively, and the final comparison
decision is A > B .

We partition the structure into five hierarchical prefixing
sets, as depicted in Fig. 3, with the associated symbol rep-
resentations in Tables I and II, where each set performs a

TABLE I

SYMBOL NOTATION AND DEFINITIONS

Symbol (Cells) Definition
N Operand bitwidth

A First input operand

B Second input operand

R Right bus result bit

L Left bus result bit
∏

Bitwise AND
∑

Bitwise OR

T{∗} Logic function of cell type∗
COMP{∗} Complement function of set∗

TABLE II

LOGIC GATE REPRESENTATIONS FOR SYMBOLS USED IN FIG. 3

Symbols
(Cells)

Logic Gate

BkAkAk Bk

2

2

TG

TG: Transmission Gate

TG

TG

TG

MUX-Logic

Maximum
Fan-in/Fan-out

And (Transistor Counts)

2 / 4 (12)

4 / 4 (8)

5 / 1 (20)

3 / 2 (12)

Ak

Bk

Ak , Bk

specific function whose output serves as input to the next set,
until the fifth set produces the output on the left bus and the
right bus. All cells (components) within each set operate in
parallel, which is a key feature to increase operating speed
while minimizing the transitions to a minimal set of left-
most bits needed for a correct decision. This prefixing set
structure bounds the components’ fan-in and fan-out regardless
of comparator bitwidth and eliminates heavily loaded global
signals with parasitic components, thus improving the operat-
ing speed and reducing power consumption. Additionally, the
OR-network’s fan-in and fan-out is limited by partitioning the
buses into 4-b groupings of the input operands, thus reducing
the capacitive load of each bus.

III. COMPARATOR DESIGN DETAILS

In this section, we detail our comparator’s design (Fig. 3),
which is based on using a novel parallel prefix tree
(Tables I and II contain symbols and definitions). Each set
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Fig. 3. Implementation details for the comparison resolution module (sets 1 through 5) and the decision module.

or group of cells produces outputs that serve as inputs to the
next set in the hierarchy, with the exception of set 1, whose
outputs serve as inputs to several sets.

Set 1 compares the N-bit operands A and B bit-by-bit, using
a single level of N �-type cells. The �-type cells provide a
termination flag Dk to cells in sets 2 and 4, indicating whether
the computation should terminate. These cells compute (where
0 ≤ k ≤ N − 1)

� : Dk = Ak ⊕ Bk . (1)

Set 2 consists of �2-type cells, which combine the ter-
mination flags for each of the four �-type cells from set
1 (each �2-type cell combines the termination flags of one
4-b partition) using NOR-logic to limit the fan-in and fan-out
to a maximum of four. The �2-type cells either continue the
comparison for bits of lesser significance if all four inputs
are 0s, or terminate the comparison if a final decision can be
made. For 0 ≤ m ≤ N /4–1, there is a total of N /4 �2-type
cells, all functioning in parallel

∑

2
: C2,m = COMP

(
4m+3∑

i=4m

Di

)

. (2)

Set 3 consists of �3-type cells, which are similar to
�2-type cells, but can have more logic levels, different inputs,

and carry different triggering points. A �3-type cell provides
no comparison functionality; the cell’s sole purpose is to limit
the fan-in and fan-out regardless of operand bitwidth. To limit
the �3-type cell’s local interconnect to four, the number of
levels in set 3 increases if the fan-in exceeds four. Set 3
provides functionality similar to set 2 using the same NOR-
logic to continue or terminate the bitwise comparison activity.
If the comparison is terminated, set 3 signals set 4 to set
the left bus and right bus bits to 0 for all bits of lower
significance. For 0 ≤ m ≤ N/4 − 1, there is a total of
N/4 �3-type cells per level, with cell function and number of
levels as

∑

3
: C3,m = COMP

(
m∑

0

C2,i

)

(3)

Levelsset3 = (�log16(N)�). (4)

From left to right, the first four �3-type cells in set 3 combine
the 4-b partition comparison outcomes from the one, two,
three, and four 4-b partitions of set 2. Since the fourth
�3-type cell has a fan-in of four, the number of levels in
set 3 increases and set 3’s fifth �3-type cell combines the
comparison outcomes of the first 16 MSBs with a fan-in of
only two and a fan-out of one.
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TABLE III

OUTCOME OF �-TYPE CELLS IN SET 4 FOR A 16-b COMPARISON

�-Type Cell Input Driving �-Type Cell Output

Y15 D15

Y14 D15 D14

Y13 D15 D14 D13

Y12 D15 D14 D13 D12

Y11 C3,0 D11

Y10 C3,0 D11 D10

Y9 C3,0 D11 D10 D9

Y8 C3,0 D11 D10 D9 D8

Y7 C3,1 D7

Y6 C3,1 D7 D6

Y5 C3,1 D7 D6 D5

Y4 C3,1 D7 D6 D5 D4

Y3 C3,2 D3

Y2 C3,2 D3 D2

Y1 C3,2 D3 D2 D1

Y0 C3,2 D3 D2 D1 D0

Set 4 consists of �-type cells, whose outputs control the
select inputs of �-type cells (two-input multiplexors) in set 5,
which in turn drive both the left bus and the right bus. For an
�-type cell and the 4-b partition to which the cell belongs,
bitwise comparison outcomes from set 1 provide information
about the more significant bits in the cell’s �-type cells, which
compute (0 ≤ k ≤ N − 1)

� : Yk = C3,�k/4	−1 Dk

k−1∏

i=4�K/4	−1

Di . (5)

The number of inputs in the �-type cells increases from left
to right in each partition, ending with a fan-in of five. Thus,
the �-type cells in set 4 determine whether set 5 propagates
the bitwise comparison codes. Table III shows a sample 16-b
comparison to clarify (5) using (1)–(4).

Set 5 consists of N �-type cells (two-input, 2-b-wide
multiplexers). One input is (Ak , Bk) and the other is hardwired
to “00.” The select control input is based on the �-type cell
output from set 4. We define the 2-b as the left-bit code (Ak)
and the right-bit code (Bk), where all left-bit codes and all
right-bit codes combine to form the left bus and the right bus,
respectively. The �-type cells compute (where 0 ≤ k ≤ N−1)

� : F1,0
k = Yk × Mk + Y k × (00). (6)

The output F1,0
k denotes the “greater-than,” “less-than,” or

“equal to” final comparison decision

F1,0
k

⎧
⎨

⎩

00, for Ak = Bk

01, for Ak < Bk

10, for Ak > Bk .
(7)

Essentially, the 2-b code F1,0
k can be realized by OR-ing all

left bits and all right bits separately, as shown in the decision
module (Figs. 2 and 3), using an OR-gate network in the form

of NOR-NAND gates yielding a more optimum gate structure

GL1
1, j =

4 j+3∑

k=4 j

F1
k (8)

G R0
(1, j ) =

4 j+3∑

k=4 j

F0
k . (9)

The superscripts “1” and “0” in (8) and (9) denote the
summation of the left and right bits, respectively, and the
subscript “1” denotes the first level of OR-logic in the decision
module that receives data directly from set 5. If we limit the
fan-in of each gate to four, the number LDM of the OR-gate
tree levels for the decision module is given by

LDM = �log4 N�. (10)

IV. AREA, SPEED, AND POWER EVALUATIONS

In this section, we analyze the area (in number of tran-
sistors), operating speed, and power requirements of our
proposed comparator architecture and calculate the number
of logic levels required for an N-bit comparator based on
simple CMOS logic gates. Both faster logic structures [19],
[23], [27] and wider zero detectors [36] may be used in the
decision module. However, since this paper is focused on the
architecture and arithmetic levels, enhanced circuit techniques
are orthogonal and constitute potential future improvements.

A. Area Analysis

We begin by deriving the total number of cells required and
use Table IV to translate the cell counts into transistors for an
N-bit comparator. Based on (1)–(10), the number of CCRM
cells required for the comparison resolution module and the
numbers of CDM cells in the decision module is, respectively

CCRM = (N × �) +
(

N

4
×

∑

2

)

+
(

�log16�(N) × N

4
×

∑

3

)

+ (N × �) + (N × �) (11)

CDM = 2

⎛

⎝

�log4 N�∑

k=1

⌈
Nk

4

⌉
⎞

⎠ × NOR-NAND. (12)

Table IV shows the total number of cells and the required
number of levels per set for various comparator bitwidths,
based on (11) and (12). The cell counts in Table IV, along
with the number of transistors per cell type (Table I), allow us
to derive the total number of transistors for various bitwidths
(Table V). The results show an approximate linear growth in
comparator size as a function of bitwidth.

B. Operating Speed

We analyze the critical path delay of our proposed compara-
tor with N-bit inputs. The delay DCRM for the comparison
resolution module is

DCRM = Dset1 + Dset2 + Dset3 + Dset4 + Dset5. (13)
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TABLE IV

TOTAL NUMBER OF CELLS AND CIRCUIT LEVELS IN EACH SET FOR VARIOUS COMPARATOR BITWIDTHS

Comparator Bitwidth
Set 1 Set 2 Set 3 Set 4 Set 5

Cells Levels Cells Levels Cells Levels Cells Levels Cells Levels

16-b 16 � 1 4 �2 1 4 �3 1 16 � 1 16 � 1

32-b 32 � 1 8 �2 1 8 �3 1 32 � 1 32 � 1

64-b 64 � 1 16 �2 1 16 �3 1 64 � 1 64 � 1

128-b 128 � 1 32 �2 1 32 �3 2 128 � 1 128 � 1

256-b 256 � 1 64 �2 1 64 �3 2 256 � 1 256 � 1

TABLE V

TOTAL NUMBER OF TRANSISTORS FOR VARIOUS COMPARATOR BITWIDTHS

Comparator Bitwidth
Transistor Counts

Set 1 Set 2 Set 3 Set 4 Set 5 Total

16-b 16 × 12 4 × 8 4 × 8 16 × 20 16 × 12 768

32-b 32 × 12 8 × 8 4 × 8 32 × 20 32 × 12 1424

64-b 64 × 12 16 × 8 4 × 8 64 × 20 64 × 12 2976

128-b 128 × 12 32 × 8 8 × 8 128 × 20 128 × 12 5952

256-b 256 × 12 64 × 8 8 × 8 256 × 20 256 × 12 11 840

All terms, except the third, on the right-hand side of (13) entail
a single gate delay DU , resulting in

DCRM = DU + DU + (�log16 (N)�) DU + DU + DU

= 4DU + (�log16 (N)�) DU . (14)

The delay DDM for the decision module’s NOR-NAND gate
network is

DDM = log4(N)DU . (15)

The total (asynchronous) comparator delay DT from input to
output for an N-bit comparator is

DT = 4DU + (�log16(N)�) DU + (�log4(N)�) DU . (16)

To the best of our knowledge, the total delay of (16) puts our
design among the fastest comparators reported in the literature
based on a basic CMOS gate circuit without any circuit level
modifications. Detailed simulation-based comparisons will be
provided in Section IV.

C. Power Requirements

Minimizing the switching activity reduces the average
power dissipation and is considered a key enabling technique
for modern low-power design [29]–[35]. In this subsection, we
assess the impact of this method on power dissipation in our
comparator design.

The operands activate all cells in set 1 in parallel, thus set 1
provides no power savings. Table V shows that set 1 accounts
for 25% of the total transistors, and thus power dissipation,
for an arbitrary comparator size.

The cells of each partition in set 2 are selectively activated
in parallel (except for the most significant partition, which is
always active) if the previous partition’s set 1 provides no
comparison decision. However, to preserve parallelism and
ensure high operating speed, set 2 does not limit activity to

only one cell, and accounts for 4.2% of the transistor switching
activity due to set 2’s share of the total transistor count.

A partition in set 3, which is comprised of multilevel NOR-
logic gates, is activated only if all bits of greater significance
are equal. Thus, if the bitwise comparison is equal for all
cells in set 1, a comparison request is sent to the next lower
significant bit in set 3, otherwise, no gate activity occurs at
this level. Set 3 achieves significant power savings, because
set 3 uses the smallest number of gates necessary to make a
final comparison decision, with only one cell per level being
active. Table V shows that set 3 accounts for only 1.1% of the
total switching activity.

Set 4 combines the results of set 1 and the single active
cell in set 3, which incorporates the comparison outcomes of
all more significant sets to activate the cell at this bitwise
position if all MSBs are unequal. Therefore, only one cell
in set 4 is active, leading to a significant reduction in power
dissipation. Table V shows that set 4 accounts for 41.6% of the
total transistors for an arbitrary comparator size, but since only
one cell in set 4 is active, set 4 only accounts for 2.6% of the
total transistor switching activity, with this share decreasing
as comparator bitwidth increases.

The single activated cell in set 4 triggers the multiplexer
circuit in set 5 and provides an additional reduction in power
consumption. Set 5 accounts for only 1.56% of the total
transistor switching activity, with this share decreasing for
wider comparators.

Our comparator’s worst case cell activities occur when
A = 00…01 and B = 00…00 (or vice versa) and Fig. 4 depicts
the number of transitions versus comparator bitwidth. For each
comparator bitwidth, the first bar shows the total number of
transistors and the second bar shows the number of active
transistors. We note that for all comparator bitwidths, less than
half of the transistors are active, making the power dissipation
roughly one-third of the value if all of the transistors were
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Fig. 4. Total number of transistors (dark shading) and number of active
transistors (light shading) for various comparator bitwidths. Percentages cited
refer to the fraction of active transistors.

TABLE VI

LEAKAGE POWER FOR CMOS NAND WITH FOUR TRANSISTORS AT

DIFFERENT TECHNOLOGY NODE FACTORS MEASURED AT FAST-FAST

CORNER AND A TEMPERATURE OF 100 °C

0.18 µm
1.95 V

0.15 µm
1.65 V

0.13 µm
1.5 V

0.09 µm
1 V

NAND CMOS
4 Transistors

11.583
nW

33.33
nW

657.3
nW

984.2
nW

active. Our design is thus competitive with other low-power
comparators while offering the additional advantages of high-
speed operation and scalability.

As technology scales further, the contribution of leakage
current to the overall power consumption increases. Given that
our design operates at the threshold voltage level and consider-
ing that dynamic power consumption has been reduced through
circuit techniques, leakage power could become dominant
(especially since every circuit component, not only the active
components, contribute to the total leakage), thus overshad-
owing the savings achieved in dynamic power consumption
via reduced activity. The worst leakage power is usually
measured at the fast-fast corner with a severe temperature
of 100 °C [37], [38] for a single NAND gate that is built
using four CMOS transistors, as depicted in Table IV, for
different technology node factors. Table VII shows the results
of HSPICE simulations for our proposed comparator with
64-b and reveals a leakage contribution of only 0.6%, 1.7%,
and 4.3% with respect to the total power at 0.15 μm, 0.13 μm,
and 90 nm, respectively, as compared to Table VI. This nomi-
nal increase in leakage power percentage is due to our design’s
small sizes and local cell interconnects with very limited fan-
out and fan-in as well as the absence of global routing and
ratioed dynamic sizes, and therefore, leakage power will not
impact our power-saving method in near-future technologies.

The average power consumption values are significantly
better, given that when the probability of reaching a decision
at each bit position is 50%, the expected number of positions
examined before reaching a decision is only two.

TABLE VII

LEAKAGE POWER FOR OUR PROPOSED COMPARATOR WITH 64 bits AT

DIFFERENT TECHNOLOGY NODE FACTORS MEASURED AT FAST-FAST

CORNER AND A TEMPERATURE OF 100 °C

0.18 µm
1.95 V

0.15 µm
1.65 V

0.13 µm
1.5 V

0.09 µm
1 V

64-b comparator
4000 transistors

0.0116
mW

0.0534
mW

0.626
mW

0.8619
mW

V. SIMULATION-BASED COMPARISONS

To evaluate the functionality and performance of our com-
parator, we simulated the complete design with various inputs
using the HSPICE simulator [39] with 0.15 μm-TSMC digital
CMOS technology [40] for slow-slow corner (1.35 V at
125 °C). The worst case delay was evaluated by activating the
maximum number of cells, including all the least significant
cells (i.e., all input operand bits were equal, except at the least
significant position). We limited the N-type transistor width to
2 μm and enlarged the P-type transistor width to a maximum
of 5 μm, since all cells were locally interconnected and there
were no global signals that required a large driver.

Since our key objective was to maximize the operating
speed, both transistor types were chosen to have the minimum
channel length (i.e., 0.15 μm), given the lack of restriction on
the channel length modulation for our design. The maximum
measured cell delay was 0.0847 ns for the �-type cell with
a maximum fan-in of five and a maximum fan-out of one, as
suggested by Table I.

We evaluated our comparator against several state-of-the-art
implementations, whose structures represent recently proposed
topologies and circuits targeted for high-speed operation and
power savings (i.e., objectives similar to ours). Simulation
results for our 64-b comparator and reported results for several
other comparators [25], [28], [32], [35], [41] are shown in
Table VIII. The maximum total input-to-output delay (in
nanoseconds) versus input bitwidth for our comparator is
shown in Fig. 5. The simulation results closely match the
analytical model in Table V, showing that the number of gate
levels increases at �log4 N� + �log16 N� + 4.

Independent of technology scaling, our comparator offers a
40% speed advantage over the design in [28], whose number
of levels increases at �log4 N+ two’s complement�, with
each level comprising of approximately three cascaded gates.
Furthermore, the Cadence data sheet reported in [28] and [41]
show that the design used 14 cascaded gates with a fan-out of
four for a 64-b comparator, which operates at a slower speed as
compared to our design that uses eight cascaded gates with a
maximum fan-out of four. Additionally, for comparators wider
than 64 bits in our design, the nonlinearity in the growth rate of
the number of levels becomes less significant, as evident from
Fig. 5. This is due to the second-order effect of logarithmic
scaling for large parameter values [4], [16].

Fig. 6 shows the maximum power dissipation versus the
number of bits that must be evaluated to reach a decision for
a 64-b comparator based on our design operating at 1 GHz. For
example, if the two input operands have the values 11111… 1
and 01111…1, only one bit needs to be evaluated for the
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TABLE VIII

SIMULATION AND REPORTED RESULTS FOR VARIOUS 64-b COMPARATOR DESIGNS

Comparator
Type

Technology/
Power Supply

Transistor
Count Power Dissipation Delay (ns) Notes on Properties

Proposed
(static type)

0.15 μm/1.5 V 4000
(64-b)

7.76 mW@1 GHz
(64-b)

0.86
(64-b)

1) High transistor count

Hensley et al.
[32] (static type) 0.18 μm /1.8 V

624
(24-b)

5.23 mW@100 MHz
(24-b)

0.735 μW/MHz

4.16
(24-b)

1) Very slow

Perri et al. [28]
(static type) 0.35 μm/3.3 V

1960
(64-b)

24 μW/MHz
(64-b)

1.73
(64-b)

1) Supports only “>” or “<”
2) Not power efficient for the common case

of data dependencies

Lam et al. [25] 0.35 μm/3.3 V 3386
(64-b)

14.2 mW@200 MHz
42 μW/MHz

2.82
(64-b)

1) Clock heavily loaded with large number of
gated transistors

2) Not power efficient for the common case
of data dependencies

Kim et al. [35] 0.18 μm/1.8 V
964

(32-b)
2.53 mW@200 MHz

12.65 μW/MHz

1.12
(32-b)

1) Pre-encoder and mux encoder output logic
not included in the data measured

2) Dynamic clock is heavily loaded with
gated number of transistors

Cadence [41] 0.35 μm/3.3 V
2456

(64-b)
17.54 mW@200 MHz

34 μW/MHz
1.93

(64-b)

1) Not power efficient for the common case
of data dependencies

2) High power dissipation in tree structure

Fig. 5. Maximum input-output delay versus input bitwidth for our proposed
comparator design.

comparison decision. As expected, the power dissipation for
our comparator is always higher than that in [32], which
uses one logic level per cell to evaluate each bit sequentially,
thereby trading off operating speed for low power. We also
observed that our comparator dissipates more leakage power
than all of the alternate comparator designs due to a larger
number of transistors. Taking into consideration that leakage
power is on the order of nanowatts, while our savings is mainly
with respect to dynamic activity, which is on the order of
milliwatts, the disadvantage is not critical. Essentially, our
design trades low-order leakage for the cost of high-order
dynamic activities and high operating speed.

According to Fig. 6, our proposed design consumes an
average of 7.7 mW while operating at 1 GHz. When fewer

Fig. 6. Maximum power dissipation versus number of bits that must be
evaluated to reach a comparison decision for 64-b inputs at 1 GHz.

than 28 bits must be evaluated, which is the case with
probability very close to 1 for random inputs, our comparator
dissipates power at a rate of 0.9 μW/MHz. When the number
of evaluated bits is greater than 32, our comparator dissipates
power at a rate of 4.12 μW/MHz. Our comparator operates at
very low power when the number of evaluated bits ranges from
8 to 28, which makes our comparator suitable for applications
with typical data-dependent completion time and a low average
number of evaluated bits.

VI. CONCLUSION

In this paper, we presented a scalable high-speed low-power
comparator using regular digital hardware structures consisting
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of two modules: the comparison resolution module and the
decision module. These modules are structured as parallel
prefix trees with repeated cells in the form of simple stages that
are one gate level deep with a maximum fan-in of five and fan-
out of four, independent of the input bitwidth. This regularity
allows simple prediction of comparator characteristics for
arbitrary bitwidths and is attractive for continued technology
scaling and logic synthesis.

Leveraging the parallel prefix tree structure [42] for our
comparator design is novel in that this design performs the
comparison operation from the most significant to the least
significant bit, using parallel operation, rather than rippling.
Regardless of the comparator bitwidth, our structure guaran-
tees that less than 35% of all of the transistors used in the
design are active during operation. Additionally, all cells are
locally interconnected, which avoids the need for large cell
drivers, thus balancing all cells to a uniform transistor size.

Simulation results with standard CMOS transistor cells
revealed operating speeds of 1.2 and 1 GHz for 64- and
512-b comparators, respectively, under a 0.15-μm CMOS
process and worst case operands. These results translate to a
40% speed advantage over state-of-the-art fast comparators.
Furthermore, simulation results confirmed our comparator’s
power efficiency, with a power dissipation of 0.9 μW/MHz
on average and 4.12 μW/MHz in the worst case when 32 bits
or more of the inputs must be evaluated.

Our simulation-based analysis of leakage power dissipation
showed that, whereas the percentage contribution of leakage
power increases with each new technology generation, the
increase effect is not significant enough to nullify the savings
in dynamic power dissipation in near-future technologies.

Future work will include additional circuit optimizations to
further reduce the power dissipation by adapting dynamic and
analog implementations for the comparator resolution module
and a high-speed zero-detector circuit for the decision module.
Given that our comparator is composed of two balanced timing
modules, the structure can be divided into two or more pipeline
stages with balanced delays, based on a set structure, to
effectively increase the comparison throughput at the expense
of increased power and latency.
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