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Abstract

Video application is becoming an important application under the next-generation wireless networks.

However, supporting video communication over wireless networks poses many challenges due to uctuations

of wireless channel conditions. Scalable video coding and adaptive services have been shown to be capable of

coping e�ectively under time-varying wireless environment. We present an adaptive framework to support

quality video communication over wireless networks. The adaptive framework include: (1) scalable video

representations, (2) network-aware video application, and (3) adaptive service. Under this framework, as

wireless channel conditions change, the mobile terminal and network elements can scale the video streams

and transport the scaled video streams to receivers with acceptable perceptual quality. The key advantages

the adaptive framework are: (1) perceptual quality is degraded gracefully under severe channel conditions;

(2) network resources are e�ciently utilized; and (3) the resources are shared in a fair manner.
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1 Introduction

The proliferation of multimedia on the World Wide Web and the emergence of broadband wireless

networks have brought great interest in wireless video communications. However, delivering quality

video over wireless networks poses many challenges. This is primarily because of the following

problems:

Bandwidth uctuations: First, the throughput of a wireless channel may be reduced due to

multipath fading, co-channel interference, and noise disturbances. Second, the capacity of a

wireless channel may uctuate with the changing distance between the base station and the

mobile host. Third, when a mobile terminal moves between di�erent networks (e.g., from

wireless local area network to wireless wide area network), the available bandwidth may vary

drastically (e.g., from a few megabits per second to a few kilobits per second). Finally, when

a hando� happens, a base station may not have enough unused radio resource to meet the

demand of a newly joined mobile host. Bandwidth uctuations poses a challenging problem

to meet the bandwidth requirement of video transmission.

High bit error rate: Compared with the wired links, wireless channels are typically much more

noisy and have both small-scale (multipath) and large-scale (shadowing) fades [38], making

the bit error rate (BER) very high. The resulting bit errors can have devastating e�ect on

video presentation quality [44]. Therefore, there is a need for robust transmission of video

over wireless channels.

Heterogeneity: In multicast scenario, receivers may be di�erent in terms of latency requirements,

visual quality requirements, processing capabilities, power limitations (wireless vs. wired) and

bandwidth limitations. The heterogeneous requirements of receivers make it di�cult to design

an e�cient multicast mechanism.

It has been shown that scalable video is capable of coping with the variability of bandwidth

gracefully [3, 22, 27]. In contrast, non-scalable video is more susceptible to bandwidth uctuations

since it cannot adapt its video representation to bandwidth variations [27]. Thus, scalable video is

more suitable than non-scalable video for use in a wireless environment to cope with the uctuation

of wireless channels. Furthermore, scalable video representation is a good solution to heterogeneity

problem in multicast case [22, 27].

Recently, application-aware adaptive services have been demonstrated to be able to e�ectively

mitigate uctuations of resource availability in wireless networks [3]. Scalable video representation

naturally �t unequal error protection, which can e�ectively combat bit errors induced by the wireless

medium [53]. This motivates us to present an adaptive framework as a solution to support quality

video communication over wireless networks.

For transporting video over wireless, there have been many proposals of adaptive approaches

and services in the literature, which include an \adaptive reserved service" framework [20], an

adaptive service based on QoS bounds and revenue [26], an adaptive framework targeted at end-

to-end QoS provisioning [30], a utility-fair adaptive service [6], a framework for soft QoS control
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[36], a teleservice model based on an adaptive QoS paradigm [14], an adaptive QoS management

architecture [19], and an adaptive framework for scalable video over wireless [50].

In this paper we present an adaptive framework for future QoS-enabled broadband wireless

networks. We envision that the future adaptive framework consists of three basic components: (1)

scalable video representations, each of which has its own speci�ed QoS requirement, (2) network-

aware video application, and (3) adaptive service, which makes network elements support the

QoS requirements of scalable video representations. Under such framework, as wireless channel

conditions change, the mobile terminal and network elements can scale the video streams and

transport the scaled video streams to receivers with acceptable perceptual quality.

The key features of our adaptive framework are:

1. Graceful quality degradation

Di�erent from non-scalable video, scalable video can adapt its video representation to band-

width variations and the network can drop packets with awareness of the video representa-

tions. As a result, perceptual quality is gracefully degraded under severe channel conditions.

2. E�ciency

When there is excess bandwidth (excluding reserved bandwidth), the excess bandwidth will

be e�ciently used in a way that maximizes the perceptual quality or revenue.

If the objective is to maximize the perceptual quality, e�ciency can be achieved by exploiting

the interplay between video compression and transport. In other words, optimal bandwidth

allocation is based on the relationship between the perceptual quality and the available band-

width [6].

3. Fairness

The resources are shared in a fair manner. Speci�cally, the fairness could be either a utility-

based fairness [6] or a max-min fairness [26].

The adaptive framework is a combination of network-aware applications and application-aware

networks. That is, network-aware applications are aware of network status (e.g., available band-

width) while application-aware networks are capable of processing application-speci�c information

such as video format.

The remainder of this paper is organized as follows. Section 2 presents various scalable video

coding mechanisms. In Section 3, we describe the adaptive framework for transporting scalable

video over wireless networks. Section 4 summarizes this paper and points out future research

directions.

2 Scalable Video Coding

A scalable video coding scheme is to produce a compressed bit-stream, parts of which are decodable.

Compared with decoding the complete bit-stream, decoding part of the compressed bit-stream
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Figure 1: (a) A non-scalable video encoder; (b) a non-scalable video decoder.

produces pictures with degraded quality, or smaller image size, or smaller frame rate.

Scalable video coding schemes have found a number of applications. For video applications over

the Internet, scalable coding can assist rate control during network congestions; for web browsing

of video library, scalable coding can generate a low-resolution video preview without decoding a

full resolution picture; for multicasting applications, scalable coding can provide a range of picture

qualities suited to heterogeneous requirements of receivers.

As we mentioned before, scalable video can withstand bandwidth variations. This is due to

its bandwidth scalability. Basically, the bandwidth scalability of video consists of SNR scalability,

spatial scalability, and temporal scalability, which will be presented in Section 2.1 to 2.3, respec-

tively.

To give a clear picture about scalable coding mechanisms, we �rst briey describe a non-scalable

encoder/decoder shown in Fig. 1. At the non-scalable encoder, the raw video is transformed by

discrete cosine transform (DCT), quantized and coded by variable length coding (VLC). Then the

compressed video stream is transmitted to the decoder through the networks. At the non-scalable

decoder, the received compressed video stream is �rst decoded by variable length decoding (VLD),

then inversely quantized, and inversely DCT-transformed.

For purpose of simplicity, we only showed intra mode and only used DCT as an example

in the above codec.1 Similarly, Section 2.1 to 2.3 only describe intra mode for scalable video

coding mechanisms and only use DCT. For wavelet-based scalable video coding, please refer to

Refs. [9, 15, 25, 39, 40, 42] and references therein.

2.1 SNR Scalability

SNR scalability is de�ned as representing the same video in di�erent SNR or perceptual quality.

To be speci�c, SNR scalable coding quantizes the DCT coe�cients to di�erent levels of accuracy

by using di�erent quantization parameters. The resulting streams have di�erent SNR levels or

quality levels. In other words, the smaller the quantization parameter is, the better quality the

video stream can achieve.

An SNR-scalable encoder with two-level scalability is depicted in Fig. 2(a). For the base level,

1Intra mode means that no motion compensation is involved in encoding/decoding process.
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Figure 2: (a) An SNR-scalable encoder; (b) an SNR-scalable decoder.

the SNR-scalable encoder operates in the same manner as that of the non-scalable video encoder.

For the enhanced level, the operations are as follows:

1. The raw video is DCT-transformed and quantized at the base level.

2. The base-level DCT coe�cients are reconstructed by inverse quantization.

3. Subtract the base-level DCT coe�cients from the original DCT coe�cient.

4. The residual is quantized by a quantization parameter, which is smaller than that of the base

level.

5. The quantized bits are coded by VLC.

Since the enhanced level uses smaller quantization parameter, it achieves better quality than the

base level.

An SNR-scalable decoder with two-level scalability is depicted in Fig. 2(b). For the base level,

the SNR-scalable decoder operates exactly as the non-scalable video encoder. For the enhanced

level, both levels must be received, decoded by VLD, and inversely quantized. Then the base-level

DCT coe�cient values are added to the enhanced-level DCT coe�cient re�nements. After this

stage, the summed DCT coe�cients are inversely DCT-transformed, resulting in enhanced-level

decoded video.

2.2 Spatial Scalability

Spatial scalability is de�ned as representing the same video in di�erent spatial resolutions or sizes

(see Fig. 3(a) and 3(b)). Typically, spatially scalable video is encoded in such an e�cient way:

making use of spatially up-sampled pictures from a lower layer as a prediction in a higher layer.

Figure 4(a) shows a block diagram of a two-layer spatially scalable encoder. For the base layer, the

raw video is �rst spatially down-sampled,2 then DCT-transformed, quantized and VLC-coded. For

the enhanced layer, the operations are as follows:

2For example, spatially down-sampling with ratio 4:1 is to select one pixel from four pixels and discard the

non-selected pixels.
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Figure 3: Spatial/temporal scaling of a video stream: (a) original video frames; (b) frames scaled

to 1/4 original size; (c) temporally scaled frames.
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Figure 4: (a) A spatially/temporally scalable encoder; (b) a spatially/temporally scalable decoder.

1. The raw video is spatially down-sampled, DCT-transformed and quantized at the base layer.

2. The base-layer image is reconstructed by inverse quantization and inverse DCT.

3. The base-layer image is spatially up-sampled.3

4. Subtract the up-sampled base-layer image from the original image.

5. The residual is DCT-transformed, and quantized by a quantization parameter, which is

smaller than that of the base layer.

6. The quantized bits are coded by VLC.

Since the enhanced layer uses smaller quantization parameter, it achieves �ner quality than the

base layer.

A spatially scalable decoder with two-layer scalability is depicted in Fig. 4(b). For the base

layer, the spatially scalable decoder operates exactly as the non-scalable video encoder. For the

3For example, spatially up-sampling with ratio 1:4 is to make three copies for each pixel and transmit the four

pixels to the next stage.
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Figure 5: Embedded bit-stream.

enhanced layer, both layers must be received, decoded by VLD, inversely quantized and inversely

DCT-transformed. Then the base-layer image is spatially up-sampled. The up-sampled base-layer

image is combined with the enhanced-layer re�nements to form enhanced-layer decoded video.

2.3 Temporal Scalability

Temporal scalability is de�ned as representing the same video in di�erent temporal resolutions or

frame rates (see Fig. 3(a) and 3(c)). Typically, temporally scalable video is encoded in such an

e�cient way: making use of temporally up-sampled pictures from a lower layer as a prediction in

a higher layer. The block diagram of temporally scalable codec is the same as that of spatially

scalable codec (see Fig. 4). The only di�erence is that the spatially scalable codec uses spatial

down-sampling and spatial up-sampling while the temporally scalable codec uses temporal down-

sampling and temporal up-sampling. Temporal down-sampling uses frame skipping. For example,

a temporal down-sampling with ratio 2:1 is to discard one frame from every two frames. Temporal

up-sampling uses frame copying. For example, a temporal up-sampling with ratio 1:2 is to make a

copy for each frame and transmit the two frames to the next stage.

In sum, SNR/spatial/temporal scalability provides multiple video representations in di�erent

SNRs/spatial/temporal resolutions. Each video representation has di�erent signi�cance and band-

width requirement. The base layer is more important while the enhanced layer is less important.

The base layer needs less transmission bandwidth due to its coarser quality; the enhanced layer

requires more transmission bandwidth due to its �ner quality. As a result, SNR/spatial/temporal

scalability achieves bandwidth scalability. That is, the same video content can be transported at

di�erent rate (i.e., in di�erent representation).

The di�erent video layers can be transmitted in di�erent bit-streams called substreams. On the

other hand, they can also be transmitted in the same bit-stream, which is called an embedded bit-

stream. As shown in Fig. 5, an embedded bit-stream is formed by interleaving the base layer with

the enhanced layer(s). An embedded bit-stream is also bandwidth-scalable since application-aware

networks can select certain layer(s) from an embedded bit-stream and discard it (them) to match

the available bandwidth.

We would like to point out that we only described basic scalable mechanisms, that is, SNR,

spatial and temporal scalability. There can be combinations of the basic mechanisms, such as

spatiotemporal scalability [10]. Other scalabilities include frequency scalability for MPEG [29] and

object-based scalability for MPEG-4 [43].

We have presented three basic scalable video coding mechanisms for transmission over wireless

networks. The primary goal of using bandwidth-scalable video coding is to achieve acceptable

perceptual quality in presence of bandwidth uctuations in wireless channels. However, without
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appropriate network support, this goal cannot be achieved. So what kind of network support is

needed to achieve this goal? Section 3 is to answer this question and present an adaptive framework

as network support for transporting scalable video over wireless networks.

3 Adaptive Framework

In this section, we discuss the concept of adaptive framework for transporting scalable video over

wireless network. The adaptive framework consists of (1) scalable video representations, each

of which has its own speci�ed QoS requirement, (2) network-aware video application, and (3)

adaptive service, which makes network elements support the QoS requirements of scalable video

representations. Under this framework, as wireless channel conditions change, the video sender and

network elements can scale the video streams and transport the scaled video streams to receivers

with acceptable perceptual quality.

The rest of the section is organized as follows. We �rst discuss the concept of network-aware

application in Section 3.1 and then proceed to present the adaptive service in Section 3.2. Finally,

we compare the adaptive service with other well-known services in Section 3.3.

3.1 Network-aware Application

The use of network-aware application is motivated by the fact: (1) bit error rate is very high when

channel status is bad; and (2) packet loss is unavoidable if the available bandwidth is less than

required. If a sender attempts to transmit each layer with no awareness of channel status, all layers

may get corrupted with equal probability, resulting in very poor picture quality. To address this

problem, a network-aware application was proposed to preemptively discard enhanced layers at the

sender in an intelligent manner by considering network status [50].

For the purpose of illustration, we present an architecture including a network-aware sender,

an application-aware base station, and a receiver in Fig. 6. The architecture in Fig. 6 is applicable

to both live and stored video. In Fig. 6, at the sender side, the compressed video bit-stream is �rst

�ltered by the scaler, the operation of which is to select certain video layers to transmit. Then the

selected video representation is passed through transport protocols. Before being transmitted to the

base station, the bit-stream has to be modulated by a modem (i.e., modulator/demodulator). Upon

receipt of the video packets, the base station scales them (i.e., select suitable video representation)

and then retransmits them to the destination through the network.

Note that a scaler can distinguish the video layers and drop layers according to importance. The

dropping order is from the highest enhancement layer down to the base layer. A scaler only performs

two operations: (1) scale down the received video representation, that is, drop the enhanced layer(s);

(2) transmit what is received, i.e., do not scale the received video representation.

Under our architecture, a bandwidth manager is maintained in the base station. One function of

the bandwidth manager is to notify the sender about the available bandwidth of the wireless channel

through signaling channel [31]. Upon receiving this information, the rate control module at the
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Figure 6: An architecture for transporting scalable video from a mobile terminal to a wired terminal.

sender conveys the bandwidth parameter to the scaler. Then, the scaler regulates the output rate

of the video stream so that the transmission rate is less than or equal to the available bandwidth.

Another scenario is that the base station noti�es the sender about the channel quality (i.e.,

BER) [4]. Upon receiving this information, the rate control module at the sender commands the

scaler to perform as follows (suppose that the video is compressed into two layers): (1) if the BER

is above a threshold, discard the enhanced layer so that the bandwidth allocated for the enhanced

layer can be utilized by forward error correction (FEC) to protect the base layer; (2) otherwise

transmit both layers. Here, for representations of multiple layers (more than 2), an open problem

is:

Given a �xed bit budget, how many less important layers (higher layers) should be discarded

in favor of heavily FEC-shielded more important layers (lower layers)?

The network-aware application has two advantages. Firstly, by taking the available bandwidth

into account, the sender can make the best use of network resources by selectively discarding

enhanced layers in order to minimize the likelihood of more signi�cant layers being corrupted,

thereby increasing the perceptual quality of the video delivered. Secondly, by considering the

channel error status, the sender can discard the enhanced layers and FEC can utilize the bandwidth

allocated for the enhanced layer to protect the base layer, thereby maximizing the possibility of the

base layer being correctly received.

Note that adaptive techniques at physical/link layer are required to support network-aware ap-

plications. Such adaptive techniques include a combination of variable spreading, coding, and code

aggregation in Code Division Multiple Access (CDMA) systems, adaptive coding and modulation

in Time Division Multiple Access (TDMA) systems, channel quality estimation, and measurement

feedback channel [31]. In addition, the feedback interval is typically constrained to be of the order

of tens to hundreds of milliseconds [31].

3.2 Adaptive Service

As we discussed earlier, a scalable video encoder can generate multiple layers or substreams to

the network. The adaptive service is to provide scaling of the substreams based on the resource

8



availability conditions in the �xed and wireless network. Speci�cally, the adaptive service includes

the following functions [50]:

� Reserve a minimum bandwidth to meet the demand of the base layer. As a result, the

perceptual quality can always be achieved at an acceptable level.

� Adapt the enhance layers based on the available bandwidth and the fair policy. In other

words, it scales the video streams based on resource availability.

Advantages of using scaling inside the network include:

(1) Adaptiveness to network heterogeneity. For example, when an upstream link with larger

bandwidth feeds a downstream link with smaller bandwidth, use of a scaler at the connection point

could help improve the video quality. This is because it selectively drops substreams instead of

randomly dropping.

(2) Low latency and low complexity. Scalable video representations make the operation at a

scaler very simple, i.e., only discarding enhanced layers. Thus, the processing is fast, compared

with processing on non-scalable video.

(3) Lower call blocking and hando� dropping probability. The adaptability of scalable video at

base stations can translate into lower call blocking and hando� dropping probability.

The adaptive service can be deployed in the whole network (i.e., end-to-end provisioning) or

only at base stations (i.e., local provisioning). Since local provisioning of the adaptive service is

just a subset of end-to-end provisioning, we only address end-to-end provisioning in this paper.

The required components of the end-to-end adaptive service include [30, 50]:

1. service contract

2. call admission control and resource reservation

3. mobile multicast mechanism

4. substream scaling

5. substream scheduling

6. link-layer error control

Next, we describe the above components in Section 3.2.1 to 3.2.6, respectively.

3.2.1 Service contract

The service contract between the application and the network could consist of multiple subcon-

tracts, each of which corresponds to one or more substreams with similar QoS guarantees. Each
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subcontract has to specify tra�c characteristics and QoS requirements of the corresponding sub-

stream(s). A typical scenario is that a subcontract for the base layer speci�es reserved bandwidth

while a subcontract for the enhanced layers does not specify any QoS guarantee. As an example,

we will use this typical scenario for two-layered video in the rest of the paper.

At a video source, substreams must be generated according to subcontracts used by the appli-

cation and shaped at the network access point [19]. In addition, a substream is assigned a priority

according to its signi�cance. For example, the base layer is assigned the highest priority. The

priority can be used by routing, scheduling, scaling, and error control components of the adaptive

network.

3.2.2 Call admission control and resource reservation

Call admission control and resource reservation are two of the major components in end-to-end

QoS provisioning [46, 47].

The objective of call admission control (CAC) is to provide a QoS guarantee for individual

connections while e�ciently utilizing network resources by preventing admission to an excessive

number of calls or sources to the network. Speci�cally speaking, a CAC has to make such a decision:

given a call arriving, requiring a connection with speci�ed QoS (e.g., packet loss and delay) and

bandwidth, should it be admitted? To answer this, the CAC algorithm has to check whether

admitting the connection would reduce the service quality of existing connections, and whether

the incoming connection's QoS requirements can be met. The admission decision is based on the

availability of resources as well as the information provided by the users (e.g., tra�c characteristics

and QoS requirements).

Under the adaptive framework containing wireless links, resource reservation is more complex

than that in wired networks. Speci�cally, the reserved bandwidth may not be rigidly guaranteed in

wireless networks. This is because the available bandwidth may be less than the reserved bandwidth

due to mobility and fading. Typically, there are two parts of resource reservation. First of all, in

order to maintain the speci�ed QoS in long time-scale, the network must reserve some resource

along the current path of a mobile connection. Second, in order to seamlessly achieve the QoS at

short time-scale, some duplication must be done in the transport of the connection to neighboring

base stations of a connection so that in the event of a hando�, an outage in the link can be avoided.

The resource reservation is done during connection admission and can be renewed by re-negotiation

during lifetime of the connection.

The scalable video representation (i.e., substream) concept provides a very exible and e�cient

solution to the problem of CAC and resource reservation. First, there is no need to reserve band-

width for the complete stream since typically only base-layer substream needs QoS guarantee. As a

result, CAC is only based on the requirement of the base layer and resource is reserved only for the

base-layer substream. Second, the enhanced-layer substream(s) of one connection could share the

leftover bandwidth with the enhanced-layer substreams of other connections. The enhanced-layer

substreams are subject to scaling under bandwidth shortage and/or severe error conditions, which
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Figure 7: An architecture for transporting scalable video from a wired terminal to a mobile terminal.

will be discussed next.

For interested readers, more information about radio resource management can be found in

Ref. [51].

3.2.3 Mobile multicast mechanism

CAC and resource reservation can provide connection-lever QoS guarantee. To seamless guarantee

QoS at packet level, mobile multicast mechanism has to be used. That is, while being transported

along its current path, the base-layer stream is also multicasted to its neighboring base stations.

In this way, the QoS in short time-scale can be seamlessly achieved.

To support seamless QoS, the mobile routing protocol needs to be proactive and anticipatory in

order to match the delay, loss, and jitter constraints of a substream. According to the requirements

of a substream, multicast paths might need to be established which terminate at base stations that

are potential access point candidates of a mobile terminal. The coverage of such a multicast path

depends on the QoS requirements and the mobility as well as hando� characteristics of a mobile

receiver. As a mobile station hands o� from a base station to another, new paths are added and

old paths are deleted [30].

3.2.4 Substream scaling

Scaling is employed during bandwidth uctuations and/or under bad channel conditions. As the

available bandwidth on a path reduces due to mobility or fading, lower-priority substreams are

dropped by the scaler(s) on the path and substreams with higher priority are transmitted. As

more bandwidth becomes available, lower-priority substreams are passed through the scaler, and

the perceptual quality at the receivers increases. Figure 6 showed an architecture for transporting

scalable video from a mobile terminal to a wired terminal. Figure 7 depicts an architecture for

transporting scalable video from a wired terminal to a mobile terminal. We do not show the case

of transporting scalable video from a mobile terminal to a mobile terminal since it is a combination

of Fig. 6 and Fig. 7.
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Figure 8: Utility functions, where BL, EL and E2 are the bandwidths for the base layer, the �rst

enhanced layer and the second enhanced layer, respectively.

The scaling decision is made by a bandwidth manager. When there is no excess bandwidth

(excluding reserved bandwidth), the bandwidth manager instructs the scaler to drop the enhanced

layer. If there is excess bandwidth, an issue is how to fairly allocate the excess resources among

contending adaptive ows when the excess resources cannot meet all the bandwidth demands of

adaptive ows. Lu, Lee, and Bharghavan presented one solution which maximizes network revenue

and achieves max-min fair allocation among the adaptive ows [26]. Another solution is based on a

utility function [6], which captures the adaptive nature over which an application can successfully

adapt to available bandwidth in terms of a utility curve that represents the range of observed

quality to bandwidth. The observed quality index refers to the level of quality perceived by an

application, as illustrated in Fig. 8. By using the utility function, Bianchi, Campbell and Liao

proposed a utility-fair bandwidth allocation scheme that supports the dynamic bandwidth needs

of adaptive ows [6]. Therefore, a good design of bandwidth manager has two features:

� E�ciency

When there is excess bandwidth (excluding reserved bandwidth), the excess bandwidth will

be e�ciently used in a way that maximizes the perceptual quality or revenue.

If the objective is to maximize the perceptual quality, e�ciency can be achieved by exploiting

the interplay between video compression and transport. In other words, optimal bandwidth

allocation is based on a utility function, which characterizes the relationship between the

perceptual quality and the available bandwidth [6].

� Fairness

The resources are shared in a fair manner. The fairness can be de�ned as either a utility-based

fairness [6] or a max-min fairness [26].

Note that rate adaptive techniques at physical/link layer [31] are required to support scaling

the tra�c, which will be transported over the wireless link.

12



3.2.5 Substream scheduling

The substream scheduler is used in mobile terminals as well as base stations. Its function is to

schedule the transmission of packets on the wireless medium according to their substream QoS

speci�cations and priorities.

When a short fading period is observed, a mobile terminal tries to prioritize the transmission of

its substreams in order to achieve a minimum QoS. Here, depending on channel conditions, a sub-

stream might be dropped for a period of time in order to accommodate higher-priority substreams.

Thus, a scheduler provides a scaling function as well; however, its scaling function is a result of

its scheduling function. It is important to note that the scheduler reacts to the uctuations in

the wireless channel due to error and fading conditions, and requires feedback from the wireless

transmitter and receiver regarding wireless channel conditions to determine the state of the wire-

less channel and also to predict its near-term state. For determining the transmission time of any

packet in a speci�c substream (or its position in the transmission queue), the scheduler takes the

following factors into account:

� The QoS parameters of the substream

� The relative importance of the substream compared to other substreams

� Wireless channel conditions (as well as past and future predicted conditions)

To achieve both QoS (e.g., bounded delay and reserved bandwidth) and fairness, algorithms like

packet fair queueing have to be employed [5]. While the existing packet fair queueing algorithms

provide both bounded delay and fairness in wired networks, they cannot be applied directly to

wireless networks. The key di�culty is that in wireless networks sessions can experience location-

dependent channel errors. This may lead to situations in which a session receives signi�cantly

less service than it is supposed to, while another receives more. This results in large discrepancies

between the sessions' virtual times, making it di�cult to provide both delay-guarantees and fairness

simultaneously.

To apply packet fair queueing algorithms, Ng, Stoica, and Zhang [32] identi�ed a set of prop-

erties, called Channel-condition Independent Fair (CIF), that a packet fair queueing algorithm

should have in a wireless environment: (1) delay and throughput guarantees for error-free sessions,

(2) long term fairness for error sessions, (3) short term fairness for error-free sessions, and (4) grace-

ful degradation for sessions that have received excess service. Then they presented a methodology

for adapting packet fair queueing algorithms for wireless networks and applied the methodology to

derive an algorithm based on the start-time fair queueing [11], called Channel-condition Indepen-

dent packet Fair Queueing (CIF-Q), that achieves all the above properties [32].

Consider two-layered video as an example. Suppose that a subcontract for the base layer

speci�es reserved bandwidth while a subcontract for the enhanced layer does not specify any QoS

guarantee, which is a typical case. We design an architecture for substream scheduling shown in

Fig. 9 [50].
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Figure 9: An architecture for substream scheduling at a base station.

Under our architecture, we partition the bu�er pool (i.e., data memory in Fig. 9) into two parts:

one for base-layer substreams, and one for enhanced-layer substreams. Within the same bu�er

partition for base or enhance layer, we employ per ow queueing for each substream. Furthermore,

substreams within the same bu�er partition share the bu�er pool of that partition while there is

no bu�er sharing across partitions. We believe this approach o�ers an excellent balance between

tra�c isolation and bu�er sharing.

Under the above bu�ering architecture, we design our per-ow based tra�c management algo-

rithms with the aim of achieving requested QoS and fairness. The �rst part of our architecture is

CAC and bandwidth allocation. Video connections are admitted by CAC based on their base-layer

QoS requirements. And bandwidth reservations for the admitted base-layer substreams are made

accordingly. For admitted enhanced-layer substreams, their bandwidths are dynamically allocated

by a bandwidth manager, which has been addressed in Section 3.2.4. The scaled enhanced-layer

substreams enter a shared bu�er and are scheduled by a First-In-First-Out (FIFO) scheduler. The

second part of our architecture is packet scheduling. Shown in Fig. 9 is a hierarchical packet

scheduling architecture where a priority link scheduler is shared among a CIF-Q scheduler for base-

layer substreams, and an FIFO scheduler for enhanced-layer substreams. Service priority is �rst

given to the CIF-Q scheduler and then to the FIFO scheduler.

3.2.6 Link-layer error control

To provide quality video over wireless, link-layer error control is required. Basically, there are two

kinds of error control mechanisms, namely, FEC and automatic repeat request (ARQ).

The principle of FEC is to add redundant information so that original message can be recovered
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in presence of bit errors. The use of FEC is primarily because throughput can be kept constant

and delay can be bounded under FEC. However, the redundancy ratio (the ratio of redundant bit

number to total bit number) should be made large enough to guarantee target QoS requirements

under the worst channel conditions. In addition, FEC is not adaptive to varying wireless channel

condition and it works best only when BER is stable. If the number of bit errors exceeds the FEC

code's recovery capability, the FEC code cannot recover any portion of the original data. In other

words, FEC is useless when the short-term BER exceeds the recovery capability of the FEC code.

On the other hand, when the wireless channel is in good state (i.e., the BER is very small), using

FEC will cause unnecessary overhead and waste bandwidth.

Di�erent from FEC, ARQ is adaptive to varying wireless channel condition. When the channel

is in good state, no retransmissions are required and no bandwidth is wasted. Only when the

channel condition becomes poor, the retransmissions will be used to recover the errors. However,

adaptiveness and e�ciency of ARQ come with the cost of unbounded delay. That is, in the worst

case, a packet may be retransmitted in unlimited times to recover bit errors.

To deal with the problems associated with FEC and ARQ, truncated type-II hybrid ARQ

schemes have been proposed [24, 52]. Di�erent from conventional type-II hybrid ARQ [12, 17, 23,

45], the truncated type-II hybrid ARQ has the restriction of maximum number of transmissions for

a packet. Due to the maximum number of transmissions, delay can be bounded. The truncated

type-II hybrid ARQ combines the good features of FEC and ARQ: bounded delay and adaptiveness.

However, the maximum number of transmissions Nm is assumed to be �xed and known a priori

[24, 52], which may not reect the time-varying nature of delay. If Nm is set too large, retransmitted

packets may arrive too late for play-out and thereby be discarded, resulting in waste of bandwidth;

if N
m

is set too small, the perceptual quality will be reduced due to unrecoverable errors that

could have been corrected with more retransmissions. We address this problem by introducing

delay-constrained hybrid ARQ [49]. In our delay-constrained hybrid ARQ, the receiver makes

retransmission request in an intelligent way: when errors in the received packet is detected, the

receiver decides whether to send a retransmission request according to the delay bound of the

packet.

Next, we briey describe how to achieve bounded delay in our delay-constrained hybrid ARQ.

In our scheme, a receiver-based control is employed to minimize the request of retransmissions

that will not arrive timely for display. Under the receiver-based control, the receiver executes the

following algorithm.

When the receiver detects the loss of packet N :

if (Tc + RTT +Ds < Td(N))

send the request for retransmission of packet N to the sender;

where T
c
is the current time, RTT is an estimated round trip time, D

s
is a slack term, and T

d
(N)

is the time when packet N is scheduled for display. The slack term Ds could include tolerance of

error in estimating RTT , the sender's response time to a request, and/or the receiver's processing

delay (e.g., decoding). It can be seen that if Tc + RTT +Ds < Td(N), the retransmitted packet

is expected to arrive timely for display. The timing diagram for receiver-based control is shown in
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Figure 10, where D
s
is only the receiver's decoding delay.

RTT

Ds

Tc

dT  (2)

packet 1

request for packet 2

Sender Receiver

packet 2 in error (uncorrectable)

additional RCPC coded packet 2

Figure 10: Timing diagram for delay-constrained retransmission (RCPC: Rate-Compatible Punc-

tured Convolution).

Through simulations, our delay-constrained hybrid ARQ is shown to be capable of achieving

bounded delay, adaptiveness, and e�ciency [49]. It is also suitable for scalable video over wireless.

Speci�cally, our delay-constrained hybrid ARQ can be employed in this way: based on the loss and

delay requirements of a substream, an appropriate combination of FEC and retransmission can be

selected by the error control module at the base and mobile stations.

On the other hand, unequal error protection [13] naturally �t the hierarchical structure of

scalable video. Speci�cally, the base layer can be better protected against transmission errors than

the enhanced layers. This form of unequal error protection is much more desirable than having

to protect all the substreams. An open issue is how to combine unequal error protection with our

delay-constrained hybrid ARQ.

3.3 Service Comparison

To give readers a clearer picture of the adaptive service, we would like to compare the adaptive

service with other well-known services, i.e., the guaranteed service [37] and the best-e�ort service.

The guaranteed service guarantees that packets will arrive within the guaranteed delivery time,

and will not get lost, provided that the ow's tra�c conforms to its speci�ed tra�c parameters [37].

This service is intended for applications which need a hard guarantee that a packet will arrive no

later than a certain time after it was transmitted by its sender. Examples that have hard real-time

requirements and require guaranteed service include distant nuclear plant control, distant weapon

control, and distant surgery control.

The best-e�ort service class o�ers the same type of service as that provided by the current

Internet. Under best-e�ort service, the network makes e�ort to deliver data packets but makes

no guarantees. This works well for non-real-time applications which can use reliable transport

protocol (e.g., TCP) to make sure that all packets are delivered correctly. These include most

popular applications like FTP, email, web browsing, and so on. All of these applications can work

without guarantees of timely delivery of data.
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Table 1: Comparison of Di�erent Network Services

Mode Tra�c End-to-end Explicit Isolation Target

Services of charater- QoS network Reserved from other Emphasis appli-

transfer ization guarantee feedback resources tra�c cations

Guaranteed Connection Yes Yes No Yes Complete Throughput, Nonadaptive

service oriented delay/loss CBR/VBR

Adaptive Yes If needed No Yes Partial Throughput

Service B Connection delay/loss Adaptive

Adaptive oriented No No If needed No Partial E�ciency CBR/VBR

Service E fairness

Best Connection- No No No No No Fairness Bursty

e�ort less data

A thorough comparison among the three service classes is given in Table 1, where adaptive

service B and adaptive service E are provided for the base layer and the enhanced layer, respectively.

Regarding target applications, both the guaranteed service and the adaptive service can support

constant bit-rate (CBR) and variable bit-rate (VBR) applications.

In selecting a speci�c type of service for video transport, a trade-o� must be made between

two conicting requirements: QoS guarantees (reecting cost) and network utilization. The cost

of the guaranteed service is too high for non-time-critical video applications. As a result, the

guaranteed service is typically not chosen to transport video. The current best-e�ort service is not

acceptable in many cases due to its poor QoS. The adaptive service provides users with another

option. It achieves acceptable perceptual quality with medium cost. Speci�cally, adaptive service

B provides basic perceptual quality at the cost of reservation; at almost no cost, adaptive service

E takes advantage of statistical multiplexing gain to achieve better perceptual quality if possible.

Therefore, the adaptive service can achieve better quality than the best-e�ort service while it costs

less than the guaranteed service.

4 Summary

Recent years have witnessed a rapid growth of research and development to provide mobile users

with video communication through wireless media. In this paper we examined the challenges in

QoS provisioning for wireless video transport. We presented an adaptive framework to support

quality video communication over wireless networks. The adaptive framework is a combination of

network-aware application and application-aware network.

We envision that the future adaptive framework consists of (1) scalable video representations,

(2) network-aware video application, and (3) adaptive service. Under this framework, the mobile

terminal and network elements can adapt the video streams to the channel conditions and transport

the adapted video streams to receivers with acceptable perceptual quality. The advantages of

deploying such an adaptive framework are that it can achieve suitable QoS for video over wireless,
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bandwidth e�ciency, and fairness in sharing resources.

As this paper outlines a high level framework, for implementation, some details need to be

carefully considered.

� We have to consider the particular multiple access control protocol (e.g., CDMA or TDMA),

modulation, channel allocation and mobile terminal being used [1, 18, 21, 28].

� We also need to take into account how to adapt the rate at link and physical layers [31].

In addition, channel quality feedback mechanisms have been de�ned in link/physical layer

standards to carry out rate adaptation. As of the emerging broadband wireless networks, we

might also need to design new rate adaptation techniques.

� A software platform might be necessary to support adaptive applications (e.g., [34]).

� A scalable video coding scheme needs to be carefully designed so that it is robust to multi-

ple time-scale QoS uctuations in the wireless/wireline network [8]. A scalable video coding

scheme should achieve high e�ciency with less complexity. It should try to optimally decom-

pose video into multiple substreams without loss of compression e�ciency.

� It is necessary to characterize scalable video streams (i.e., tra�c modeling) and use the

characterization in design of e�cient CAC schemes and in resource reservation [16].

Note that the above details can be implemented transparently to the adaptive framework (e.g.,

in a programmable way like that in Mobiware [2]).

As a �nal note, we would like to stress that each service (e.g., the adaptive service, the best-e�ort

service, or the guaranteed service) has a trade-o� between cost/complexity and performance. The

adaptive framework is targeted at quality video transport over near-term QoS-enabled broadband

wireless networks. In addition, the adaptive service could be provisioned at a single base station

or provisioned in the whole network. In the real interconnected wireless networks, even though we

cannot require each router deploy the adaptive service, a partial deployment of the adaptive service

can still have clear bene�ts. For example, a service provider can deploy the adaptive service in its

own network and its customers can enjoy the quality o�ered by the adaptive service in this network.

Furthermore, it is entirely feasible to fully deploy the adaptive service within a single administrative

domain (e.g., Intranet) and achieve high statistical multiplexing gain and acceptable QoS.
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