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Abstract—This paper describes the texture representatior ;
scheme adopted for MPEG-4 synthetic/natural hybrid coding Q

(SNHC) of texture maps and images. The scheme is based
the concept of multiscale zerotree wavelet entropy (MZTE]
coding technique, which provides many levels of scalabilit
layers in terms of either spatial resolutions or picture quality. .
MZTE, with three different modes (single-Q, multi-Q, and : SP(2)
bilevel), provides much improved compression efficiency an : :
fine-gradual scalabilities, which are ideal for hybrid coding of
texture maps and natural images. The MZTE scheme is adopte
as the baseline technique for the visual texture coding profile it
both the MPEG-4 video group and SNHC group. The test results : :
are presented in comparison with those coded by the baselir i~
JPEG scheme for different types of input images. MZTE was | —

also rated as one of the top five schemes in terms of compressi I [
efficiency in the JPEG2000 November 1997 evaluation, amor

27 submitted proposals.

S?P(()) SP(1)

SP(M-1)

Bitstream

Index Terms—Compression, image and video coding, JPEG- Fig. 1.\ layers of spatial scalabiliy.

2000, MPEG-4, texture coding, wavelet.
acquired with cameras) together with synthetic scenes (e.g.,
I. INTRODUCTION generated by computers).
. . . _ The organization of this paper is as follows. We begin with a
AI‘.ABLE plc_ture codmg has rgcewed _conS|derab|e aEeneral overview of the scalable image coding and its features.
ention lately in academia and industry in terms of bot

ot loorith d dard oo hen, we describe the embedded zerotree wavelet (EZW) that
coding algorithms ‘and standards activities. In many app rovides fine scalability and zerotree entropy coding (ZTE)
cations, enhanced features such as content-based scalab,

. ! . _ N provides spatial scalability with much higher compression
content-based access, and manipulations are required in &ﬂ'ciency than EZW. Finally, the most general case, known

dition to increased compression efficiency, as exemplified B yho myitiscale zerotree wavelet entropy (MZTE) coding, is
the 3ﬁ°(;t undertaken in the emerr?mg MP(EG'A' 'Ztemat'gn?esented to provide an arbitrary number of spatial and quality
standard [1}-[3]. In contrast to the MPEG-1 and MPEG-g. ity as well as good compression efficiency. The MPEG-

standards, MPEG-4 includes increased flexibility and user Iffﬂ'still-picture visual texture coding consists of three modes:

teraction at many different levels for both natural and syntheg-

fngle-Quant, multiple-Quant, and bilevel Quant. This paper
image/video contents. This paper describes the scalable tex %ﬁgnly%l:ascr,ibes tlrﬁ)e ﬁ(rgsl'tl tw;) models Vde\gljoped byl Sgrrp:off

coding scheme using zerotree wavelet techniques. Zerot(:%arp_ The bilevel mode is presented in detail in [18], and the

wavelet coding provideg very high_ compression efficiency- Xtension of MZTE to include arbitrary shape wavelet coding,
well as spatial and quality scalability features compared wi other important feature of MPEG-4, is covered in [10].
discrete cosine transform (DCT)-based approaches [16], [17].

With the advantages of its scalability and high compression,
the zerotree wavelet coding technique was adopted in the !l SCALABLE TEXTURE CODING USING WAVELETS
MPEG-4 standard as the visual texture coding tool [3], which In scalable compression, the bitstream can be progressively
allows the hybrid coding of natural images and video (e.glecoded to provide different versions of the image in terms of
spatial resolutions (spatial scalability), quality levels [signal-
to-noise ratio (SNR) scalability], or combinations of spatial
Manuscript received October 1, 1997; revised November 1, 1998. Ttaid quality scalabilities.
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bands, every coefficient at a given scale can be related to a

- . 7 SHD 1 il SNOvD set of coefficients of similar orientation at the next finer scale.
1 The coefficient at the coarse scale is called the parent, and

00 all coefficients at the same spatial location, and of similar

orientation at the next finer scale, are called children. As

C A an example, Fig. 4 shows a wavelet tree descending from

a coefficient in the subband HH3. For the lowest frequency
. : subband, LL3 in the example, the parent—child relationship
P S is defined such that each parent node has three children, one
i P - in each subband at the same scale and spatial location but
SRR ERTL O . . different orientation.
: ' EZW introduced a data structure calledzarotree,built
on the parent—child relationship. The zerotree structure takes
Bitstream advantage of the principle that if a wavelet coefficient at a
coarse scale imsignificant(quantized to zero) with respect to
a given threshold’, then all wavelet coefficients of the same
orientation at the same spatial location at finer wavelet scales
by progressively decoding the additional segments, the viewgg also likely to be insignificant with respect to tHat The
can increase the spatial resolution of the image. Fig. 2 showgotree structure is similar to the zigzag scanning and end-
an example in which the bitstream includ&dayers of quality of-plock symbol commonly used in coding DCT coefficients.
scalability. In this figure, the bitstream consistsiofdifferent EZW scans wavelet coefficients subband by subband. Par-
segments. Decoding the first segment provides an early vieWgfts are scanned before any of their children, but only after
the reconstructed image. Further decoding of the next segmed)isneighboring parents have been scanned. Each coefficient
results in increase of the quality of the reconstructed imagei§tcompared against the current threshdldA coefficient is
N steps. significant if its amplitude is greater th@n such a coefficient
Fig. 3 shows a more complex case of combined spatigd-then encoded using one of the symbaégjative significant
quality scalabilities. In this example, the bitstream consists Q(IS) or positive significant(PS). Thezerotree root(ZTR)
M spatial layers, and each spatial layer includéslayers symbol is used to signify a coefficient belo®, with all
of quality scalability. In this case, both the spatial resolutiofs children in the zerotree data structure also belBWThe
and the quality of the decoded image can be improved Ry|ated zero(1Z) symbol signifies a coefficient belo@ but
progressively decoding the bitstream. with at least one child not belo®. For significant coefficients,
Zerotree wavelet coding is a proven technique for codingz\w further encodes coefficient values using a successive
wavelet transform coefficients [4]-[12], [16]. Besides superigjpproximation quantization (SAQ) scheme. Coding is done bit-
compression performance, the advantages of zerotree WaVBFﬁhe by bit-plane. The successive approximation approach to

coding include simplicity, embedded bitstream structure, scgantization of the wavelet coefficient leads to the embedded
ability, and precise bit-rate control. Zerotree wavelet coding jture of an EZW coded bitstream.

based on three key ideas: 1) using wavelet transform for decor-

relation, 2) explonmg the self—5|m|lar|ty mhgrgnt in Fhe wavgleé_ Zerotree Entropy (ZTE) Coding

transform to predict the location of significant information o o ) )

across scales, and 3) universal lossless data compression usifg E coding is an efficient technique for coding wavelet
adaptive arithmetic coding. In this section, first we give a bri¢fansform coefficients. It is based on, but differs significantly
description of Shapiro’s EZW [4]. The EZW technique alway&0m. the EZW algorithm. Like EZW, this new ZTE algorithm
generates a bitstream with the maximum possible numberesploits the self-similarity inherent in the wavelet transform of
quality scalability layers. Then, we describe the ZTE technigdf@@ges and video residuals to predict the location of informa-
[13], [14], which only provides spatial scalability but withtion across wavelet scales. ZTE coding organizes quantized
much higher compression efficiency. Last, the most geneygzpvelet coefficients into wavelet trees and then uses zerotrees
technique, MZTE [3], is described, which provides a flexibl& redgce the number qf bits requi'red representing those trees.
framework to encode the images with an arbitrary number &ff E differs from EZW in four major ways.

Fig. 2. M layers of quality scalability.

spatial or quality scalabilities. 1) Quantization is explicit instead of implicit and can be
performed distinctly from the zerotree growing process
A. Embedded Zerotree Wavelet (EZW) Coding [4] or can be incorporated into the process, thereby making

it possible to adjust the quantization according to where
the transform coefficient lies and what it represents in
the frame.

EZW coding is applied to coefficients resulting from a
discrete wavelet transform (DWT). The DWT decomposes the
input image into a set of subbands of varying resolutions. The o ) ] )
coarsest subband is a low-pass approximation of the origina?) Coefﬂuem scanning, tree growing, and coding are per-
image, and the other subbands are finer-scale refinements. In formed bit-plane by bit-plane.
the hierarchical subband system such as that of the wavele8) Coefficient scanning can be changed from subband by
transform, with the exception of the highest frequency sub-  subband to a depth-first traversal of each tree.
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Fig. 3. N x M layers of spatial/quality scalabilities.

construction of the wavelet tree or as a separate task, or it

o -pa. . . .

o TR | can be incorporated into the wavelet tree construction. In the

% “El second case, as a wavelet tree is traversed for coding, the
. wavelet coefficients can be quantized in an adaptive fashion,

. - according to spatial location and/or frequency content.
Eﬁ ‘Eﬂ The extreme quantization required to achieve a very low bit
- : rate produces many zero coefficients. Zerotrees exist at any
tree node where the coefficient is zero and all the node’s chil-
dren are zerotrees. The wavelet trees are efficiently represented
by scanning each tree depth-first from the root in the low-low
band through the children and assigning one of four symbols
to each node encounteredTR, valued ZTRVZTR), value
(VAL), or IZ. A zerotree root denotes a coefficient that is
the root of a zerotree. Zerotrees do not need to be scanned
further because it is known that all coefficients in such a
tree have an amplitude of zero. A valued zerotree root is a
node where the coefficient has nonzero amplitude and all four
children are zerotree roots. The scan of this tree can stop at this
symbol. A value symbol identifies a coefficient with amplitude
nonzero and also with some nonzero descendant. Last, an
4) The alphabet of symbols for classifying the tree nodesplated symbol identifies a coefficient with an amplitude of
is changed to one that performs significantly better fofero but with some nonzero descendant. The symbols and
very low bit-rate encoding of video. quantized coefficients are then losslessly encoded using an
Although ZTE does not produce a fully embedded bitstreaadaptive arithmetic coder. The arithmetic encoder adaptively
like EZW, it gains flexibility and other advantages over EZWracks the statistics of the zerotree symbols.
coding, including substantial improvement in compressionIn ZTE coding, the quantized wavelet coefficients are
efficiency, simplicity, and spatial quality. scanned either in the tree-depth or the band-by-band fashion.
In ZTE coding, the coefficients of each wavelet tree aia the tree-depth scanning order, all coefficients of each tree
reorganized to form a wavelet block, as shown in Fig. 5. Eaelne encoded before starting encoding of the next tree. In the
wavelet block comprises those coefficients at all scales aband-by-band scanning order, all coefficients are encoded from
orientations that correspond to the image at the spatial locatibie lowest to the highest frequency subbands. The wavelet
of that block. The concept of the wavelet block providesoefficients of dc band are encoded independently from the
an association between wavelet coefficients and what thether bands. First, the quantization step size is encoded,
represent spatially in the image. The ZTE entropy encodingtiseen the magnitude of the minimum value of the differential
performed by assigning the zerotree symbol of a coefficiemlantization indexes “bandffset” and the maximum value
then encoding the coefficient value with its symbol in one aff the differential quantization indexes “bamnthxvalue” are
the two different scanning orders described later. A symbehcoded into the bitstream. The parameter beffigkt is a
is assigned to each node in a wavelet tree describing thegative or a zero integer, and the parameter braax is a
wavelet coefficient corresponding to that node. Quantizatiguositive integer, so only the magnitudes of these parameters
of the wavelet transform coefficients can be done prior to tlaee written into the bitstream. The differential quantization

Fig. 4. The parent—child relationship of wavelet coefficients.
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Fig. 5. Building wavelet blocks after taking two-dimensional DWT.

coefficients in the second tree are encoded starting from index
" 25 and ending at 45. The third tree is encoded starting from
index 46 and ending at index 66, and so on.
A X Fig. 8 shows that the wavelet coefficients are scanned in the
subband-by-subband fashion, from the lowest to the highest
frequency subbands for a 6 16 image with three levels of
decomposition. The dc band is located in the upper left corner
(with indexes 0-3) and is encoded separately, as described
Fig. 6. Differential pulse code modulation encoding of dc band coefficientyy dc band decoding. The remaining coefficients are encoded
in the order shown in the figure, starting from index 4 and
indexes are encoded using the arithmetic encoder in a rastsrding at index 255.
scan order, starting from the upper left index and ending with The zerotree symbols and quantized coefficients are then
the lowest right one. The model is updated with encodirigsslessly encoded using an adaptive arithmetic coder with
of each bit of the predicted quantization index to adopt given symbol alphabet. The arithmetic encoder adaptively
the probability model to the statistics of the dc band. Theacks the statistics of the zerotree symbols and encoded values
bandoffset is subtracted from all the values, and a forwangsing three models: lfype to encode the zerotree symbols,
predictive scheme is applied. As shown in Fig. 6, each of t2 magnitudeto encode the values in a bit-plane fashion, and
current coefficientsux is predicted from three other quantized) sign to encode the sign of the value. For each coefficient,
coefficients in its neighborhood, i.ew.s, wg, andwe, and its zerotree symbol is encoded first, and if necessary, then its
the predicted value is subtracted from the current coefficientalue is encoded. The value is encoded in two steps. First,
if its absolute value is encoded in a bit-plane fashion using the
appropriate probability model, and then the sign is encoded

(lwa —wpl) < (jws - wel) using a binary probability model, with “0” meaning a positive
Wy = WC and “1” meaning a negative sign. The sign model is initialized
else to the uniform probability distribution.

In EZW, quantization of the wavelet coefficients is done

_ implicitly using successive approximation. When using ZTE,
W = W = W the quantization is explicit and can be made adaptive to scene

If any of nodes A, B, or C are not in the image, its value isontent. Quantization can be done entirely before ZTE, or
set to zero for the purpose of the forward prediction. it can be integrated into ZTE and performed as the wavelet

For wavelet coefficients in all other subbands (i.e., detees are traversed and the coefficients encoded. If coefficient
subbands), Fig. 7 shows the scanning order for a 16 quantization is performed as the trees are built, then it is
16 image, with three levels of decomposition. The indexg®ssible to dynamically specify a global quantizer step size
0-3 represent the dc band coefficients, which are encodedeach wavelet block, as well as an individual quantizer step
separately. The remaining coefficients are encoded in the ordize for each coefficient of a block. These quantizers can then
shown in this figure. As an example, indexes 4, 5, 24 be adjusted according to what the coefficients of a particular
represent one tree. First, coefficients in this tree are encod#dck represent spatially (scene content), or according to
starting from index 4 and ending at index 24. Then, th&hat frequency band the coefficient represents, or both. The
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0 1 4 67 5 6 68 69 9 10 13 14 72 73 76 77

2 3] 130 193 7 8 70 71 11 12 15 16 74 75 78 79

25 88 46 109 | 131 132 194 195 17 18 21 22 80 81 84 85

151 214 | 172 235 133 134 196 197 19 20 23 24 82 &3 86 87

26 27 89 90 47 48 110 111 135 136 139 140 198 199 202 203

28 29 91 92 49 50 112 113 | 137 138 141 142 200 201 204 205

152 153 215 216 173 174 236 237 | 143 144 147 148 206 207 210 211

154 155 217 218} 175 176 238 239 | 145 146 149 150 208 209 212 213

30 31 34 35 93 94 97 98 51 52 55 56 114 115 118 119

32 33 36 37 95 96 99 100 53 54 57 58 116 117 120 121

38 39 42 43 101 102 105 106 59 60 63 64 122 123 126 127

40 41 44 45 103 104 107 108 61 62 65 66 124 125 128 129

156 157 160 161 219 220 223 224 177 178 181 182 240 241 244 245

158 159 162 163 221 222 225 226 179 180 183 184 242 243 246 247

164 165 168 169 227 228 231 232| 185 186 189 190 248 249 252 253

166 167 170 171 229 230 233 234 | 187 188 191 192 250 251 254 255

Fig. 7. The tree-depth scanning order in ZTE encoding.

advantages of incorporating quantization into ZTE are tlmmefficients are scanned using the zerotree concept, and then
following. the significant maps and quantized coefficients are entropy
1) The status of the encoding process and bit usage &Rsled. The output of the entropy coder at this level, BSO, is
available to the quantizer for adaptation purposes. the first portion of the bitstream. The quantized wavelet coef-

icients of the first layer are also reconstructed and subtracted

2) By quantizing coefficients as the wavelet trees are tr o o .
versed, information such as spatial location and frd2™ the original wavelet coefficients. These residual wavelet

g/peﬁicients are fed into the second stage of the coder, in
hich the wavelet coefficients are quantized with Q1, zerotree
scanned, and entropy coded. The output of this stage, BS1,
] ] is the second portion of the output bitstream. The quantized
C. Multiscale Zerotree Wavelet Entropy (MZTE) Coding  coefficients of the second stage are also reconstructed and sub-
The MZTE coding technique is based on ZTE codintjacted from the original coefficients. As shown in Fig\8+1
[13], [14], but it utilizes a new framework to improve andstages of the scheme providé+ 1 layers of scalability. Each
extend the ZTE method to achieve a fully scalable yet velgvel represents one layer of SNR quality, spatial scalability,
efficient coding technique. In this scheme, the low-low bamr a combination of both.
is separately encoded. To achieve a wide range of scalabilityn MZTE, the wavelet coefficients are quantized by a
levels efficiently as needed by the application, the other bangiiform and midstep quantizer with a dead zone equal to
are encoded using the multiscale zerotree entropy coditigg quantization step size as closely as possible at each
scheme. This multiscale scheme provides a very flexitdealability layer. Each quality layer and/or spatial layer has
approach to support the right tradeoff between layers aadquantization @) value associated with it. Each spatial
types of scalability, complexity, and coding efficiency fotayer has a corresponding sequence of th@sealues. The
any multimedia application. Fig. 9 shows the concept of thauantization of coefficients is performed in three steps: 1)
technique. construction of initial quantization value sequence from input
The wavelet coefficients of the first spatial (and/or qualityparameters, 2) revision of the quantization sequence, and 3)
layer first are quantized with the quantizer Q0. These quantizgdantization of the coefficients.

guency band is available to the quantizer for it to ada
accordingly and thus provide content-based coding.
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0 1 4 7] 16 17 28 29| 64 65 68 69 112 113 116 117
2 3| 10 13| 18 19 30 31| 6 67 70 71 114 115 118 119
5 8 6 9| 40 41 52 53| 72 73 76 77 120 121 124 125
11 14| 12 15| 42 43 54 55| 74 75 78 79 122 123 126 127
20 21 32 33| 24 25 36 37| 160 16l 164 165 208 209 212 213
22 23 34 35| 26 27 38 39| 162 163 le6 167 210 211 214 215
44 45 56 57| 48 49 60 61| 168 169 172 173 216 217 220 221
4 47 58 59| S0 51 62 63| 170 171 174 175 218 219 222 223
80 81 84 8 128 129 132 I33| 96 97 100 101 144 145 148 149
82 83 86 87 130 131 134 35| 98 99 102 103 146 147 150 151
88 89 92 93 136 137 140 141 104 105 108 109 152 153 156 157
90 91 94 95 138 139 142 143 | 106 107 110 111 154 155 158 159
176 177 180 181 224 225 228 229 192 193 196 197 240 241 244 245
178 179 182 183 226 227 230 231 | 194 195 198 199 242 243 246 247
184 185 188 189 232 233 236 237 | 200 201 204 205 248 249 252 253
186 187 190 191 234 235 238 239|202 203 206 207 250 251 254 255
Fig. 8. The band-by-band scanning in ZTE encoding.
Let Q(m, n) be the@ value corresponding to spatial layer
Q, z1s s Ac | -sBS0  and quality layen. The quantization sequence (@rsequence)
associated with spatial layérs defined as the sequence of the
+ Buffer Q- Q values from all the quality layers from thh spatial layer
- 0 and all higher spatial layers ordered by increasing quality layer
and then increasing spatial layer
Q ZTS |- AC | -sBSI . . . .
: Q-4 =[Q-i(0), Q4(1), - -, Qi(m)]
+ - = [Q(Lv 1)7 Q(Lv 2)7 T Q(Lv k([’))v Q(L +1, 1)
ese—Butfcr 1 Q! . . ;
- . -Q(Z+1,2),---,Q('L-i-].,/%‘(l-i-].)),---,
Q(nv 1)7 Q(nv 2)7 T Q(TL, k(n))]
: : : The sequencé)_i represents the procedure for successive
l refinement of the wavelet coefficients, which are first quantized
in th ial layeri. To make thi ive refinemen
0. sl zts L[ ac LsBsn the spatial layeri o make this successive refinement
efficient, the sequena@ i is revised before starting the quan-

Fig. 9. MZTE encoding structure.

Let n be the total number of spatial layers ab@) be the
number of quality layers associated with spatial layewe
define the total number of scalability layers associated wi
spatial layer:, L(¢) as the sum of all the quality layers from”

that spatial layer and all higher spatial layers

L(i) = k(i) + k(i + 1) + - + k(n).

tization. LetQ)_i(y) denote thejth value of the quantization
sequencé)_i. Consider the case whep i(j) = pQ_i(j+1).

If p is an integer number greater than one, each quantized
coefficient of layer;j is efficiently refined at layerj(= 1)

as each quantization step sigri(y) is further divided into
equal partitions in layerj(+ 1). If p is greater than one,
but not an integer, the partitioning of thet+ 1 layer will not

be uniform. This is due to the fact th§_i(j) corresponds

to quantization levels, which cové}_i(j) possible coefficient
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TABLE |
REVISION OF THE QUANTIZATION SEQUENCE Layer i Layer i+1
Condition on Revision Procedure
p = Q_iGyQ_i(j+1)
p<l5 QR_i(j+1) = Q_i (j)
(no quantization at layer j+1 )

p>=15 QR_i(j+1) = Q_i(+1)
p is integer (no revision)
p>=15 q = round (Q_i( j)/Q_i(j+1);
p is non-integer QR_i(j+ D)= ceil (Qi() a); Fig. 10. Zerotree mapping from one scalability layer to the next.

We then number the partitions. The residual index is simply

values that cannot be evenly divided ir@ai(j +1) partitions. the number of the partition where the original (which is not
In this case,Q.i(j + 1) is revised such as to be as close tguantized) value actually lies. We have the following two cases

an integer factor of)_i(j) as possible. The last case is whefr this numbering. . . :

Q.i(j + 1) >= Qi(5). In this case, no further refinement Case I: If the previous quality level quantized Fo zero (that
can be obtained at the ¢ 1)th scalability layer over theth is, the value was in the dgad zone), then the residual has to be
layer, so we simply revised).i(j + 1) to be Q_i(j). The ©ne of the2m —1 values in{—m, ---, 0, -, +m}.

revised quantization sequence is referred ta)dsi. Table | Case Il: If the previous quality level quantized to a nonzero
summarizes the revision procedure value, then (since the sign is already known at the inverse

Next, we categorize the coefficients in the image in temg%Jantizer) th(la} residual has to be one of thevalues in
... 5 m —_ .

of the order of spatial layers. We define these categories a The restriction of the possible values of the residuals is
S(i) = {all coefficients thafirst appear in spatial layer} ~ based solely on the relationship between successive quantiza-
tion values. Whether the value was quantized to zero in the last
and scalability pass (both of these facts are known at the decoder)
is one reason why using two probability models (one for the
first and one for the second case) increases coding efficiency.
rFor the inverse quantization, we map the quantization level
f;la't5 the current quality layer) to the midpoint of its inverse
range. Thus, we get a maximum quantization error of one-half
T(1)CT(2)C---CT(n—1)CT(n). (1) theinverse range of the quantization level to which we dequan-
tize. One can reconstruct the quantization levels given the list
To quantize each coefficient ifi(¢), we use the values of ) values (associated with each quality layer), the initial
in the revised quantization sequen@d:_i. These@ values quantization value, and the residuals. At the first scalability
are positive integers, and they represent the range of valleger, the zerotree symbols and the corresponding values are
that a quantization level spans at that scalability layer. Fencoded for the wavelet coefficients of that scalability layer.
the initial quantization we simply divide the value by thé'he zerotree symbols are generated in the same way as in the
@ value for the first scalability layer. This gives us ouZTE method. For the next scalability layers, the zerotree map
initial quantization level (note that it also gives us a doublés updated along with the corresponding value refinements. In
sized dead zone). For successive scalability layers, we neaath scalability layer, a new zerotree symbol is encoded for
only send the information that represents the refinement afcoefficient only if it was encoded as ZTR, VZTR, or IZ in
the quantizer. The refinement information values are calléite previous scalability layer. If the coefficient was decoded as
residuals and are the index of the new quantization level withifAL in the previous layer, a VAL symbol is also assigned to it
the old level where the original coefficient value lies. at the current layer, and only its refinement value is encoded
We then partition the inverse range of the quantized valfiom bitstream.
from the previous scalability layer in such a way that makes In MZTE, the wavelet coefficients are scanned in either
the partitionsas uniform as possiblbased on the previously the tree-depth scanning for each scalability layer or in the
calculated number of refinement levets. This partitioning subband-by-subband fashion, from the lowest to the highest
always leaves a discrepancy of zero between the partition sibegjuency subbands (as shown in Fig. 8). At the first scalability
if the previous@ value is evenly divisible by the curreii@ layer, the zerotree symbols and the corresponding values
value (e.g., previous? = 25 and current@@ = 5). If the are encoded for the wavelet coefficients of that scalability
previous @ value is not evenly divisible by the curred} layer. For the next scalability layers, the zerotree map is
value (e.g., previous} = 25 and current) = 10), then we updated along with the corresponding value refinements. In
have a maximum discrepancy of one between partitions. Teach scalability layer, a new zerotree symbol is encoded for a
larger partitions are always the ones closer to zero. coefficient only if it was decoded as ZTR or 1Z in the previous

T(4) ={all coefficients that appear in spatial layit

Since once a coefficient appears in a spatial layer it appe
in all higher spatial layers, we have the relationship
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Fig. 11. A synthetic image is compressed and decompressed by JPEG.

scalability layer. If the coefficient was decoded as VAL in thever several data sets simultaneously. A separate model with
previous layer, a VAL symbol is also assigned to it at than associated alphabet is used for each. The arithmetic coder
current layer, and only its refinement value is decoded frogses adaptive models to track the statistics of each set of input
bitstream. data, then encodes each set close to its entropy. The symbols
Fig. 10 shows the relationship between the symbols of oBficoded differ based upon whether EZW, ZTE, or MZTE
layer and the next layer. If the node is not coded before (showgding is used. For EZW, a four-symbol alphabet is used for
as “x" in the figure), it can be encoded using any of foufhe significance map, and a different two-symbol alphabet is
symbols. If it is ZTR in one layer, it can remain ZTR or b&seq for the SAQ information. The arithmetic coder is restarted
any of the other three symbols in the next layer. Ifitis detecteeq,ery time a new significance map is encoded or a new bit

as 1z, it can remain IZ or only become VAL. If |t'|s. VZTR’ 'te%lane is encoded by SAQ. For ZTE, symbols describing node
can remain VZTR or become VAL. Last, once it is assign .
type (zerotree root, valued zerotree root, value, or isolated

Xﬁ\sl_ ' clet1 rzllways stays VAL, and no symbol is transmitted Inzero) are encoded. The list of nonzero quantized coefficients
that correspond one-to-one with the valued zerotree root or
value symbols are encoded using an alphabet that does not

D. Entropy Coding in EZW, ZTE, and MZTE include zero. The remaining coefficients, which correspond

Symbols and quantized coefficient values generated by #iee-to-one to the value symbols, are encoded using an alphabet

zerotree stage are all encoded using an adaptive arithméhiat does include zero. For any node reached in a scan that is a

coder, such as presented [15]. The arithmetic coder is rleaf with no children, neither root symbol can apply. Therefore,
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Fig. 12. A synthetic image is compressed and decompressed by MZTE.

bits are saved by not encoding any symbol for this node amdrotree symbol of the coefficient in the previous scalability
encoding the coefficient along with those corresponding to theyer in MZTE, is used to better estimate the distribution of
value symbol using the alphabet that includes zero. zerotree symbols. In MZTE, only INIT and LEARNIT are

In MZTE, one additional probability modekesidual,is used for the first scalability layer for the nonleaf subbands
used for encoding the refinements of the coefficients that wered leaf subbands, respectively. Subsequent scalability layers
encoded with the VAL or VZTR symbol in any previousin the MZTE use the context associated with the symbols. The
scalability layers. If in the previous layer a VAL symboldifferent zerotree symbol models and their possible values are
was assigned to a node, the same symbol is kept for iémmarized in Table II.
current pass and no zerotree symbol is encoded. The residudf @ spatial layer is added, then the contexts of all previous
model, same as the other probability models, is also initializ¢&f subband coefficients are switched into the corresponding
to the uniform probability distribution at the beginning ofnonleaf contexts. The coefficients in the newly added subbands
each scalability layer. The numbers of bins for tesidual Use the LEAEINIT context initially.
model is calculated based on the ratio of the quantization step
sizes of the current and previous scalability. When a residual lll. TEST RESULTS
model is used, only the magnitude of the refinements areSarnoff's MZTE algorithm has been tested and verified
encoded, as these values are always zero or positive integémoughout the MPEG-4 core experiment process, with many
Furthermore, to utilize the high correlation of zerotree symbdkrative refinements and support from other partners, such as
between scalability layers, a context modeling, based on tBharp, TI, Vector Vision, Rockville, Lehigh, Oki, and Sony.
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TABLE I
ZEROTREE SymBOL MODELS

Context for Nonleaf subbands Possible values
INIT ZTR(2), 1Z(0), VZTR(3), VAL(1)
ZTR ZTR(2), 12(0), VZTR(3), VAL(1)
ZTR DESCENDENT ZTR(2)
1z 1Z(0), VAL(1)
Context for Leaf subbands Possible values
LEAF_INIT ZTR(0), VZTR(1)
LEAF_ZTR ZTR(0), VZTR(1)
LEAF_ZTR_DESCENDENT ZTR(0), VZTR(1)

TABLE 1lI

PSNR \ALUES

Compression scheme| PSNR-Y | PSNR-U | PSNR-Y
DCT-based JPEG 28.36 34.74 34.98
Wavelet-based MZTE 30.98 41.68 40.14

This section presents a small subset of the represen
results of MZTE in comparison with the JPEG compress
using a hybrid natural and synthetic image. The image
Figs. 11 and 12 are generated by JPEG and MZTE «
pression schemes, respectively, at the same compressio
of 45:1. The resultant images show that the MZTE sch
generates much better image quality with good preserv
of fine texture regions and absence of the blocking e
compared with JPEG. The PSNR values for both reconstri
images are tabulated in Table IIl.

Fig. 13 demonstrates the spatial and quality scalabiliti¢
different resolutions and bit rates using the MZTE compres
scheme. The images in (a) are of size of 128128 are
reconstructed by decoding the MZTE bitstream at a bit ra
80 and 144 kbits, respectively. The two reconstructed im
in (b) are of size of 256x 256 at a bit rate of 192 and 3_.
kbits, respectively, and the final resolution of 5%2512 at Fig. 13. The spatial and quality scalabilities at different resolutions and bit
750 kbits is shown in (c). rates using MZTE.

A slight variation of the MZTE algorithm was also sub-

mitted in the January 1998 JPEG-2000 meeting. The teghijes high granularity quality scalability. Zerotree entropy
group r_eported its review of the t(_ast results and showed t ing was demonstrated with high compression efficiency

MZTE is one of the top five algorithms that demonstrate the,y spatial scalability. In the ZTE algorithm, quantization is
best visual quality with the statistically same compressiqQjicit coefficient scanning is performed in one pass, and tree
efficiency among 27 submitted proposals [19]. The JPEG20Q0m| representation is optimized. The multiscale zerotree
standardlgatlon effort is still at early stage, and is schedulgqtropy coding technique combines the advantages of EZW
to be defined by 2001. and ZTE and provides both high compression efficiency and
fine-graduality scalabilities in both spatial and SNR domains.
IV. CONCLUSIONS MZTE is adopted as the baseline visual texture coding scheme

In this paper, scalable texture coding is discussed for sy'H the MPEG-4 synthetic natural hybrid coding of textural

thetic and natural hybrid coding applications in the MPEG-}2P3 and still images.
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