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a b s t r a c t

Data replication, as an essential service for MANETs, is used to increase data availability by
creating local or nearly located copies of frequently used items, reduce communication
overhead, achieve fault-tolerance and load balancing. Data replication protocols proposed
for MANETs are often prone to scalability problems due to their definitions or underlying
routing protocols they are based on. In particular, they exhibit poor performance when the
network size is scaled up. However, scalability is an important criterion for several MANET
applications. We propose a scalable and reactive data replication approach, named SCALAR,
combined with a low-cost data lookup protocol. SCALAR is a virtual backbone based solu-
tion, in which the network nodes construct a connected dominating set based on network
topology graph. To the best of our knowledge, SCALAR is the first work applying virtual
backbone structure to operate a data lookup and replication process in MANETs. Theoret-
ical message-complexity analysis of the proposed protocols is given. Extensive simulations
are performed to analyze and compare the behavior of SCALAR, and it is shown to outper-
form the other solutions in terms of data accessibility, message overhead and query deep-
ness. It is also demonstrated as an efficient solution for high-density, high-load, large-scale
mobile ad hoc networks.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

A mobile ad hoc network (MANET) is a self-organizing,
infrastructureless, dynamic wireless network of autono-
mous mobile nodes. The network is ad hoc since there is
no fixed and known network structure that every other
node forwards data. Each node is not only an end system,
but also a router in the network’s multi-hop communica-
tion structure. MANETs are adaptive networks, which are
reconstructed in the case of network changes due to mobil-
ity. Possible application areas are military communication
systems, personal area networks, wireless peer-to-peer
networks, and vehicular ad hoc networks.

In MANET research, most of the effort has focused on
the design of routing protocols that aim to find

multi-hop paths between two nodes. Besides routing,
accessing to a remote data is equally important since
the goal of an ad hoc network structure may be to pro-
vide the necessary data items to requester nodes. Differ-
ent than static, infrastructure-based conventional
networks, locating and accessing the remote data (data
lookup) is a challenging problem in ad hoc environments.
In this case, mobile users need to learn the availability of
data items in an ad hoc manner without the help of any
central server. Moreover, due to the unpredictable mobil-
ity behaviors of nodes, a rapid change in the MANET
topology is presumable. This change can result in parti-
tioning, dividing the network into isolated sub-networks.
Thus, data availability in MANETs is lower than static
networks.

One possible solution to this problem can be replication
of popular data items in the network. In conventional dis-
tributed systems, replication not only increases availabil-
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ity, but also helps for load balancing and fault-tolerance.
Also, in geographically widely dispersed systems, having
a copy at a nearby location can solve most of the commu-
nication latency related problems. On the other hand, it
should be taken into consideration that it may not be pos-
sible to replicate every data item at each network node due
to limited resources or power considerations of the nodes.
Therefore, it is important to define good replication criteria
and rules that can select the most appropriate data items
and best hosts for replication. Another possible solution
to the problem of low data availability, or accessibility in
mobile networks is cooperative caching techniques [1–4].
Cooperative caching for MANETs is the coordination of sev-
eral nodes to share a cached data in an efficient way for all.
Caching-based systems let nodes to cache data or path to a
data item in order to increase data availability and achieve
lower query delays. Caching reduces communication cost
of the system, which consequently results in the reduction
of bandwidth and energy usage. In general, caching ap-
proaches aim to achieve that neighboring nodes cache dif-
ferent data items. This will increase the data diversity in a
region and as a result, more data will be accessible in the
network [1]. Furthermore, caching and replication schemes
help to establish load balancing among nodes.

Accessing a specific data item in MANETs is an impor-
tant problem and solutions to this problem can give better
results when they are supported with a good data replica-
tion or caching approach. On the other hand, possible solu-
tions to this problem can be even more complex if the size
of the network increases; which means a possible solution
for a meso-scale network can be inefficient for large scale
scenarios. Existing protocols for data lookup and replica-
tion in MANETs do not consider scalability. In [5], three
replica allocation schemes are proposed in which the main
parameter for replication decision is the access frequencies
of data items. However, that study does not consider
large-scale networks. Other replication schemes, such as
[6–9] also do not address the scalability problem by defini-
tion. These solutions can give unexpected results as the
system size scales up, and need to utilize additional mech-
anisms for improvement. We observe that, most of the
time, this is because of the dependency to underlying rout-
ing protocols which are shown to have scalability prob-
lems [10]. In some cases, this performance loss in large
scale networks is due to proposed solution’s large control
message overhead. In small or meso-scale networks the
message overhead may not be detrimental, but it affects
the performance of the solution in large-scale scenarios.

In this study, we propose a SCAlable data Lookup And
Replication framework, called SCALAR, which does not de-
pend on the existence of an underlying MANET routing
protocol. Our motivation is that a scalable and efficient
solution for data lookup and replication in MANETS is
essential for several applications. SCALAR consists of three
parts: virtual backbone construction, data lookup and reac-
tive replication. It dynamically constructs a virtual back-
bone structure among the mobile nodes, which is based
on an approximation of minimum connected dominating
set (CDS) problem in graph theory. CDS-based approach
is chosen to minimize the number of nodes in the network
involved in data lookup and replication process. Then, our

data lookup protocol takes advantage of the dominating
set behavior of constructed virtual backbone for low-cost
data requests. Lastly, we extend the data lookup protocol
with a novel data replication approach, which aims to rep-
licate frequently accessed data items from far away places.

Contributions SCALAR is proposed as a fully distributed
algorithm, which operates in a peer-to-peer (P2P) fashion.
Different from other data lookup and replication ap-
proaches existing in the literature, SCALAR is a complete
solution, in which disseminating request packets does
not require an underlying routing protocol. Furthermore,
SCALAR specifically aims at operating efficiently in large
scale ad hoc networks different from other data replication
or caching solutions developed for MANETs. To the best of
our knowledge, using a virtual backbone structure in order
to operate a data lookup and replication process has not
been investigated in the literature before. Performance re-
sults show that our proposed system outperforms the
straightforward solutions for data lookup in MANETs when
the scale of the network is large. It is demonstrated that for
increasing number of nodes in the network, message com-
plexity of our solution has an acceptable bound. Besides,
simulation results present that SCALAR is an efficient solu-
tion for high density networks, as well as large scale ones.

The rest of this paper is organized as follows: We re-
view the related work in Section 2. Section 3 presents
our SCALAR protocol. Experimental preliminaries are given
in Section 4. Performance results and analysis of SCALAR
are discussed in Section 5. Comparative results for applica-
tion scenarios are presented in Section 6. Finally, Section 7
concludes and gives future directions.

2. Related work

In this section, we first review prior studies on data rep-
lication and cooperative caching techniques for MANETs,
and then demonstrate a feature comparison of these tech-
niques. We also give an overview of controlled-flooding
techniques for MANETs.

2.1. Data replication techniques

Data replication is used to avoid data losses in case of
unpredictable disconnections of mobile nodes by increas-
ing system wide data availability [11]. Also, replication im-
proves the efficiency by decreasing the number of hops
that a data item is transmitted from source to destination.
Recent surveys on MANET replication techniques classify
protocols according to issues of energy consumption, sca-
lability, and network partitioning [12,13].

One of the well-known schemes for data replication in
MANETs is proposed by Hara and Madria in [5] in which
the main parameter for replication decision is the access
frequencies of data items, and each method proposed for
replica allocation has been studied for both update-less
and randomly updated systems. The following three rep-
lica allocation methods are offered for network environ-
ments without any update mechanism for data items:

SAF (Static Access Frequency) method: In SAF, each mo-
bile host gives the replication decision based on only its
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own access frequencies to the data items. This means, each
host replicates the data items for its own personal needs,
without considering any of the data replications in neigh-
boring nodes and their access frequencies. SAF creates
low message traffic and low processing overhead. On the
other side, this method gives low data accessibility because
of the fact that many mobile hosts probably replicate the
same data items if they have similar access characteristics.

DAFN (Dynamic Access Frequency and Neighborhood)
method: In a mobile environment, where mobile nodes
frequently access the same small set of data items, if SAF
is used for replication, then neighboring nodes possibly
replicate the same data items. This duplicate replication
between connected nodes is most of the time unnecessary
and is a waste of memory space. In order to eliminate this
replica duplication, DAFN method suggests that if there is
duplication of replicas between neighboring nodes, then
the neighbor with the lowest access frequency changes
its replica to another data item. DAFN increases the data
availability by increasing the number of distinct replicas
in the network.

DCG (Dynamic Connectivity based Grouping) method:
Different than DAFN method, DCG method shares replicas
among larger and stable groups of nodes. For this purpose,
it creates biconnected components of a network where
each component is considered as a group. By definition,
biconnected groups are not partitioned even if one mobile
host disappears from the network (or group). This provides
high stability to the group. DCG offers better data availabil-
ity. On the other side, both processing overhead and mes-
sage traffic are higher than SAF and DAFN. This is due to
the exchange of more information in each allocation period
by mobile nodes.

Another data replication method for MANETs is DREAM
[8], which focuses on the balancing of energy consumption
among the mobile nodes and aims to increase the data
availability in the network. Basically, DREAM gives high
priorities to the data items that are accessed frequently
by the transactions that have time limitations or deadlines.
It is similar to [5] in means of replication decision based on
access frequency of data items. However, this technique
also extends the replication decision with new decision
parameters: link stability, transaction types, data types
and remaining power.

CLEAR (Context and Location-based Efficient Allocation
of Replicas) is dynamic replica allocation scheme that aims
at enhancing data availability in mobile ad hoc peer-to-
peer networks [7]. It constructs a super-peer structure for
replica allocation and utilizes mobility patterns. CLEAR
considers node loads, data sizes, consistencies of replicas
and user schedules during replication decision, and it as-
sumes that the cost of maintaining a desired level of con-
sistency for the replicas of a data item can be estimated
from the percentage of change in the value of an attribute
of the data item. Data size and access frequency of an item
play role in the replication decision. Load, access frequen-
cies, memory and energy constraints of a mobile host are
used for the selection of replica node. This technique calcu-
lates the cost-effectiveness of the replication for a data
item in a mobile host to give the final replication decision.
However, CLEAR does not address scalability as super-peer

election can be a problem in large-scale systems and their
performance results are limited to 50 nodes in a region.
Another study offers a classification of consistency levels
for data replication based on application requirements,
and protocols to achieve the consistency levels [9].

CADRE (Collaborative Allocation and Deallocation of
Replicas with Efficiency) aims at achieving fair replica allo-
cation among mobile nodes and makes the deallocation
decisions collaborative [6]. Unlike CLEAR, CADRE addresses
replica deallocation, fairness in replication and avoidance
from thrashing. By making allocation and deallocation
decisions jointly among nodes in the network, CADRE can
protect the network from multiple reallocations of the
same data item, which can lead to a thrashing condition
that mobile nodes spend more resources on re-allocation
of data items than replying other nodes’ requests. CADRE
employs super-peer architecture with gateway nodes as
peers with high processing capacity, bandwidth and en-
ergy that they aim at improving efficiency of search and
replication. However, like CLEAR, CADRE does not address
scalability and their performance results are limited to 50
nodes in a region.

An integrated data lookup and replication approach for
distributed data accessability for a cooperative group of
users, sharing information among themselves in MANET,
is proposed in [14]. The approach is based on a cross layer
design supported by predictive location-based QoS routing.
It assumes that node movement behavior is predictable
and with the help of location information and velocity of
a node taken from the routing layer, the system can predict
the upcoming partitioning and makes replication decisions
using these information. Their performance results indi-
cate that using cross-layer approach, the routing protocol
supports data advertising, lookup and replication that re-
sults in high data access success rate in dynamic ad hoc
networks. However, the performance results are reported
up to 40 nodes and do not address scalability.

DHTR (Distributed Hash Table Replication) is an opti-
mistic replication method proposed for efficient consis-
tency maintenance in large scale MANETs [15]. It is based
on clustering of nodes into hierarchical groups and it uses
a distributed hash table for efficient data lookups. DHTR
exploits the communication simplicity of a cluster-based
hierarchical network structure and claims to decrease the
communication overhead of the network. Communication
complexity is an important scalability constraint for large
scale ad hoc networks. DHTR creates a network architec-
ture that consists of non-overlapping cluster groups that
each of these groups is managed by a cluster head. How-
ever, it does not provide a replica management protocol
or any details of which data to replicate where. Generally,
DHTR targets a scalable query and update propagation
technique that can be used in a cluster-based replication
algorithm. It also depends on an underlying routing proto-
col and AODV routing protocol is used for this purpose.
However, it could cause scalability problems in large net-
works, and their performance results focusing on query/
update propagation are reported for simulations including
up to 250 nodes.

A recent study addresses the joint optimization prob-
lem for content replication mobile networks, and considers
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both the number of replicas and finding their most suitable
location on the network [16]. Their distributed lightweight
replication algorithm and preliminary results for replicat-
ing single data item are shown to approximate well the
accuracy of centralized solutions. A user-centric replication
model named CReaM has been recently proposed in [17]. It
allows users to control the amount of resources that they
would share for replication, and then these resources are
used to improve data availability. Based on user needs,
the data availability is aimed to be increased by replica-
tion. CReaM is designed for highly mobile networks subject
to frequent topology changes. The nodes have autonomic
behavior that triggers replication requests based on user
settings and resource information.

2.2. Cooperative caching techniques

Data caching techniques namely, CachePath, CacheData
and HybridCache, that can be embedded as a middleware
support between routing and application layer protocols
are proposed in [1]. In CachePath, transporter nodes cache
the path to the nearest cache of a data item. A node need
not cache every path information of all passing data. In-
stead it only saves the data path when it is closer to the
caching node than the data source. In CacheData, trans-
porter nodes cache the data instead of the path. A node de-
cides to cache the passing-by data if it is frequently
accessed by neighboring nodes. HybridCache is a combina-
tion of CachePath and CacheData. HybridCache decides
when to use which scheme based on a criteria (data size
and time-to-live value). Basically, it caches the data item
if it is small sized enough, or caches the path otherwise.
When the cache is full, deciding what to cache is an impor-
tant part of the solution in caching techniques. In these
techniques, mobile nodes consider two factors in selecting
the cached item to be replaced: distance and access
frequency.

Similar to [1], COOP caching [4] sits on the middleware
level between application and routing layer protocols. Re-
quested items are found by using the so-called cocktail
scheme cache resolution strategy. In cache resolution, a
node that receives a data request checks local caches and
recent requests for requested item. If not found, it starts
an adaptive flooding, which limits the number of hops that
a broadcast packet can travel. Adaptive flooding aims to
find a cache of the requested item in the neighborhood. If
it cannot find, it directly sends the request to the server
(or source of the requested item) using the underlying
routing protocol. While the request is carried to the server,
if an intermediate node finds the requested item in its
cache, it stops forwarding and returns the data to the re-
quester. COOP also studies how to decide which data item
to keep in limited cache, and similar to [1], it uses TTL-
based consistency control mechanism for cached data
items.

In benefit-based data caching [3], the optimization
problem of minimizing total access cost of an ad hoc net-
work with limited memory space and multiple data items
is considered. It is stated that this problem is known to be
NP-hard, so they propose a polynomial-time approxima-
tion algorithm, which achieves a reduction in the total ac-

cess cost at least one-fourth of the optimal solution. They
also give a distributed version of their approximation algo-
rithm, which performs close to the central one. Proposed
approximation algorithm is a greedy approach, which ca-
ches data items in the memory maximizing the reduction
in total access cost in a greedy manner.

A recent study proposes a cooperative caching approach
based on P2P data exchange that aims to create content
diversity among the nodes’ neighborhood for providing
efficient data access [18]. The cross-layer probabilistic esti-
mate for locating the cached data in a node’s proximity is
the novel feature of the approach. Another recent work
proposes adaptive caching methods that consider resource
constraints such as storage space, battery life, and band-
width in MANETs [19]. The cache replication method aims
to balance the broadcast overhead among the nodes for
reducing both energy consumption and bandwidth utiliza-
tion. The cache distribution method aims to redistribute
cached data items based on their demand in the network
for reducing response time and hop count.

2.3. Feature comparison of data replication and caching

Replication aims to form local or close copies of data
items in order to reduce communication cost of data access
and to improve data availability. On the other hand, cach-
ing is the action of saving data items or their paths when
data items are received by nodes. The main difference be-
tween caching and replication can be stated as the caching
occurs after the retrieval of data item, while replication of a
data item can occur before a request received for that item.
Replication is a decision of larger groups, in the sense that,
the nodes decide to make copies based on a global deci-
sion, which involves a larger set of nodes. In general, repli-
cation is generally based on the access statistics of nodes or
other additional network information.

In Table 1, we compare the data replication and caching
techniques that we reviewed using common features crit-
ical for a replication/caching technique. Compared features
are as follows:

� Cluster-based architecture: Does the technique require or
construct a cluster-based architecture?

� Consistency mechanism: Does the technique have a con-
sistency control mechanism with/without update prop-
agation in the network?

� Limited memory: Does the technique have a memory
constraint for replicated/cached data items?

� Routing Protocol Dependency: Does the technique
assume the existence of an underlying routing
protocol?

� Fairness: Does the technique aim at load balancing/fair-
ness among mobile nodes?

� Scalability: Is the technique developed for scalable
networks?

2.4. Controlled flooding

MANETs assume wireless communication among mo-
bile nodes without any physical infrastructure support.
However, this infrastructureless communication causes in-
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creased communication costs. A common message over-
head source in a MANET environment is blind flooding/
broadcasting. Flooding is used in the route discovery
phases of several routing protocols developed for MANETs
[20]. This flooding/broadcasting packets in the network
cause the creation of excessive redundant packets (broad-
cast storm problem [21]) and collision/contention problem
in wireless channel. In large scale MANETs, problems be-
come more pronounced [10].

Broadcasting data to all nodes in a system is an essen-
tial service for several cooperative applications in ad hoc
networks. Such a service should be designed to be efficient
and reliable. In the simple broadcasting method of flood-
ing, a source transmits a data message to all nodes in its
wireless range. On receiving the data for the first time,
each node forwards or rebroadcasts it to nodes in its range.

The works of [22,21] study broadcasting and related is-
sues in a MANET. It is shown that if blind flooding does the
broadcasting, then problems of redundancy, contention,
and collision emerge. These problems with flooding are
known collectively as the broadcast storm problem. In or-
der to deal with this problem, two directions were exten-
sively studied. One is to reduce the probability of
redundant broadcasts, and the other is to distinguish the
timing of rebroadcasts. Based on these, probabilistic, coun-
ter-based, distance-based, location-based, and cluster-
based schemes were developed for efficient broadcasting
in MANETs and analyzed via simulations.

In probabilistic flooding, upon receiving a message for
the first time, a node computes a fixed probability and
rebroadcasts the message with that probability. It has been
shown that plain flooding achieves the highest possible
delivery ratio, particularly for sparse networks, when com-
pared to probabilistic flooding. Furthermore, high delivery
ratio levels in data broadcasting with probabilistic flooding
have been demonstrated to be possible when the rebroad-
casting probability is set to a rather high value [23,24]. For
example, low density network simulations reported in [23]
show that success rate (that is, delivery ratio) varies line-
arly with the rebroadcasting probability and high success
rates are observed with probabilities greater than 0.9.

In order to reduce the number of redundant broadcasts,
additional approaches such as counter-based, distance-
based, and location-based rebroadcasting use local
information at a node to decide whether to rebroadcast a
message. For instance, the counter-based algorithm uses
a counter to control the number of times a broadcast
message is received at a node during the interval before
rebroadcasting is performed. When the counter’s value
reaches a threshold for the message, the rebroadcast is

suppressed. This scheme has been demonstrated to elimi-
nate many redundant broadcasts in dense networks [21].
However, a drawback of such schemes is that they increase
message transmission delays.

To maximize the utilization of incapacitated node re-
sources and to minimize drawbacks caused by flooding,
virtual backbone (or spine) structures inspired by physical
internet backbones were proposed. Virtual backbones are
used in topology management and routing protocol design
in MANETs. They help to avoid the excessive use of broad-
cast flooding in large scale ad hoc networks. There are sev-
eral virtual backbone construction approaches available in
the literature [25–27]. Besides, in [28] it is shown that
routing protocols adapted over virtual backbones perform
better than their original definitions. It is because of the
fact that the backbone enables routing protocols to use
only a subset of nodes in the network for route manage-
ment. By this way, it helps to avoid the excessive use of
broadcast flooding in large scale ad hoc networks.

Another cluster/virtual backbone based scalable MANET
routing approach named Cluster Overlay Broadcast (COB)
was proposed in [29], and its further performance analysis
is described in [30]. This work employs Least Cluster
Change (LCC) algorithm [27] to establish and maintain a
clustered structure of the network, and it has similarities
to our data lookup process. However, it does not extend
the routing process with a scalable data replication mech-
anism. Besides, cluster creation algorithms employed by
these works are also different. Authors analyze the route
discovery complexity of their scheme and conclude that
it is polynomially proportional to the minimum number
of hops between the source node and the destination node.

3. SCALAR

In this section, we first describe the system model, and
then give details of SCALAR composed of:

� a virtual backbone construction algorithm,
� a scalable data lookup protocol, and
� a reactive replication scheme.

Our solution performs well in means of data accessibil-
ity, and does not create too much message overhead to the
network with the increasing number of nodes. These prop-
erties are achieved with the idea of constructing a virtual
and dynamic backbone that minimizes the number of
nodes in the network involved in searching a specific data
item. Virtual backbone construction algorithm is based on
an approximation of minimum connected dominating set

Table 1

Feature comparison table.

Hara et al. [5] DREAM [8] CADRE [6] CLEAR [7] Chen et al. [14] DHTR [15] Yin et al. [1] COOP [4] Benefit-based [3]

Cluster-based � � + + + + � � �

Consist. mech. + + � + � + + + �

Lim. memory + + + + + � + + +
Routing dep. � + � � + + + + +
Fairness � � + + + � � � �

Scalability � � � � � + � � �
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construction problem in graph theory. Scalable data lookup
protocol takes the advantage of using a backbone which
dominates the set of connected network nodes. The dis-
tributed data replication scheme, constructed on top of
the scalable data lookup protocol, increases data availabil-
ity and provides lower message overhead to the system
without putting any extra message cost. It runs in a passive
mode, which means it does not use any dedicated replica-
tion-protocol-specific control packets. Thus, it can com-
pletely eliminate the control overhead caused by active
replication protocols. This is a valuable virtue for any pro-
tocol aiming the scalability. Access frequency and distance
(hop count) of an item to the requesting node are the rep-
lication decision parameters in this scheme. Basically,
nodes are eager to replicate data items that are further
from them with higher request frequencies.

3.1. System model

System environment is assumed to be a meso-scale to
large-scale mobile ad hoc network. Each node in the sys-
tem has a unique host identifier. The set of all nodes is de-
noted as M = {M1,M2, . . . ,MN}, where N is the total number
of nodes in the network. Initially, each node Mi is the own-
er of data item di, where the set of all data items are de-
noted as D = {d1, d2, . . . , dN}. Every Mi can save replicas of
data items in set D, limited with its memory capacity.
Nodes are assumed to be identical with equal memory
capacity and cannot be in any kind of selfishness. Every
node, Mi, is aware of existing data set, D, and can request
any data item dj at any time.

3.2. Virtual backbone construction

We are inspired by the connected dominating set (CDS)
approach as the virtual backbone construction mechanism,
and provide a distributed implementation for our problem.
For the construction of a virtual backbone, a CDS of the
unit-disk graph of network topology is used.

3.2.1. Connected dominating set
A dominating set (DS) of a graph G = (V,E) is a subset of

vertices S 2 V in the graph G, where every vertex v 2 V is
either in the subset S, or adjacent to a vertex in the subset
S. Fig. 1(a) highlights a dominating set in a graph. A con-
nected dominating set (CDS) is a DS whose induced sub-
graph is connected as illustrated in Fig. 1(b).

A CDS of a unit disk graph of a MANET can be useful for
data lookup in the system and dynamic routing of packets.
Hence, the search space of data or route is limited to the
CDS. On the other hand, the computation of the mini-
mum-sized connected dominating set over a graph is an
NP-complete problem. It is because approximations are
used in practice [31].

3.2.2. CDS construction algorithm
A simple distributed algorithm in order to find a CDS in

a unit disk graph G = (V,E) of a MANET has been proposed
in [32]. CDS construction phase of SCALAR is inspired by
this earlier work. The algorithm we use for CDS construc-
tion has the following properties:

� Every node requires only local or single hop information
about the network topology. N(u) is the (open) neighbor
set of node u and N[u] = N(u) [ {u} is called closed
neighbor set of u.

� Resulting set of nodes forms a dominating set; and
every one of them is directly connected to at least one
other dominator node.

� All other nodes, which do not exist in the CDS, are
directly connected to at least one node in the resulting
set.

Algorithm starts with a neighbor list exchange among
nodes. In this step, every node u exchanges its neighbor list
with all of its neighbors, N(u). After sending and receiving
all neighbor lists, every node moves to the marking process.

Marking Process: Initially all nodes start as marked false
(i.e. not a dominator). A node marks itself as true (meaning
that it is a dominator node) if it has at least two non-adja-
cent neighbors in its neighbor list. If G is fully connected,
there will be no dominator in the network after the mark-
ing process, which is meaningful since every node is a
neighbor of every other node in the network.

After the marking process, the initial CDS, V0, is formed
by the nodes that are marked as true. Then, nodes in V0 go
into pruning phases in order to form the final set of CDS
nodes. There are two rules for each pruning phase given
as follows:

Rule 1. Consider two vertices v and u that are marked as
true. If N[v] # N(u) in G and id(v) < id(u), then change the
mark of v to false (not a dominator).

Rule 1 indicates that if any neighbor of v is also a neigh-
bor of u, and v is connected to u and has a lower id value,
then any path including v can be replaced by u; in other
words v covers u. The resulting CDS (V0 = V0 � v) after Rule
1 is still a connected dominating set of G.

Rule 2. Assume that, after applying Rule 1, u and w 2 V0

and they are neighbors of v 2 V0. If;

� N(v) # N(u) [ N(w) in G and,
� id(v) = min{id(u), id(v), id(w)}
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Fig. 1. DS and CDS illustrations of a given network.
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then v is marked false and deleted from the CDS V0.
In other words, Rule 2 indicates that if any two domina-

tor neighbors of v covers v, then v can be eliminated from
the CDS. Again resulting set V0 = V0 � v after Rule 2 is still a
CDS.

After applying two pruning rules to the initial CDS, the
algorithm finalizes the construction of CDS. The entire con-
struction is completed in two rounds (time complexity)
and the message complexity is O(n), where n is the number
of nodes in the network.

3.2.3. Distributed implementation
We have developed and implemented a distributed CDS

construction algorithm that works as follows: Each node
first broadcasts its neighbor information to all of its one-
hop neighbors. After receiving the same information from
its neighbors, it declares itself as dominator (a member
of CDS) if and only if it has two non-adjacent neighbors.
Then it goes into pruning phase, and drops itself from the
CDS, if the rules mentioned in the previous section apply.
During the CDS construction, if a data from the neighbor
list of a node cannot be received due to collision or mobil-
ity of nodes, the procedures can continue to work with
lower performance values such as increased CDS size.

In order to maintain the CDS in mobility scenarios, we
recalculate the CDS by periodically invoking the construc-
tion algorithm. Period of the CDS reconstruction depends
on the mobility behavior of nodes. If nodes are moving fast,
frequent calls of reconstruction may be necessary to sup-
port the connectedness of dominating set. However, it
should be noted that, even with frequent reconstruction
of CDS, it is not guaranteed that nodes determined as dom-
inator form a CDS at any time instance. Thus, the algorithm
proposes a best-effort solution for the construction of CDS
in MANETs.

3.2.3.1. Cost analysis. Message complexity of our distrib-
uted implementation is H(n), where n is the number of
nodes in the network. Distribution of packets sent is as
follows:

� Hello Packets: n? Every node sends exactly one at the
start.

� Neighbor List Packets: n? Every node sends one.
� Dominator-Announce Packets: d 6 n? Every node
marked as dominator broadcasts one. d is the size of ini-
tial CDS constructed.

� Dominator-Cancel Packets: m < d 6 n? Every domina-
tor node marked as non-dominator after applying Rules
1 and 2 sends one of this packet.

Number of total messages sent is t = (2n + d +m), where
2n 6 t < 4n.

3.3. Scalable data lookup protocol

Scalable data lookup protocol searches a data item in
the system by sending the request to the virtual backbone
members, to which every other node is directly connected.
Requests are only forwarded among the backbone nodes,

and as a result the number of nodes involved in the lookup
process is kept limited. This also decreases the message
cost, which is an important burden in large-scale mobile
networks.

A straightforward solution to the data lookup problem
in ad hoc networks is flooding the request to the network.
Another solution is requesting the data item directly from
a specific node, which every node in the system can match
the identification of the requested data item with. This re-
quires the execution of a routing protocol by all network
nodes (i.e. AODV [33], DSR [34]). Both of these solutions
are shown to result in serious contention and collision in
large-scale wireless networks [21,10]. Our solution aims
to meet the necessities of large scale MANETs while keep-
ing the simplicity of straightforward ones. In the rest of
this section, details of our scalable data lookup protocol
will be given and its advantages over basic data lookup
solutions will be discussed.

3.3.1. Node types
Our protocol assumes that every node in the system is

either: (a) backbone (dominator) node, or (b) end system
(dominatee). Nodes are assigned one of these types during
the virtual backbone creation phase. The decision of being
a backbone node purely depends on the nodes’ connectiv-
ity information during the virtual backbone creation. End
systems are only allowed to send their data requests to
one of their neighbors in the backbone. We name this as re-
quest injection. Backbone nodes form the basis of the data
lookup process. We divide this process into two parts:
search and data receive.

3.3.2. Search
A backbone node participates in the search process via

one of the following:

(1) Sending a request generated by itself to a set of back-
bone nodes in its neighborhood.

(2) Forwarding a received request to a set of backbone
nodes in its neighborhood.

(3) Receiving a request generated from an end system or
backbone node.

(4) Receiving a request forwarded from a backbone
node.

In 1 and 2, a backbone node injects a data request into
the backbone. A backbone node, Mi, decides to inject a new
request for item dj if none of the cases below are satisfied:

� dj is owned by the backbone node Mi.
� dj can be found in two-hop vicinity of Mi, where one-
hop neighbors are backbone nodes.

Recall that every node already knows its neighbors and
neighbors of its neighbors (i.e. two-hop vicinity) from the
virtual backbone creation phase. If it is the first case, data
is sent directly to the node that the request is received
from. If it is the second case, the request is forwarded to
the appropriate backbone neighbor who either owns the
data or is on the path to the owner.
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End systems do not have active role and responsibility in
scalable data lookup protocol. They do not forward any re-
quest or data packets. Basically, end systems inject their
requests to the backbone in order to search a data item
in the network by exploiting the dominating set property
of the virtual backbone structure. After a request is in-
jected into the backbone, it is the backbone’s responsibility
to search the requested item and transport the item to the
requester. Similar to backbone nodes, if a requested data
item exists in end system node’s two hop vicinity, request
is directly sent to the appropriate neighbor backbone
member. Otherwise, request is injected via randomly se-
lected backbone node.

During this request forwarding or new request injec-
tion, every node involved in the process saves a hid of re-
quester node, hop distance to requester nodei tuple of
every forwarded or created request into a data structure
(i.e. a hash table) with a unique key:

hrequested item;originator; packet idi

The hash table is then used to route the received data pack-
et to the destination, and is updated when the data is re-
ceived on the way back. Note that, since each received
request is kept in a hash table entry with a unique key, a
node can identify the previously received requests and
can ignore redundant requests.

3.3.3. Data receive
A backbone node participates in the data receive process

by one of the following cases:

(1) If it receives a request for the data item, which it
owns.

(2) If it receives a data packet from a backbone or end
system node for which a data request is forwarded
during the searching phase.

(3) If it is the originator of the request.

In case 1, requested data is packed into a network pack-
et with a unique key and sent to the neighboring node
fromwhich the request is received. The key of the sent data
packet is defined as a tuple of:

hsent item id; destination node of the data packet; req:packet idi

If case 2 holds, backbone node checks its requested items
data structure (hash table) using the key of the received

data packet (given above) in order to match the received
data with a requester node id. If such a requester is found
in the requested items data structure, then received packet
is directly forwarded to it and this request is removed from
the requested items list to avoid multiple transmissions of
same data packet. If it is not found, received packet is ig-
nored. Finally, if case 3 holds for a backbone node, it checks
the key of the received packet in its requested items data
structure. If requester is itself, it puts the data in its mem-
ory space and completes the process.

Data receive is simple in end systems: Every data packet
received is the request of this node. Multiple data recep-
tion for the same request is not possible because this prob-
lem is handled in backbone nodes before coming to end
systems. In SCALAR, obviously, backbone nodes consume
more energy and bandwidth to support the requests and
data reception of other nodes. On the other hand, as stated
before, virtual backbone is dynamic and reconstructed
periodically to support the location changes of nodes due
to mobility. Thus, it is highly possible that some of the
end systems become backbone nodes at some period or
vice versa.

3.3.4. Example scenario
In Fig. 2, highlighted network nodes are backbone nodes

and links connecting backbone nodes are bold. All other
nodes are end systems. The scenario discusses the case in
which node 9 requests data item 1 at time t. Between t
and t +Dt, unit disk graph representation of MANET is
shown in Fig. 2. We assume thatDt is a time period enough
to complete the given steps below:

(1) Node 9 requests data 1 (owned by node 1), and
checks its neighboring nodes list looking for a
backbone node. It selects one backbone node ran-
domly (in this case 3) and sends the request to
that node.

(2) When node 3 receives a data request, if it owns the
requested item, it sends it to 9. However in this
case, data 1 is not owned by 3. Thus, it checks its
one and two hop neighbors. If owner of data can
be found in one of them, it forwards the request
to the appropriate neighbor. In this case, node 3
cannot locate node 1 from 2-hop connectivity infor-
mation. So it forwards the data to a set of random
backbone nodes in its vicinity (set of 2, in this
example). Note that number of nodes to forward
in the backbone can be set based on the node
density.

(3) When nodes 4 and 7 receive the request from 3, they
perform the same checks as 3. During these checks, 7
finds that node 1 is in the vicinity of its backbone
neighbor 5. Node 7 forwards the request to 5. On
the other hand, node 4 has no idea of where node
1 can be. It forwards the data to a set of random
backbone nodes as 3 did (in this case only 6).

(4) Node 6 forwards the request to a random set of
backbone neighbors. In our illustration, we do not
show the ignored requests due to duplication, for
visual clarity. Actually, in this case nodes 3 and 7
ignore the request coming from 6.
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Fig. 2. Example scenario: Node 9 requests data item 1. Dashed lines
represent the propagation of request packets.
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(5) When node 5 receives the request from 7, it for-
wards the request to node 1. Node 1 packs the data
and sends it to 5. After that, every node involved
until request come to node 1 is used as part of the
return path.

3.3.5. Message complexity
The idea behind using a virtual backbone structure for

data lookup in an ad hoc network is to decrease the num-
ber of hosts that receive the request while keeping the
availability of the data item at the same level with flood-
ing-based solutions. The worst-case message complexity
of our algorithm is directly related to the number of nodes
in the backbone (V0). Since every backbone node can for-
ward a unique data request for only once to k of its domi-
nator neighbors, and only backbone nodes can forward
data requests, number of messages sent in the network
for a data request can be bounded to O(k � V0) where
G0 = (V0,E0) represents the reduced graph constructed by
the CDS of network topology graph G. This result shows
that scalability of our protocol depends on the size of the
connected dominating set. Fig. 3 shows the increase in
the size of virtual backbone as the total number of nodes
in the network increases. The graph is generated from
our simulation results of distributed CDS implementation.
Since finding the minimum CDS is NP-complete, better
approximations used in virtual backbone construction
phase of SCALAR increases the data lookup protocol
scalability.

3.4. Reactive replication

Our Reactive Replication (RR) mechanism is built on top
of the scalable data lookup protocol. It is reactive since rep-
lication decision for a data item is done when the data is
received, and it does not require the exchange of explicit
replication control packets. Thus, RR eliminates the control
overhead caused by other active replication schemes, and
it does not put extra cost on the scalable data lookup pro-
tocol. Furthermore, it increases the probability of finding a
data item in a closer node on the virtual backbone, by this
way it helps to decrease the overall messaging cost of the
scalable data lookup protocol.

Both backbone and end system nodes can make a repli-
cation decision by applying the corresponding rules (see
Section 3.4.2. In general, replication decision of a data item
is based on distance to the data owner and its request fre-
quency. RR aims to replicate the distant data items in order
to decrease the number of requests propagated in the vir-
tual backbone. Besides the distance (hop count), RR also
considers the request frequency of an item during its rep-
lica allocation decision. Thus, if a data item is requested
frequently in a specific time period (although its hop count
is smaller than another received data), it may be selected
for replication. RR regulates the local caches of the nodes
so that costly requests are cached preferably. Cost of a re-
quest is calculated using a common function for all node
types as described next.

3.4.1. Cost function
Our cost function uses request frequency history and

distance (number of hops) information to the data owner.
RR aims to replicate frequently accessed distant data. At
node Mj for a data item di, the cost function is defined as:

costðai; hijÞ ¼
aiP
k2Dak

� hij ð1Þ

where ai is the local request frequency history of data item
di and hij is the number of hops between node Mj and the
node that data item di is received from. D is the set of all
the data items available in the system. Basically, this func-
tion gives higher costs to the data items requested fre-
quently in the past and that are distant to the requester
node. By means of this cost function, replicating data items
with larger costs will help to minimize the cost of the suc-
cessive requests to the system. This is because, distance hij
will be reduced in the cost calculation of next requested
data item using a system-wide replication. Furthermore,
an extra backbone node replica in the mid point of the data
path will also help to improve data availability if the data
path is very large. We believe that this behavior makes
sense in large scale networks. With the reactive replication
mechanism, during the search for the owner of a data item,
if a replica is found in the backbone, then the search pro-
cess stops and data receive process starts.

3.4.2. Replication decision
A backbone node gives a data replication decision if one

of the following cases is true, as illustrated in Fig. 4.

� If received data is the backbone node’s own request (not
a forwarded request) and cost of the received data item
is at least as large as the lowest-cost item replicated in a
full cache, then the lowest-cost item is replaced with
the newly received data item. If the cache has vacant
space for a new item, then node does not need to make
a cost comparison for keeping a replica of the data item.
This is for maximum utilization of cache spaces.

Fig. 3. Number of backbone nodes.
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� If the data item is received due to a forwarded request,
then the backbone node checks its position on the path
between receiver and sender of data (by comparing the
hop counts of forwarded request and received data
packet). If it is the middle node in the path, it may
decide to replicate the data item. Decision of replication
is based on comparing the costs of received data item
and lowest-cost item in a full cache. However, if the
cache has vacant space, then the node replicates
received data directly.

An end system’s replication decision is illustrated in
Fig. 5. In contrast to backbone nodes, since end systems
do not take place in data request forwarding, they do not
give replication decisions about being on the middle point
of data path. Therefore, an end system gives a data replica-
tion decision if and only if the following condition is true:

� If cost of the received data item is at least as large as the
lowest-cost item replicated in a full cache, then the low-
est-cost item is replaced with the newly received data
item. However, if the cache has vacant space for a
new item, then the node replicates the data item
directly.

3.4.3. Example scenario
Fig. 6 represents a replication decision example for end

system node 9(M9) when it requests the data item 1, d1.
When M9 receives the d1, its memory is full with the data
item d6, which was replicated in a previous step. When
d1 is received, M9 needs to make a decision about which
data to replicate. At this point instructions are clear for
M9: If the cost of the received data item is as large as the
minimum-cost item in the memory (d6), then put the re-
ceived data in place of it. In our case, assuming that the
cost of d1 (calculated with cost function) is larger than the
cost of d6, M9 replicates d1 instead of d6.

4. Experimental preliminaries

In this section, we describe our simulation environment,
settings and metrics used for performance evaluation.

4.1. Simulation environment

We have developed the model of SCALAR on SWANS
(Scalable Wireless Ad hoc Network Simulation) tool [35].
SWANS is built on Java-based simulation framework JiST
(Java in Simulation Time). Its capabilities are similar to
ns-2 or GloMoSim, moreover it is able to simulate much lar-
ger networks, thanks to JiST’s high performance structure
[35].

Simulation environment is a meso-scale (from 20
nodes) to large-scale (up to 400 nodes) mobile ad hoc net-
work. When we increase the number of nodes in the sim-
ulation, we also apply a proportional increase to the
simulation area while keeping the density of all areas con-
stant. Our motivation for a constant-density network is to
avoid from the side effects of possible collision and conten-
tion on the shared wireless channel. Density of a network
is calculated as follows: density ¼ N � S

A , where N is the total
number of nodes in the simulation, S is size of the coverage
area of a mobile node and A indicates the total simulation
area size. Default simulation parameters are given in Ta-

Fig. 4. Backbone – Replication decision tree.

Fig. 5. End system – Replication decision tree.
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Fig. 6. Example replication scenario: Node M9 requests data item d1,
while its memory is full with d6.
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ble 2. In our simulations, every node can save up to 5 data
items, and each simulation runs for 300 s.

4.2. Performance metrics

We analyze the performance of our system using the
following metrics:

� Success Ratio: This is an important criterion indicating
data accessability for data lookup and replication proto-
cols. Success ratio is the ratio of the number of success-
ful access requests to the number of all access requests
issued. A data replication protocol aims to increase the
accessibility of data items in the network. Different than
conventional static networks, in mobile environments
achieving 100% data accessibility is nearly impossible,
due to mobility of nodes and changing network
topology.

� Average Query Deepness: The average number of nodes
(or hops) traversed by a query when finding the
requested data is called as average query deepness.
Essentially, query deepness is the distance of the
requester to the requested data item in terms of num-
ber of nodes on the successful path found. SCALAR with
replication aims to replicate the data items found at fur-
ther nodes in order to decrease the query deepness of a
data request. Since the number of nodes involved in a
request forwarding decreases with the lower query
deepness values, average cost of a data request to the
whole system is also expected to decrease. Number of
hops that a data item found is also directly related with
query completion delay. Some networking applications
(such as VoIP (Voice over IP), and real-time video broad-
casting applications) require strict timing constraints.
Lower average query deepness values result in lower
delay for data requests.

� Packets Sent per Node: Packets sent per node is defined
as the average number of packets sent by a node. It
includes every packet sent from a node, i.e. routing
layer control packets, and upper layer protocol packets
such as data request and data packets. Broadcast pack-
ets and unicast packets are both counted as one packet
in this calculation. Basically, this metric shows the mes-
sage overhead of a solution to the data lookup problem
with/without replication.

5. Performance results

In this section, we analyze the performance of SCALAR
framework in various network conditions and compare
our results with a data lookup scheme, in which the path

between requester and data source nodes is found using
Ad-hoc On Demand Distance Vector (AODV) routing proto-
col. Due to its popularity, reactive property, and usage in
existing replication methods [15], we choose AODV routing
as the underlying protocol for data lookup comparison. In
our simulations, we aim to examine the performance of
SCALAR in large-scale and high density network conditions,
in which most of the data lookup and replication ap-
proaches fail.

5.1. Scalability

Fig. 7(a) shows that as the number of nodes in the net-
work scales up, in every data lookup approach the success
ratio decreases. This can explained by the increase in the
average query deepness as the number of nodes increases
as shown in Fig. 7(b). As the average query deepness in-
creases, the number of nodes involved in the transmission
of a data request increases. The nodes are mobile and as
the number of nodes involved in this process increases,
the probability of occurrence of a disconnection in the path
from requester to data source increases. This disconnection
could cost an incomplete (or unsuccessful) data request to
the system. On the other hand, it can be concluded that
SCALAR performs better than AODV based data request in
terms of data accessibility.

Fig. 7(b) also shows that using SCALAR with replication
achieves better in terms of query deepness and hence de-
lay times, as expected. The improvement with the replica-
tion case can be higher if the number of data items that
every node replicates increases. Fig. 7(c) shows the average
number of packets sent per node. It is obvious that as the
number of nodes increases in the network, message over-
head introduced by AODV based data request increases
exponentially. This causes a lot of contention and collision,
plus fills the message queues of nodes resulting in packet
drops at the MAC layer. On the other hand, SCALAR can
bound the message overhead to very low levels.

5.2. Node density

As shown in Fig. 8(a), SCALAR achieves considerable in-
crease in the success ratio as node density increases. How-
ever, AODV based data lookup scheme does not scale in
terms of data accessibility with the increasing node densi-
ties. This is due to the high message overhead introduced
in AODV with flooding of routing packets. As the density
increases, negative side-effects of flooding broadcast mes-
sages become visible in the performance values of AODV.
An interesting result in Fig. 8(c) reveals that SCALAR tends
to send fewer packets per node when the density of the
network increases over a threshold value (where the num-
ber of backbone nodes is at maximum), i.e. 3. This is be-
cause in dense networks, the size of connected
dominating set is smaller due to the characteristics of the
algorithm used in virtual backbone construction. On the
other side, Fig. 8(b) shows that SCALAR with replication
achieves lower query deepness than without replication.
In fact, this is the target of RR in our proposed method:
to lower the query deepness of a request and hence de-
crease the delay and message cost.

Table 2

Simulation defaults.

MAC protocol 802.11b
Mobility model Random waypoint
Network protocol IP
Radio range 100 m
Transport protocol UDP
Node speed 1–3 m/s
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5.3. Effect of network load

We investigate the effects of varying data requests per
node that is network load. Network load is varied from 2 re-
quests/s to 16 requests/s on a 200-node MANET scenario.
Results in Fig. 9(a) show that as the network load gets lar-
ger, SCALAR, both with and without replication, performs
better than AODV-based protocol in terms of data access-
ability. However, in low network load of 2 requests/s,
AODV achieves higher data accessability. This is due to
the fact that when the network is not highly loaded, num-
ber of packets transmitted in the network at any given
time is also low. As a result of this, packet loss due to col-
lision and contention in wireless channel is at minimum in
the network. In this case, AODV performs better than SCA-
LAR, since SCALAR performs a probabilistic search method
in the network. However as the network becomes more
and more loaded with data request packets, AODV cannot
adapt itself to this increase. On the other hand, SCALAR
can keep higher levels of accessibility ratio even at higher
network loads.

As shown in Fig. 9(b), average query deepness for SCA-
LAR with replication decreases as the network load gets
larger. SCALAR without replication keeps the average
query deepness stable with the increasing load. Fig. 9(c)
depicts the message overhead of each protocol as a func-
tion network load. The increase in average number of pack-
ets sent per node is much larger for AODV in comparison to
SCALAR for all network load simulations, in particular for
higher loads.

5.4. Node memory space

The number of data items that a node can save in its
memory can increase the performance of data replication,
and large memory sizes help us to see the effect of replica-
tion on data accessibility better. In Fig. 10(a), since SCALAR
without replication and AODV do not replicate data items,
increasing the size of memory does not affect the success
ratio. However, when using SCALAR with replication, we
observe the increase in data accessibility as expected.
Fig. 10(b) also supports the effectiveness of using data rep-
lication by demonstrating the decrease in the average
query deepness of completed data requests. An important
observation from Fig. 10(a) and (b) is that, after a threshold
value of size of memory space (8 in this case), increase in
accessibility and decrease in query deepness decelerates.
We believe that this happens because for 200-node simu-
lation, every node replicating 8 data items gives the same
data variability as replicating 16 data items per node. This
threshold value could be different depending on the net-
work size and network conditions. Optimal memory space
for a specific network condition can be analyzed further
and represented as an optimization problem. Fig. 10(c) re-
ports overhead results showing that AODV creates larger
message overhead in the network.

5.5. Backbone nodes and connectivity relations

Fig. 11(a) depicts the average number of backbone
nodes as a function of number of nodes in the network,
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for different density levels from 0.5 to 5. For larger net-
works, more backbone nodes are needed to protect the
CDS property of the given network graph. Note that, in or-
der to keep the density of a network at a constant rate, we
increase the simulation area while increasing the number
of nodes in our simulations. As shown in Fig. 11(a), for high
density networks, virtual backbones with less number of
backbone nodes can be constructed. Actually, this is a nat-
ural result of CDS construction algorithm, because in den-
ser networks the algorithm can prune more backbone
nodes. In other words, as the density of network increases,
the probability of finding a backbone node that covers all
the neighbors of another backbone node increases which
is the necessary condition for Rules 1 and 2 to prune a
backbone node. Thus, we can conclude that SCALAR scales
well to the increasing node densities in terms of the num-
ber of backbone nodes.

Likewise, Fig. 11(b) presents results for the number of
backbone nodes as a function of node density, for different
network sizes. In this case, it is observed that as the density
increases, number of backbone nodes in the network in-
creases up to a level and then starts to decrease. In very
low density levels, most of the nodes are disconnected
and probably there are not many nodes in each discon-
nected partition and results in less total backbone nodes.
When the density increases, the network starts to become
more connected. As a result, the number of backbone
nodes also increases. However, after some threshold value
(2 in this case), increase in density results in a lower

number of backbone nodes due to the increase in the prob-
ability of finding a backbone node that covers all the neigh-
bors of another backbone node. We observe that on
average the number of backbone nodes is not more than
50% of network size. This means that using a virtual back-
bone, in the worst-case we can flood a request packet to
half of all nodes, and can give the same accessibility of
flooding to all nodes in the network. This property of SCA-
LAR helps it to achieve low overhead in large and dense
networks. In Fig. 11(c), we present the average connectiv-
ity of network nodes for increasing simulation area node
densities. It depicts a natural result: as the density in-
creases, the average connectivity increases.

5.6. Node mobility models

Movement behavior of mobile entities is an important
concept for the realistic simulation scenarios in MANETs
[36]. As argued in [37], choice of a mobility model may af-
fect the results of simulations significantly. In order to
demonstrate the behavior of SCALAR in case of different
mobility models, we implemented Random Walk mobility
model on JiST/SWANS simulator and conducted simula-
tions. As shown in Fig. 12(a), simulations using random
walk model performed slightly worse than random way-
point mobility model in terms of data accessibility. As
shown in Fig. 12(b), average query deepness for random
waypoint is less than randomwalk as the network size gets
larger. Likewise, Fig. 12(c) depicts that average message
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overhead of SCALAR in random waypoint mobility is less
than random walk case. However, in both mobility models,
the behavior of SCALAR is similar. The slight difference be-
tween the mobility model scenarios can be explained by
the definition of models. Random walk model does not
introduce pause times for nodes. However in random way-
point model, every node waits during pause period (set to
5 s in simulations) after reaching a destination (or way-
point). Pause times increase the stability of network nodes
during the simulation, and as a result random waypoint
can give better accessibility ratios compared to random
walk.

5.7. Fairness

We investigate the fairness of SCALAR in balancing the
load of becoming a backbone node in the network.
Fig. 13 shows that nodes with larger IDs have a higher
probability of becoming a backbone node, since the virtual
backbone construction algorithm tends to prune the back-
bone nodes with smaller IDs. Simulations are performed
for 100 nodes in a simulation area with node density of
2. x-axis of Fig. 13 shows the node IDs and y-axis repre-
sents the number of times that each node become a back-
bone node during the entire simulation (500 s). Note that,
in these simulations, since a virtual backbone is recon-
structed in every 12 s, a node can become a backbone node
42 times at maximum.

6. Comparative results: Application scenarios

In this section, we compare the performance of SCALAR
with SAF and DAFN [5] replication approaches on realistic
application scenarios. We also examine the effect of data
request probability and percentage of popular items, and
perform analysis of SCALAR’s cost function, its comparison
with random replica replacement, and investigation of suc-
cess ratio per node.

6.1. Application scenarios

We present two application scenarios in which univer-
sity campus and shopping mall settings are simulated.
These scenarios mainly differ in terms of node density
where mobile agents are assumed to be people using wire-
less devices such as laptop computers, PDAs and cellular
phones. By means of these scenarios, our aim is to investi-
gate the behavior of SCALAR in realistic application set-
tings for MANETs.

6.1.1. University campus scenario
In this scenario, we create a simulation environment

where node density is low (average number of neighbors
is smaller than 10). Mobile nodes are assumed as wireless
devices belonging to pedestrian university students with
velocity range 1–3 m/s which is the average walking speed
of human being. The memory spaces of the devices are
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available to keep 5 data items for replication. Some of the
data items in the network are set to be popular. These pop-
ular data items have a higher request probability (r). In
other words, probability of requesting a popular item (at
each data request generated) is determined by r. The prob-
ability r is set to 0.6 by default, and we also investigate the
effect of varying r. The popular data items in the system
are selected randomly. Percentage of popular data items
in the system is set to two different values (10% and
70%). Table 3 summarizes the simulation parameters.

A possible example of this scenario can be as follows: In
a university campus (which we assume a large campus
area in comparison to student population with low den-
sity), a group of students having cell phones, PDAs and lap-
tops are communicating over IEEE 802.11b in ad hoc mode.
Every student owns a unique data item (personal lecture
notes, MP3s, etc.) that every other student in the network
can be interested in. Students can be mobile or static at any
given time and are eager to participate in this system. Mo-
bile students are walking in the campus area, and pausing
and talking to other people during their travels.

6.1.2. Shopping mall scenario
In this scenario, a shopping mall is simulated. It mainly

differs from the university campus scenario in terms of
node density, assuming a shopping mall is a denser place.
Concepts of node mobility, popular data items and their re-
quest probabilities are similarly applied to this scenario.
Table 4 summarizes the simulation parameters. Overall,
by means of these scenarios, we examine the effect of node

density over the system as well as the percentage of popu-
lar data items and their request probabilities.

6.2. SAF and DAFN replication approaches

We compare SCALAR with the SAF (Static Access Fre-
quency) and DAFN (Dynamic Access Frequency and Neigh-
borhood) approaches in the application scenarios. A brief
explanation of these approaches are presented in Sec-
tion 2.1. Since DCG (Dynamic Group Connectivity) method
proposed in the same study [5] is not applicable to the dis-
tributed implementation in real networks, it is not used in
our simulations. In contrast to SCALAR, these approaches
do not offer a complete data lookup and replication solu-
tion. They only provide a data replication decision algo-
rithm based on data access frequencies and
neighborhood information. Data lookup phase and com-
munication details between requester and source node
are not specified in [5]. Our implementation of SAF and
DAFN replication systems is based on AODV routing algo-
rithm to request and receive data items, since it is less
costly compared to flooding of request packets in the entire
network. We now describe execution of each approach in
our simulation environment.

In SAF, at the beginning of simulation, every node
checks its access frequencies table and selects the highest
frequency x data items and decides to replicate them. Node
broadcasts a request message for each item and this re-
quest is sent into network with the help of neighboring
nodes. When a node receives a request message of another
node, it checks its memory space for the requested item. If
it can find the item, it sends the data to the requester. If it
cannot find the item, it broadcasts the received request to
its neighbors. If the requester receives the data, it puts it
into its memory space and finishes the SAF process.

DAFN starts with an initial SAF execution. But before
requesting data items, every node checks what its neigh-
bors are replicating (this information is provided with a
periodic broadcast message received from its neighbors).
If the same item is selected as candidate for replication,
then it compares its access frequencies with its neighbors’
for that data item. Node with the highest access frequency
for that data item replicates the data. Other one selects an-
other item to replicate. This process is periodically
executed.

6.3. Comparison

Our findings that compare SCALAR, SAF and DAFN
data replication approaches are as follows. In the low
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Fig. 13. Number of times each node (x-axis: node id) become a backbone
node during the simulation.

Table 3

University campus scenario – Parameters.

Nodes Area (m2) Velocity 1–3 m/s

20 316 � 316 r 0.6 (default)
50 500 � 500 % of Pop. items 10% and 70%

100 707 � 707 Mobility model R. waypoint
200 1000 � 1000 Req. per node 3 Requests
400 1414 � 1414 Memory size 5 Items/node

Table 4

Shopping mall scenario – Parameters.

Nodes Area (m2) Velocity 1–3 m/s

20 200 � 200 r 0.6 (default)
50 317 � 317 % of Pop. items 10% and 70%

100 447 � 447 Mobility model R. waypoint
200 632 � 632 Req. per node 3 Requests
400 895 � 895 Memory size 5 Items/node
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node density university campus scenario, SCALAR
achieves very high success ratio in comparison to DAF
and SAFN. Simulation results in Fig. 14(a) and (b) show
that for even smaller number of nodes, SAF and DAFN
cause very low data accessibility and high message over-
head. However, as the number of nodes increases, perfor-

mance of each replication approach drops significantly.
In each simulation, SCALAR outperforms SAF and DAFN
replication in terms of data accessability. Besides, it is
shown in Fig. 14(b) that number of packets sent per
node is extremely high in DAFN due to periodic reloca-
tion of replicas.
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Fig. 14. Comparative simulation results: (a) and (b) University campus scenario, (c) and (d) Shopping mall scenario.
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In the high density shopping mall scenario, SAF and
DAFN perform similar to previous scenario in terms of data
accessibility as shown in Fig. 14(c). On the other hand,
SCALAR improves its accessibility performance signifi-
cantly. In high density networks, connectivity is high; so
it is expected that data accessibility would increase. How-
ever, in SAF and DAFN, when the network becomes denser,
broadcast storms and collisions in the wireless channel in-
crease. As shown in Fig. 14(d), this results in high message
overheads. Thus, even though connectivity is increased,
data accessability performance does not improve for SAF
and DAFN in this scenario.

6.4. Data request probability and percentage of popular items

The data request probability (r) for popular data items
is varied from 0.5 to 0.9. For the percentage of popular data
items over all data items in the system, we consider two
cases. The first case (10% popular data items) reflects the
fact that a small percentage of data items are popular in
the system, whereas the second case (70% popular data
items) considers a system in which majority of data items

are popular. Fig. 15 show the success ratio and overhead
results obtained for the university campus scenario for dif-
ferent request probability and percentage of data items.
We also analyzed corresponding results obtained for the
shopping mall scenario. These performance results are
evaluated as follows.

As shown in Fig. 15(a), when only a small portion of
data (10%) is popular in the system and requested with a
higher probability, success ratio increases proportionally
for all network sizes as r increases from 0.5 to 0.9. This
improvement in success ratio as a function of r also causes
a drop in the number of packets sent (Fig. 15(c)). Thus,
SCALAR performs better for the cases when a small per-
centage of data items are popular in the system and they
are requested frequently in comparison to other data
items. This behavior is valid for both low and high node
density applications, and it is scalable as the network size
increases. In fact, an example for the small portion of data
being popular in the system could be a flash-crowd sce-
nario. As soon as a popular data is released, a flash-crowd
of data requests is expected in which many users strive
to achieve a copy of the popular data.

When the ratio of popular data items is large (70%) in
the system, the success ratio stays stable as r increases.
As shown in Fig. 15(b), this is observed for all network sizes
in both application settings. Likewise, overhead in the form
of number of packets sent stays almost constant as r in-
creases (Fig. 15(d)). Thus, SCALAR’ s performance is not ad-
versely affected in the cases where majority of the data in
the system is popular and requested with a high probabil-
ity (in comparison to a smaller portion of data not re-
quested very frequently).

6.5. Cost function analysis and success ratio per node

In order to evaluate the benefit of the cost function dur-
ing the replication decision, we compared it with the case
where random replacement is performed when the cache
of a node is full. That is, instead of using cost function
and comparing the cost of newly received data item with
the minimum cost replica in the cache, random replace-
ment picks a data item in the cache randomly for replace-
ment with the new item. We have run simulations for
different number of data requests per node (r). Fig. 16
show results for different network sizes and corresponding
average success ratios obtained using cost function based
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Fig. 16. Cost function analysis and comparison with random replacement.
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Table 5

Success ratio per node: Standard deviations.

Network size 20 50 100 200 400
Standard deviation 16.82 14.98 17.82 18.88 17.92
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replacement and the random replacement. As the number
of data requests per node (r) gets larger, benefit of using
cost function becomes more pronounced. For example, as
shown in Fig. 16(c) for r = 30, success ratio is about 8–
10% better when using cost function in comparison to ran-
dom replacement.

We also investigated the individual success ratios per
node. Fig. 17 shows sample results for runs on 100, 200
and 400-node networks. Success ratio values are stable
among the nodes, and also standard deviations of the suc-
cess ratio values computed over all nodes for different net-
work sizes are very similar. Thus, success ratio variation
over the network is not affected by the network size as
shown in Table 5.

7. Conclusions

We proposed a scalable data lookup and reactive repli-
cation (SCALAR) protocol for MANETs. It is a low-cost solu-
tion in terms of message overhead so that it can be easily
adapted to large scale network scenarios. On the other
hand, it is as successful as other high-cost lookup solutions
when searching the requested data in the network. SCALAR
consists of three main parts: (1) virtual backbone construc-
tion, (2) scalable data lookup protocol and (3) reactive rep-
lication approach. We compared the performance of
SCALAR with an AODV-based data lookup process as well
as well-known replication protocols in different applica-
tion scenarios. SCALAR outperforms the other approaches
and it can perform quite well in very high node density
networks. On the other hand, other replication and data
lookup approaches failed to keep their performances at a
certain level as the number of nodes and node density in
the network increase. We observed that these performance
losses are due to exponentially increasing message traffic
caused by increasing number of nodes or density.

Our reactive replication approach does not expose any
explicit control messages to the system and gives replica-
tion decisions when a new data item is received by a back-
bone node. Replication decision is based on the local access
request statistics of received data item and distance of it to
the requester node. We can conclude that connected dom-
inating set based backbone structure of SCALAR, combined
with the scalable data lookup protocol can keep the mes-
sage overhead of the proposed protocol at very low levels.
In SCALAR, we developed a lightweight lookup and replica-
tion approach, which can adapt equally well to large scale
or high density network conditions. As future work, effect
of keeping history of requests to the same data item on
improving data availability can be investigated. Further-
more, mathematical modeling of the protocol and network
conditions can be developed in order to optimize specific
node or network parameters for better performance.
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