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Abstract

We review the scaling theory of disordered itinerant electrons with e-e interactions. We first show how to adjust the
microscopic Fermi-liquid theory to the presence of disorder. Then we describe the non-linear sigma model (NLSM)
with interactions (Finkel’stein’s model). This model is closely connected to the Fermi liquid, but is more generally
applicable, since it can also be viewed as a minimal effective functional describing disordered interacting electrons.
Our discussion emphasizes the general structure of the theory, and the connection of the scaling parameters to con-
servation laws. We then move on to discuss the metal-insulator transition (MIT) in the disordered electron liquid
in two and three dimensions. Generally speaking, this MIT is a non-trivial example of a quantum phase transition.
The NLSM approach allows to identify the dynamical exponent connecting the spatial and energy scales, which is
central for the description of the kinetic and thermodynamic behavior of the system in the critical region of the MIT in
three dimensions. In two dimensions, the system can be discussed in terms of a flow in the disorder-interaction phase
plane, which is controlled by a fixed point. We demonstrate that the two-parameter RG-equations accurately describe
electrons in Si-MOSFETs including the observed non-monotonic behavior of the resistance and its strong drop at low
temperatures. The theory can also be applied to systems with an attractive interaction in the Cooper channel, where
it describes the suppression of superconductivity in disordered amorphous films. We extend our discussion to heat
transport in the two-dimensional electron liquid. Similar to the electric conductivity, the thermal conductivity also ac-
quires logarithmic corrections induced by the interplay of the electron interaction and disorder. The resulting thermal
conductivity can be calculated in the NLSM formalism after introducing so-called gravitational potentials. It may be
concluded that the combined effect of disorder and e-e interactions determines all aspects of the physics of itinerant
electrons in the presence of disorder.

Keywords: electric transport, electron-electron interactions, metal-insulator transition, nonlinear sigma model,
renormalization group, thermal transport

1. Introduction

Landau’s original Fermi liquid theory has been formulated for clean interacting systems. The limits of appli-
cability of this theory are reached when the production of multiple electron-hole pairs becomes too effective and
quasi-particles are no-longer well-defined. Elastic impurity scattering by itself does not generate electron-hole exci-
tations and, therefore, some elements of the Fermi-liquid description carry over to disordered electron systems. The
focus, however, shifts from quasiparticles to diffusing electron-hole pairs. Such pairs are described by a singular dif-
fusion propagator 1/(Dq2− iω), also known as the ”diffuson”. For temperatures smaller than the elastic scattering rate,
T . 1/τel, diffusion modes rather than quasi-particles determine the physics on large spatial scales. Furthermore, the
interaction amplitudes acquire non-analytic corrections in the presence of disorder. Conversely, the resistivity - which
is a measure of the effective disorder strength - also acquires corrections which depend on the value of the interaction
amplitudes.

In dimension d = 2, all corrections both to the diffusion coefficient (electric conductivity) and the interaction
amplitudes are proportional to ln 1/Tτel, i.e., logarithmically divergent at low temperatures. In higher dimensions,
the problem becomes logarithmic near the MIT. The divergent corrections signal that there is a need for a scale-
dependent description of the system. The scheme most suitable for the analysis of the singular corrections arising in
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the system of diffusing electrons is the Renormalization Group (RG). In the RG-analysis, the scattering rate 1/τel acts
as a high-energy cutoff, because only states with energy smaller than 1/τel are relevant in the diffusive regime, while
the temperature T enters as a low-energy cutoff. The RG-scheme is able to account for both effects, the disorder and
the e-e interactions, in a consistent fashion, producing as an output a system of coupled equations.

Since the RG-analysis requires a synthesis of very different phenomena, the original Hamiltonian written in terms
of the fermionic fields is not appropriate for this task. Instead, the RG-analysis of the disordered electron liquid
can be performed using a mapping of the original fermion problem onto the effective matrix functional, the NLSM.
This treatment was originally developed for non-interacting electrons, but it was possible to extend it by introduc-
ing additional terms that describe electron-electron interactions including the long-range Coulomb interaction (the
Finkel’stein model). Although the derivation of the latter functional has been performed under certain constraints, the
result is a minimal functional that incorporates all essential degrees of freedom and symmetries. As such, it is not a
model, in a similar sense as Landau’s Fermi-liquid theory is not a model. Treated within the Gaussian approximation
(i.e., keeping only the quadratic expansion of the matrices with respect to their equilibrium values), the Finkel’stein
model reproduces the Fermi-liquid description of the electron liquid. The conservation laws (number of particles,
spin, and energy) introduce strong limitations on the form of the correlation functions which can be calculated with
the use of the NLSM with electron interactions. The dynamic exponent connecting the spatial and energy scales,
which is central for the description of the critical region of the MIT, is determined by one of the RG equations. With
this equation at hand, the technique of the matrix NLSM allows to understand the critical behavior of the MIT in
dimension higher than two. This includes thermodynamic quantities as well as kinetic ones. In two dimensions, the
RG-flow captures both quantitatively and qualitatively the physics of the disordered electron liquid. The experimental
data obtained for 2d electrons in MOSFETs can be presented as a flow in the interaction-disorder phase plane and
provides strong support of the scaling theory. The theory can be extended to the description of amorphous supercon-
ducting films, where disorder can lead to a suppression of the superconducting transition temperature. Similar to the
electric conductivity, the thermal conductivity also acquires pronounced temperature corrections at low temperatures,
which can be analyzed by extending the NLSM to include so-called gravitational potentials. The scaling theory for the
description of the disordered electrons has been introduced originally as an almost heuristic hypothesis by extending
the original ideas of Thouless. The technique of the matrix NLSM allows to put the scaling theory of the disordered
electron liquid on firm grounds.

This manuscript is structured as follows. In Sec. 2, we introduce elements of the Fermi-liquid description of
the disordered electron liquid. We discuss the density-density and spin-spin correlation functions and their relation
to the transport coefficients for charge and spin. Sec. 3 is devoted to the NLSM approach for interacting electron
systems, a powerful field-theoretical description of the disordered electron liquid. The NLSM can be subjected to an
RG treatment in order to analyze non-analytic corrections to transport coefficients and thermodynamic quantities that
arise at low temperatures. The structure of Fermi-liquid theory is preserved during the RG procedure, albeit with scale
and temperature-dependent parameters. The resulting scaling theory of the MIT in three dimensions is the subject of
Sec. 4. Section 5 is concerned with the application of the RG-analysis to amorphous superconducting films. The MIT
in two-dimensional disordered systems is reviewed in Sec. 6, with particular emphasis on the comparison between
theory and experiment. In Sec. 7, we generalize the RG approach to the thermal conductivity, and discuss the origin of
the violation of the Wiedemann-Franz law in the disordered electron liquid. We finally conclude with a brief summary
in Sec. 8.

This review extends and updates the material discussed in Ref. [1]. A compact presentation of the subjects covered
in this review can be found in Ref. [2].

2. Fermi-Liquid in the presence of disorder: 1/τel > T, ω,Dk2

In Landau’s original microscopic theory of the clean Fermi-liquid [3, 4], the term vFnk/(ω− vFnk) is used as
the propagator of an electron-hole pair, see Ch. 2, §17 in Ref. [3]. This expression describes propagation of the pair
along the direction n, when the momentum difference of the two quasiparticles is k, and the frequency difference is
ω. In order to obtain this propagator, one needs to integrate out the energy variable ξ = ε(p) − µ. The product vFnk
originates from the energy difference of the constituents of the pair, δεk(p) = ε(p + k) − ε(p) ≈ vFnk where n = p/p.
The singularity at small momenta and frequencies of the electron-hole pair propagator carries over to the two-particle
vertex function Γ(ω,k) since this function describes, among other processes, rescattering of electron-hole pairs. The
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propagator vFnk/(ω− vFnk) may be rewritten as the sum of a static and a dynamical part: [−1 + ω/(ω − vFnk)]. In
fact, it is more convenient to keep explicitly only the dynamical part of this propagator, ω/(ω− vFnk), and to delegate
the static part (equal to −1) to the amplitude of the electron-electron (e-e) interaction. The resulting static amplitude
is denoted as Γk [N.1] (to keep the discussion focused we delegate some notes to a separate section following the main
text).

For large times, t � τel, electrons have undergone many collisions with impurities. Then, after averaging over the
directions n, the dynamical part of the electron-hole pair propagator acquires a diffusive form

ω

ω − vFnk
=⇒

ωn

ωn + ivFnk
=⇒

ωn

ωn + Dk2 , (1)

where D = v2
Fτel/d is the diffusion coefficient for the spatial dimension d [N.2]; it is assumed that 1/τel > Dk2, ω,T .

In D, both vF and τel incorporate the Fermi-liquid renormalizations. In view of potential complications induced by
the singular denominator, the analytical continuation of ω to the imaginary (Matsubara) axis was performed here. The
right term in Eq. (1) describes the free diffusion of electron-hole pairs between acts of rescattering induced by e-e
interactions as illustrated in Fig. 1.
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Figure 1: Disordered Fermi-liquid: geometric series leading to Eq. (3). Dashed lines symbolize the impurity scattering after
averaging over a random disorder realization. In the framework of Fermi liquid theory only ladder-like processes are kept.

In clean Fermi-liquids, different angular harmonics Γk
l of the interaction amplitudes are coupled. On the contrary,

in the presence of disorder only the zeroth harmonic of the interaction amplitude, Γk
l=0, is relevant for the rescattering

of diffusing electron-hole pairs [N.3]. All other harmonics with l , 0 are eliminated by random impurity scattering.
As a result, the calculation of Γ(k, ω) reduces to a simple summation of a geometric series. The two-particle amplitude
Γk

l=0 can be split into parts which can be classified according to their spin structure:

νa2Γk
l=0

α1α2

α3 α4
=

1
2

[
2Γ̃ρδα1,α3δα2,α4 + Γσ~σα1,α3~σα2,α4

]
. (2)

Here, the singlet-channel amplitude Γ̃ρ controls propagation of the particle-number density ρ(k, ω) in the singlet
channel, S = 0, while Γσ controls the spin density, i.e., the triplet channel, S = 1 [N.4]. In Eq. (2), ν is the single-
particle density of states per one spin component at energy εF , and the factor a2 describes the effect of the so-called
wave function renormalization of the interaction amplitudes which originates from scales shorter than the mean free
path. Renormalizations originating from larger spatial scales as well as energies smaller than 1/τel are described by
the RG, and they will be discussed below.

A key point in studies of the true electron liquid, i.e., a quantum liquid with charge-carrying fermions is the long-
range character of the Coulomb interaction which requires special care. With this in mind, one has to identify terms
in the interaction amplitude Γ̃ρ that carry information about the singular behavior of the Coulomb interaction at small
momenta. (Graphically, these terms can be disconnected by cutting a single Coulomb interaction line, see Fig. 2.) The
resulting amplitude of this part of the e-e interaction will be denoted as Γ0

ρ, while the remaining interaction amplitude,
which is irreducible with respect to the Coulomb interaction, will be denoted as Γρ. The latter part describes the
short-ranged part of the e-e interaction in the singlet channel that is not sensitive to the Coulomb singularity at small
momenta. As a result, the amplitude Γ̃ρ has been split into two terms, Γ̃ρ = Γ0

ρ + Γρ.
To include dynamics in the ρ- and σ-density channels, one has to consider a ladder of either Γρ- or Γσ-amplitudes

alternating with dynamical electron-hole propagators. The resulting amplitudes Γρ(k, ω) and Γσ(k, ω) acquire the
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Figure 2: The screened Coulomb interaction. The triangular vertices γρ are attached to the ending points of the interaction line. The
ellipse with shaded square stands for the polarization operator.

form:

Γα(k, ω) = Γα
Dk2 + ωn

Dk2 + (1 − Γα)ωn
, α = ρ, σ. (3)

The position of the diffusion pole in Γρ,σ(k, ω) shifts as a result of rescattering induced by the interaction amplitudes.
This shift is the origin of the renormalization of the diffusion coefficients that is different in the ρ- and σ channels.
The amplitudes Γρ,σ are related to the standard Landau parameters of Fermi liquid theory as 1 − Γα = 1/(1 + Fα

0 ).
In the analysis of the density-density correlation functions for a charged liquid, one has to follow the same pro-

cedure as discussed above for the interaction amplitude in the ρ-channel. The focus of attention has to be directed
toward the polarization operator Π(k, ωn), which is the density-density correlation function irreducible with respect to
the Coulomb interaction. The polarization operator Π(k, ωn) can be written as the sum of a static and a dynamical part,
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Figure 3: Disordered Fermi-liquid: dynamical part of the polarization operator Π(k, ωn).

as described for the interaction amplitude Γα(k, ωn) above: the dynamical part of the polarization operator contains
two “triangle” vertices γρ = 1 − Γρ separated by a ladder of dynamical electron-hole pair propagators, see Fig. 3.
The left and right vertices γρ do not contain the dynamical sections. The static part and the dynamical part of the
polarization operator can be combined as follows

Π(k, ωn) = Πst − 2ν (γρ)2
[

ωn

Dk2 + (1 − Γρ)ωn

]
(4a)

=⇒ Πst
Dk2

Dk2 + (1 − Γρ)ωn
. (4b)

The polarization operator vanishes in the limit k → 0 at finite ωn , 0, as required for the correlation function of a
conserved quantity.

Introducing the diffusion coefficient Dρ of the particle number density ρ, one may rewrite the polarization operator
in Eq. (4b) in a diffusive form

Π(k, ωn) = Πst
Dρk2

Dρk2 + ωn
Dρ =

D
1 − Γρ

. (5)

The polarization operator Π(k, ωn) can be related to the current-current correlation function through the continuity
equation ∂ρ/∂t + ∇ · j = 0. Then, with the help of the Kubo formula, one obtains the Fermi-liquid expression for the
electric conductivity (e is electron charge):

σcharge

e2 = lim
k→0

ωn

k2 Π(k, ωn) =
∂n
∂µ

Dρ = 2νD. (6)

This is the Einstein relation for the electric conductivity σ ≡ σcharge. It is noteworthy that the electric conductivity is
not determined by the naı̈ve expression (∂n/∂µ)D, but rather by the product (∂n/∂µ)Dρ. This point is very important.

4



The compressibility ∂n/∂µ = 2ν(1−Γρ) of the dilute two-dimensional electron gas is often negative in heterostructures
[N.5]. However, the negative renormalizations of ∂n/∂µ and Dρ cancel when calculating the conductivity, which is
unquestionably positive.

It remains to comment why the irreducible part of the density-density correlation function, Π(k, ωn), rather than
the full correlation function, has been used to find the conductivity, see Ref. [5]. The terms that can be disconnected
by cutting a single Coulomb line describe the rearrangement of the system in response to the external perturbation.
The point here is that conductivity is a response to a resulting field acting on a charged electron (the arguments go
back to Ref. [4]). This resulting field is measured by a voltmeter as the difference in the electro-chemical potential.
Thus, by keeping only terms that are irreducible with respect to the Coulomb interaction the rearrangement has been
taken into account, and one can obtain the electric current in response to the actual field.

In the case when the total spin of conducting electrons is conserved, the scheme of Ref. [5] outlined above can
straightforwardly be applied for the analysis of the spin-density correlation function [6, 7]. In this case, the external
vertices contain a spin operator σx/2 that corresponds to a probing magnetic field directed along the x-axis. These
vertices are renormalized by the e-e interactions, and the corresponding renormalization factor is denoted below
as γσ. In spite of this modification, all formulas for the spin-density correlation function χxx

s (k, ωn) are similar to
those obtained in the case of Π(k, ωn). The only change is the substitution of Γρ by Γσ in the above expressions.
Correspondingly, one should replace γρ → γσ and Γρ → Γσ in Fig. 3, as illustrated in Fig. 4.
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Figure 4: Disordered Fermi-liquid: dynamical part of the spin-density correlation function χs(k, ωn).

The static part of the spin-density correlation function χxx
s (k, ω) is the spin susceptibility χs, just like the static

part of the polarization operator is the susceptibility ∂n/∂µ (closely related to the compressibility). As a result of the
Fermi liquid corrections, χs ≡ χ

xx
s (k → 0, ωn = 0) is modified by the factor (1 − Γσ) compared to χ0

s = (g0
LµB/2)22ν

for the clean Fermi gas, so that χs = χ0
s(1 − Γσ). In the standard Fermi-liquid notation, 1 − Γσ = 1/(1 + Fσ

0 ). Usually,
Fσ

0 is negative. Then, (1 − Γσ) describes the Stoner enhancement of the spin susceptibility as well as the suppression
of the spin-diffusion coefficient Dσ = D/(1 − Γσ)

χxx
s (k, ω) = χ0

s(1 − Γσ)
Dk2

Dk2 + (1 − Γσ) ωn
= χs

Dσk2

ωn + Dσk2 . (7)

The Einstein relation for the spin conductivity reads as

σspin

(g0
LµB/2)2

=
1

(g0
LµB/2)2

lim
k→0

ωn

k2 χ
xx
s (k, ωn) = 2ν(1 − Γσ)Dσ = 2νD. (8)

Taken together, Eqs. (6) and (8) reflect the fact that both the charge and the spin are carried by the same particles.
Conclusion: The theory of the disordered Fermi-liquid focuses on diffusing electron-hole pairs. For temperatures

(frequencies) smaller than the elastic scattering rate, T . 1/τel, diffusion modes and not quasi-particles determine
the physics on large spatial scales. The conservation of the particle-number and the conservation of spin dictate the
possible form of the corresponding correlation functions. The theory contains two parameters, Γρ and Γσ, which
describe Fermi-liquid renormalizations in the charge- and spin-density channels, respectively.

Up to now, averaging over disorder has been performed in a very particular fashion. Namely, within the framework
of the Fermi-liquid theory, disorder has been considered only in the dynamical blocks describing diffusive propagation
of electron-hole pairs interrupted by rescattering induced by the e-e interaction. This separation of the e-e interaction
and disorder is the main approximation of the disordered Fermi-liquid theory.

The content of this Section is a byproduct of a more general theory of the e-e interactions in disordered conductors
developed by Finkel’stein in Refs. [5, 6].
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3. Beyond Fermi-liquid theory: non-linear sigma model and scale-dependent theory of the disordered electron
liquid

Matrix elements determining amplitudes of the e-e interaction are strongly modified by disorder, especially for
states that are close in energy. Two examples for the modification of e-e interaction amplitudes by impurity scattering
are shown in Fig. 5. The amplitudes are decorated by ladders of dashed lines which result after averaging over

p-q

p’+k+q

� �

� �

p+k p+k+q p'+k

p'p-qp

p+k p'+k

p-q

p

p'-q

p'

p’+k

Figure 5: Examples of the e-e interaction amplitudes modified by disorder.

impurity scattering. Each of these ladders generates a diffusion propagator 1/(Dq2 + ωn) and, consequently, is called
”diffuson”, see Fig. 6 (When frequency is on the real axis, the diffuson is equal to 1/(Dq2 − iω).]). The origin of the
diffusion propagator has been described in connection with Eq. (1). Diffusons, being singular, play a special role in
modifying (renormalizing) the interaction amplitudes. The diffusons responsible for the disorder dressing in Fig. 5 are
integrated either over momentum q only, as in the example shown in the left panel, or over momentum and frequency,
as in the right panel. In the diffusive transport regime relevant momenta q lie within an interval determined by the
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Figure 6: Diffuson: propagators that capture the diffusive propagation of the electron-hole pairs at large time and length scales are
called ”diffusons”. In the figure on the left, the solid lines represents retarded and advanced disorder-dressed Green’s functions.

condition 1/τel > Dq2 & T . The temperature T acts as a low-energy cut-off due to the smearing of the electronic
energy distribution. Eventually, this is the reason why the integration over momenta [N.6] can result in corrections to
the e-e amplitudes that are non-analytic in temperature [5, 6, 8].

Besides the diffuson there is another mode, called the Cooperon, which also generates non-analytic corrections of
various kinds [9, 10]. This mode is a ”cousin” of the diffuson, and it has the same diffusion propagator. The Cooperon
represents a particle-particle pair with small total momentum propagating in a disordered environment, see Fig. 7. It is
called the Cooperon, because of its obvious relevance for the Cooper channel in which the superconducting instability
develops.

The electric conductivity [11, 12] and, correspondingly, the diffusion constant D also acquire corrections that are
non-analytic in temperature [5], due to the combined action of the e-e interaction and disorder in the diffusive regime
[N.7]. The two diagrams displayed in Fig. 8, among others, contribute to the corrections to the diffusion coefficient
D.

In d = 2, corrections both to the diffusion coefficient (electric conductivity) and the interaction amplitudes are
logarithmically divergent in temperature, i.e., proportional to ln 1/Tτel. Logarithmic corrections to the conductivity
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Figure 7: Cooperon: disorder-averaged propagator of a particle-particle pair with small total momentum. The Cooperons capture
the effects of quantum interference which lead to the weak-localization corrections.
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Figure 8: Examples of diagrams contributing to the corrections to the diffusion constant D due to the interplay of disorder and
interactions.

caused by the e-e interaction were first obtained by Altshuler, Aronov & Lee [11, 12] and, conversely, to the interaction
amplitudes themselves by Finkel’stein [5]. In higher dimensions, the problem becomes logarithmic near the metal-
insulator transition as has been discussed in Refs. [13, 14, 8, 15]. The divergent corrections signal the breakdown of
the Fermi-liquid theory in the naı̈ve form presented above. There is a need for re-summation of the divergent terms
but, most importantly, there is a need to clarify the general structure of the theory.

Objectives for the renormalization group (RG) analysis: At low temperatures, the corrections to the resistivity and
the corrections to the e-e interaction amplitudes Γρ and Γσ are mutually coupled. The corrections to the resistivity
depend on the interaction amplitudes. The corrections to the interaction amplitudes, in turn, are a function of the
strength of disorder, which can be measured in terms of the resistivity. The corrections are the more significant the
larger the resistance is. The RG is able to account for both effects in a consistent way. In the RG scheme, one can
obtain coupled (flow) equations for the resistivity and for the interaction amplitudes. Reviews of the RG-theory in
disordered conductors can be found in Refs. [16, 17, 18] and also in Ref. [8]. For a review of recent advances see
Refs. [19, 20].

The RG-analysis for disordered conducting fermions can most efficiently be performed using the technique of the
matrix NLSM [21]-[24]. This technique was originally introduced for non-interacting systems by Wegner [21], who
made use of replicated bosonic variables to derive the NLSM. In an important further development, Efetov, Larkin,
and Khmelnitskii [24] employed fermionic (Grassmann) variables for the derivation of the NLSM. This fermionic
formalism then served as a natural starting point for an extension of the theory to interacting electronic systems. In
matrix terms, the disorder-averaged N-replica partition function of interacting electrons reads as 〈ZN〉 =

∫
dQ̂ e−S [Q̂],

where

S [Q] =
πν

8

∫
ddr Tr [D(∇Q̂)2 − 4z(ε̂Q̂) −

πν

16

∫
ddr {Q̂(Γ̂0

ρ + Γ̂ρ)Q̂ + Q̂Γ̂σQ̂ + Q̂Γ̂cQ̂}. (9)

This functional is usually referred to as Finkel’stein’s NLSM [5, 6, 16]. The matrix field Q̂ lies in a manifold limited
by the constraints: Q̂2 = 1, Q̂ = Q̂†, and Tr Q̂ = 0. These constraints make the problem non-linear and also very
non-trivial. The components of the matrix Q̂ are defined as Qi j,αβ

n1,n2 , where n1, n2 are frequency indices, i, j are the
replica indices, and α, β include the spin and quaternion indices. The quaternion indices are needed to incorporate
both the diffusons and Cooperons within one scheme. The replica limit, N → 0, should be taken in order to perform
the averaging over different realizations of disorder [N.8]. The frequency matrix is (ε̂)i j,αβ

n,m = εnδnmδi jδαβ, where
εn = (2n + 1)πT are fermionic Matsubara frequencies. All the interaction terms are restricted by the energy and
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momentum conservation laws [N.9]. The notation for the interaction terms is symbolical. For example, we omitted
the Pauli matrices acting in the spaces of spin and quaternion degrees of freedoms [6, 16]. The additional term
Γ̂c describes the e-e interaction in the Cooper channel. The interaction amplitudes Γα=ρ,σ,c are dimensionless, but
elements of the forms (Q̂Γ̂aQ̂) contain a factor of 2πT in the imaginary time technique. All further discussions in
this and the following sections, with the exception of Sec. 7, will be based on the replica NLSM in the Matsubara
frequency representation.

Besides the diffusion coefficient and the interaction amplitudes, Finkel’stein’s NLSM contains the parameter z,
which accompanies the frequency matrix in the action S [Q]. This parameter equals 1 in free electron systems, and
remains equal to 1 in the Fermi-liquid description of the disordered electron liquid. However, it acquires renormal-
ization corrections when the theory is extended beyond the limits of the disordered Fermi-liquid theory deep in the
diffusive regime. The parameter enters the diffuson and Cooperon propagators as a frequency renormalization. Dur-
ing the course of the RG-procedure, the frequency renormalization is crucial for maintaining compatibility with the
conservation laws for charge and spin. As will be discussed Sec. 4, the parameter z plays a central role in the critical
region of the metal-insulator transition, since it determines the relative scaling of the frequency and the length scale
[13].

The saddle-point value of the matrix Q̂, which is usually denoted as Λ̂, is fixed by the frequency term (ε̂Q̂) in
the above action; Λ

i j,αβ
n,m = sign(n)δnmδi jδαβ. It is clear that for small εn the fluctuating matrix Q̂ is only weakly fixed

to its equilibrium position Λ̂ and, correspondingly, fluctuations are strong [N.10]. The fluctuations of the Q̂-field are
diffusons and Cooperons, which can be obtained by expanding the first two terms in S [Q] up to quadratic order in
δQ̂=(Q̂ − Λ̂) and take the form 1/(Dk2 + zωn).

The functional S [Q] describes disordered interacting electrons with energies smaller than 1/τel. The Fermi-
liquid description of the disordered electron liquid presented in Sec. 2 is obtained from a quadratic expansion of
the action S [Q] in deviations of Q̂ from Λ̂ [N.11]. The coefficients in the action S [Q] incorporate the Fermi-liquid
renormalizations. The disorder-averaged interaction amplitudes, the diffusion coefficient D as well as the parameter
z become scale-dependent at energies . 1/τel. From the RG point of view, the Fermi-liquid renormalizations are
obtained by “integrating out” high-energy states down to the scale ∼ 1/τel. Subsequently, in the interval between 1/τel

and the temperature, the system is described in terms of diffusion modes and their interaction, and renormalization
corrections are determined by anharmonic terms in the action S . Note that the decoupling of different interaction
channels occurs only on the level of the Fermi liquid, i.e., only for the quadratic form of the action S [Q]. During the
course of the RG-procedure the density-, spin- and Cooper-channels, α = ρ, σ, c, interfere. An example is provided
on the left side of Fig. 5, where the conversion of the amplitude Γ0

ρ into Γσ caused by disorder is illustrated [in this
connection, see the comments on the β-functions below Eq. (22) and on the influence of the Coulomb interaction on
the amplitude γ2 below Eq. (38b)].

With the frequency renormalization parameter z included, the action S [Q] preserves its form during the course
of RG-transformations. With this at hand, the analysis of density-correlation functions of conserved quantities based
on S [Q] includes several steps: one needs to find (i) the RG-modified static part of the correlation function, and (ii)
the renormalized triangle vertex, and then to obtain (iii) the dynamical part of the correlation function with the use
of the quadratic expansion of the already renormalized action S [Q]. Performing these steps, one may observe that it
is sufficient to substitute in all Fermi liquid expressions, starting from Eq. (3) till Eq. (7), the standard combinations
(1 − Γa) by the factors (z − Γa) that incorporate the renormalized values of the interaction amplitudes [6, 7]:

χa(k, ω) = χstatic
a

Dk2

Dk2 + (z − Γa) ωn
= χstatic

a
Dak2

ωn + Dak2 , a = ρ, σ. (10)

Here, the diffusion coefficients are defined as Da = D/(z−Γa). For χa(k, ω) to acquire this form the following relation
has to be fulfilled during the course of renormalizations:

χstatic
a

χ0
a

=
(γa)2

(z − Γa)
. (11)

It follows from Eq. (10) that the relation σ/e2 = 2νD, see Eq. (6), still holds albeit with the value of D obtained
from the RG procedure. The observation about equality of the charge and spin conductivities, σcharge

e2 =
σspin

(g0
LµB/2)2 , also

remains valid.
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The long-range Coulomb interaction [5, 13]: because of the singular behavior of the Fourier component VC(k) at
small momenta, the effective e-e interaction of the screened Coulomb interaction is equal to

Γ0
ρ = 2ν

(γρ)2

Πst
=

1
1 + F0

. (12)

Here, the factor (γρ)2 originates from attaching triangular vertices γρ to the ending points of the screened Coulomb
interaction. Note that all the RG-corrections cancel out for Γ0

ρ. Furthermore, the short-range part of the interaction
amplitude, i.e., the amplitude Γρ, and the parameter z are renormalized in a concurrent way, such that the resulting
interaction amplitude acting in the ρ-channel is equal to z:

Γ0
ρ + Γρ = z. (13)

This result is of fundamental importance. It demonstrates that the theory of the disordered electron liquid with
Coulomb interactions displays a high degree of internal symmetry. This symmetry was examined in detail by Pruisken
and his coauthors, who established a connection with the so-called F -invariance of the theory [25], a notion which is
intimately related to gauge-invariance.

It is useful to regroup the parameters of the functional S Q by combining z together with ν [6]. Then, z acquires the
meaning of a renormalization of the diffusion modes with diffusion coefficient DQ = D/z

ν =⇒ zν, D =⇒ DQ = D/z. (14)

Then, the interaction amplitudes always appear as Γa/z [6]. Combining z with ν allows one to use dimensional
arguments. It is natural to link zν to the specific heat c [26, 15]. Furthermore, the Einstein relation, the renormalized
susceptibilities, as well as the diffusion coefficients all take a Fermi-liquid form albeit with renormalized coefficients.
For thermodynamics one gets

χstatic
a = zν(1 − Γa/z)(χ0

a/ν); (15)
c/T = zν(c0/Tν), (16)

while for transport quantities

Da = DQ/(1 − Γa/z), a = ρ, σ, (17)

σ/e2 = 2(νz)DQ = 2νD. (18)

Here, χ0
a/ν and c0/Tν are constants [N.12].

Conclusion: The NLSM with interactions is the effective low-energy field theory for the description of electrons
subject to random disorder. In fact, it is not a model [N.13]. Independent of the assumptions used for the microscopical
derivation of S Q, it is a minimal functional which is, nevertheless, comprehensive enough to incorporate all essential
degrees of freedom and symmetries of the disordered electron liquid. This functional provides a compact but concise
description that is fully compatible with all constraints imposed by conservation laws (see [N.14] for comments about
the different universality classes). After inclusion of the parameter z, the symmetries encoded in the functional S Q

ensure its renormalizability. Correspondingly, during the course of the RG-procedure, the resulting theory of the
disordered electron liquid preserves the structure of the Fermi-liquid theory, albeit with the renormalized coefficients.

4. Scaling theory of the metal-insulator transition (MIT) in d = 2 + ε; role of the parameter z and the tunneling
density of states

In the dimension d = 2 + ε each momentum integration involving the diffusion propagators (see e.g., examples
presented in Figs. 5 and 8) generates the dimensionless parameter [~ = 1 throughout the text]

ρ =
rd(λ)

2π2/e2 ∝
e2

σ
λd−2. (19)
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Here ρ is equal to the resistance rd of a d-dimensional cube of side length ∼ 2π/λ measured in units of 2π2/e2 [N.15];
λ is the momentum cutoff which decreases during the renormalization [N.16] (the idea to consider the resistance of a
cube as a scaling parameter goes back to Thouless [27]). Eq. (19) corresponds to Ohm’s law with the conductivity σ
depending on the scale λ.

It follows from the structure of the action S [Q], when written with the help of Eqs. (13) and (14), that the RG-
procedure can be performed in terms of the dimensionless resistance ρ and the reduced interaction amplitudes

γ2 = −Γσ/z = Γ2/z, (20a)

(for repulsive interaction, γ2 > 0) and
γc = Γc/z. (20b)

With these variables, the set of the RG equations takes the general form [6, 14]

d ln ρ/dy = −
ε

2
+ ρβρ(ρ; γ2, γc; ε), (21a)

dγ2/dy = ρβγ2 (ρ; γ2, γc; ε), (21b)

and also
dγc/dy = −γ2

c + ρβγc (ρ; γ2, γc; ε). (22)

Here, the form of the β-functions in all three equations anticipates the fact that as a result of the renormalizations the
interaction amplitudes interfere with other channels. Note that the structure of Eq. (22) differs from the other two
RG equations displayed above. For the discussion of this equation, which determines the superconducting transition
temperature Tc, see Refs. [28, 29, 30] as well as the comment [N.17].

The parameter z is described by a separate equation:

d ln z/dy = ρβz(ρ; γ2, γc; ε). (23)

The RG equations are formulated in terms of the logarithmic variable y = ln 1/[max(Dλ2/z, ωn)τ]. With this choice,
the scattering rate 1/τ and the temperature T can serve as natural upper and lower cut-offs, respectively. It is important
to note that all β-functions in the RG equations (21a), (21b), (22) and (23) are z-independent. It remains to comment
on the origin of the explicit ε-dependence of the first term on the right hand side of Eq. (21a). This term appears due to
the dependence of ρ on λε , compare Eq. (19). The specific form of the functions βρ,γ2,γc,γz depends on the universality
class (i.e., the symmetry) of the system. In reality, the MIT in 3d is a difficult issue for analysis, because on its way to
the MIT (e.g., while lowering temperature) the system may pass through a number of crossovers from one universality
class to another, for a discussion of this point see Refs. [31]-[34] and [15].

For the purpose of illustration, consider the MIT in a disordered system with a strong magnetic scattering induced
by magnetic impurities. In such a system, belonging to the so-called unitary symmetry class, only fluctuations in the
ρ-density singlet channel are important. Fluctuations of the electron spin-density as well as all Cooperon modes are
not gapless anymore, because of a strong spin scattering. The unitary class is an ”ultimate” one, because there cannot
be any further crossovers from this class. The parameter ρ representing the resistance is described by the equation

d ln ρ/dy = −
ε

2
+ ρβρ(ρ; ε). (24)

According to this equation, the flow of the resistance is determined by two competing contributions, which are dis-
played on the right hand side. The first contribution, −ε/2, is geometric. In dimensions d > 2, it leads to a decrease of
the resistance as the temperature is lowered. The second contribution originates from the combined effect of disorder
and interactions. For the case under discussion, see Ref. [13], it is localizing, i.e. βρ > 0. The competition between
delocalizing and localizing tendencies results in an unstable fixed point at ρ = ρc, which determines the behavior of
the conductivity in the critical region of the MIT. For the electric conductivity measured at external frequency ω � T,
the renormalization is cut off by ω rather than T .

Recall that while ρ is a constant at the point of the MIT, exactly at this point the conductivity vanishes at T = 0
when d > 2. As it follows from Eq. (19), in the vicinity of the transition

σ(λ)/e2 ∝ λd−2. (25)
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In the 3d case, for example, on the metallic side of the transition the critical behavior develops when λ � σ(T = 0)/e2.
At finite temperatures, the renormalization group flow in the critical regime of the MIT stops at a scale when

D(λ)λ2/z(λ) ∼ T =⇒
using Eq.(18)

λd/ν ∼ zT. (26)

The above relations are a consequence of (i) the form of the diffusion propagator D(k, ωn) = 1/(Dk2 + zωn), and (ii)
the definition of the RG-parameter ρ which exhibits a fixed point. These relations also take into account the result that
all renormalizations in the relation between σ and D cancel out, σ/e2 = 2νD.

Thus, in order to find the temperature or ac-frequency dependence of σ(T, ω) at the MIT, one has to connect the
momentum and energy scales in the critical region,

λd ∼ z max[ω,T ]. (27)

However, z itself is a parameter obeying the scaling equation, see Eq. (23). Therefore, one needs to know the critical
behavior of the parameter z at the transition, which is determined by the value of ρβz at the critical point:

ζ̃ = −(ρβz)critical point. (28)

Recalling that in Eq. (23) the logarithmic variable y = ln 1/[max(Dλ2/z, ω)τ], one can resolve the relation given by
Eq. (27) and in this way to find λd ∼ max[ω,T ]1+ζ̃ . Correspondingly, the dynamic critical exponent zen/m connecting
energy and momentum scales (en/m) is

zen/m =
d

1 + ζ̃
(29)

at the point of the MIT [N.18]. For free electrons z is not renormalized, ζ̃ = 0, and at zero temperature σ(ω) ∝ ω1/3 for
d = 3 [35]. The e-e interaction modifies this critical behavior of the conductivity through ζ̃ which results in zen/m , d
for the critical exponent and

σ(ω,T ) ∝ (max[ω,T ])
d−2

zen/m ∝ (max[ω,T ])
d−2

d (1+ζ̃). (30)

If ω . T , the RG flow is cut off by the temperature, and

σ(T ) ∝ T
d−2

d (1+ζ̃). (31)

This suggests that the dependence of the conductivity on frequency and temperature can be described by a single
function

σ(T, ω)critical ∝ T x f (}ω/T ), (32)

where f (r) → const when r → 0, and f (r) ∝ rx when r → ∞, with x = d−2
ze/m

= d−2
d (1 + ζ̃) [N.19]. This is a

typical behavior near a quantum phase transition for which the MIT is, perhaps, a primary example. The above
discussion is quite general, and its outcome does not depend on the specific details of the ε-expansion [N.20], or any
other approximation: the frequency or temperature dependence of the conductivity in the critical region of the MIT is
determined by the right-hand side of the separate Eq. (23) at the fixed point of the transition [13, 14].

There is, however, a problematic feature related to the RG flow for systems belonging to the so-called orthogonal
universality class [N.21], see Eqs. (38a) and (38b) below. In this case the amplitude γ2 diverges at a finite scale T ∗,
and afterwards the RG-calculation becomes uncontrolled, see Refs. [6] and [7] and, in particular, comment [N.37]
below. The peculiar point here is that the diffusion coefficient Dσ = D/(z + Γ2) → 0 together with the divergency
of γ2. This allows to suggest that on the metallic side of the MIT a finite region of concentrations exists where the
fluctuations of the spin density are already localized, while the charge density fluctuations remain itinerant. There is
a number of scenarios related to the divergence of γ2, see [N.22].

Experimentally, the study of the critical behavior of the MIT is a difficult task [N.23]. The conductivity is usually
fitted [17] by

σ(T )critical ∝ T x ft(|t/tc − 1|/T y). (33)

As a tuning parameter t, the concentration of dopants, uniaxial stress, magnetic field or intensity of light in the case of
persistent photoconductor can be used [N.24]. It is assumed that in the limit u → 0, the function ft(u) → const, and
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σ(T ) ∝ T x at the transition. In the opposite limit u → ∞, i.e., at lowest temperatures, ft(u) ∝ ux/y. This implies that
σ → |t/tc − 1|x/y and, thereby, the critical exponent µ is equal to x/y. In this analysis, a fit with the same parameters
x and y can be performed on both sides of the MIT, metallic and insulating. As a byproduct of such a study, the fact
that the MIT is indeed a quantum phase transition can be confirmed.

The measurements of the AC conductivity σ(ω) are, unfortunately, very rare. In Refs. [36] and [37] the frequency
and temperature dependences were studied simultaneously in amorphous niobium-silicon alloys (Nb:Si) with com-
positions near the MIT. The measurements observed a one-to-one correspondence between the ω- and T -dependent
conductivity as is characteristic/typical for a quantum phase transition. The critical exponent x was found to be equal
to 1/2 for this system. This corresponds to zen/m = 2, i.e., σ(T, ω)critical ∝ T 1/2 f (}ω/kbT ), see Eq. (32). The same
scaling behavior should hold for the whole universality class which the discussed system represents. Scaling analysis
of DC and AC conductivity was also performed in the amorphous magnetically doped semiconductor a-GdxSi(1-x),
see Ref. [38], where zen/m = 2 was found.

Another important consequence of the general structure of the RG-equations concerns thermodynamics. From
the very fact that the critical region is determined by the fixed point of Eqs. (21a,b) and (22), it follows that the
only parameter, which continues to evolve when changing the scale during the course of the RG, is the parameter
z. It follows from Eqs. (15) and (16) that the critical temperature dependence of thermodynamic quantities at the
MIT is described by the same dynamical critical exponent zen/m. For example, for the specific heat this leads to
c ∝ zT ∝ T d/zen/m .

These considerations demonstrate that the critical behavior near the MIT can be found by a dimensional analysis
once the structure of the NLSM with the interaction terms is established. The parameter z is crucial for obtaining the
correct form of the density and spin-density correlation functions from the theory. Knowledge of these correlation
functions, in turn, is crucial for the calculation of the electric conductivity and spin conductivity via the Einstein
relations.

Another quantity of interest that can be analyzed with the Q-technique is the tunneling density of states (TDOS)
ν(ε). The TDOS exhibits a pronounced critical behavior near the MIT [39]. This quantity can be obtained by mea-
suring the differential conductance G j(V) of a tunneling junction at a finite voltage bias V: G j(V) ∝ ν(ε = V). The
TDOS is defined as

ν(ε) = −
1
π

Im
∫
GR(ε,p)

dp
(2π)d . (34)

This quantity is gauge dependent. It can therefore not take part in the RG-scheme, which is based on gauge invariant
quantities only. The TDOS is, nevertheless, a physically meaningful quantity. Indeed, a measurement of the tunneling
current is necessarily performed with respect to an external electrode. Gauge invariance is recovered once this elec-
trode is included into the description. A strong suppression of the TDOS is frequently observed in tunneling spectra
of disordered systems [40, 12]. This effect, known as the zero-bias anomaly, is a direct consequence of the interplay
of Coulomb interactions and disorder. It is stronger than other effects of the same physical origin.

It is useful to apply the Q̂-matrix technique for the calculation of the TDOS. With this technique, ν(ε) can be
expressed as a diagonal element of the product of two matrices, averaged with respect to the fluctuations:

ν(ε)
ν

=
〈
Λ̂Q̂

〉
εε
, (35)

with a projection onto one spin and replica index [N.25]. The calculation of ν(ε) can be reduced to a Gaussian
integration with respect to the matrix field describing deviations of the matrix Q̂ from Λ̂. In this way, one obtains the
non-perturbative expression [5] [N.26],

ν(ε) ∝ exp
−ρ4 ln

1
|ε|τ

ln
τω2

0

|ε|

 , (36)

a generalization of the perturbative results first obtained in Refs. [11, 41].
The calculation of the critical exponents of the TDOS at the MIT at d = 2+ε using the ε-expansion was performed

in Ref. [14]. The presence of the log-square corrections to ν(ε) when d = 2 leads to the fact that the ε-expansion
of the critical exponent of the TDOS starts from a constant. The reason is that at d = 2 + ε, the factor 1/ε replaces
one of the two logs in the exponent of Eq. (36) and cancels a factor ε coming the charge ρc ∝ ε. The log-square
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Figure 9: A representative diagram for combined influence of disorder and Coulomb interactions on the Cooper channel interaction.

corrections discussed above are specific for the long-range Coulomb interaction. Such corrections cannot arise when
the dynamically screened Coulomb interaction VC(k, ωn) is replaced by a constant.

Mesoscopic fluctuations of the local density of states cause strong point-to-point fluctuations of tunneling spectra,
which can be measured in scanning tunneling microscopy experiments. The effects of e-e interactions on a number
of local quantities were considered in detail in a series of papers by Burmistrov and collaborators summarized in Ref.
[42].

Conclusion: The MIT in the disordered electron liquid is an example of a quantum phase transition [43, 44]. The
dynamic scaling exponent zen/m is controlled by the RG parameter z. This parameter not only describes the frequency
renormalization in the NLSM, but also determines the scaling behavior of both the conductivity and thermodynamic
quantities in the critical region of the MIT. In the critical region, the scaling dependence of the parameter z is described
by ζ̃. The structure of the theory is more general than the ε-expansion which can be used for the calculation of the
critical exponent ζ̃. The appearance of a finite critical exponent ζ̃ , 0 is a direct consequence of the e-e interaction, and
it takes different values for systems belonging to different universality classes. The value of ζ̃ and, correspondingly, of
the dynamical scaling exponent zen/m cannot be postulated from general principals, but has to be calculated based on
Eq. (28). TDOS is often erroneously considered as the effective density of states in the presence of the e-e-interaction.
Long-range fluctuations of the electric potential give rise to log-squared corrections to the TDOS, but do not contribute
to other physical quantities [N.27].

5. Superconductivity in amorphous films

Superconductivity in disordered films has been studied for decades (A.I. Shal’nikov, 1940). It is a vast arena
in which different mechanisms meet and compete with each other. Disorder can weaken superconductivity, or even
suppress it completely. Traditionally, one distinguishes two distinct mechanisms for this effect [45, 46]: (i) the
first mechanism is related to the weakening of the pairing interaction between electrons (the so-called “fermionic
mechanism”), and (ii) the second mechanism assumes that electrons are paired, but phase fluctuations of the pairing
field are strong enough to prevent the formation of the coherent state (the so-called “bosonic mechanism”).

Here, we limit the discussion to the fermionic mechanism in amorphous (i.e. homogeneously disordered, as
opposed to granular) superconducting films [N.28] The partial or even complete suppression of superconductivity
caused by this mechanism can successfully be described [28, 29, 30] on the basis of the scaling theory discussed
in Sec. 4 when applied to a 2d system. The main point here is that, generally speaking, superconductivity is a
weak phenomenon (Tc0/εF � 1). This is a consequence of the smallness of the “bare” amplitude γc. Under these
circumstances, one may observe a noticeable effect of disorder on the Cooper channel interaction even when disorder
is relatively weak and, therefore, the scaling theory is fully controlled.

Recall that for two-dimensional films the disorder strength is conveniently characterized by the sheet resistance
R�, which is connected to the dimensionless parameter ρ as ρ2d = (e2/2π2)R�. In the lowest order with respect to
ρ the function βγc in Eq. (22) takes the form: βγc (ε = 0) = 1/2 + mγ2/2 + γc/2, where, in particular, the term 1/2
accounts for the influence of the Coulomb interaction on the Cooper channel in the presence of disorder. The factor m
depends on the effectiveness of the spin-orbit scattering; m = 3 in the absence of the spin-orbit scattering, and m = 0
when the spin-orbit scattering gaps out the triplet Cooperons and only the singlet Cooperon remains effective. In the
fermionic mechanism, the charge- and spin-density channel amplitudes intervene in the Cooper channel, see Fig. 9.
Obviously, this is only possible because of the previously discussed mixing of the different channels in the presence of
disorder. For the interested reader, note [N.29] comments on the relation of the fermionic mechanism to the so-called
Anderson “theorem”.
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Figure 10: Gell Mann Low function for disordered (left) and clean (right) superconductors. The arrows indicate the direction of the RG flow as the
temperature is lowered. Systems flow towards superconductivity on the branch of the parabola shown in red, otherwise they stay normal metals.

One observes that the Gell-Man Low function for the amplitude γc exhibits two fixed points: the right-hand side
of Eq. (22) becomes equal to zero for γ∗c± = ±[ρ(1/2 + mγ2/2)]1/2 + ρ/4. We illustrate the RG flow in Fig. 10. Out
of the two fixed points, the positive one (γ∗c+) is stable, as one can see from the directions of arrows pointing towards
this point. The other one (γ∗c−) is unstable. The stable fixed point corresponds to metallic behavior and is relevant not
only for a repulsive interaction in the Cooper channel, as in the clean case, but also when the amplitude is attractive
but not too strong. Superconductivity may only develop if γc < γ

f p
c− holds for the “bare” Cooper channel amplitude,

due to the destructive influence of disorder. The term ρβc on the right-hand side of Eq. (22) leads, naturally, to the
suppression of the superconducting temperature Tc in homogeneously disordered films.

The smallness of γc allows us to neglect the RG-flow of ρ and the interaction amplitude γ2 during the course of
the RG-analysis for the amplitude γc, and to consider the current values of ρ and γ2 as given. The reason for the
separation of the RG-flow in the Cooper channel from the ones in the charge- and spin-density channels is that for
typical γc . γ∗c−, the essential range of the logarithmic variable y in Eq. (22) is relatively small, y ∼ ρ−1/2. This has to
be compared with the much larger scale ρ−1, which is necessary for a noticeable change of ρ and γ2. As a result, γc

adjusts itself “adiabatically” to the current values of ρ and γ2.
By fabricating a series of films with the same composition but of different thickness, one may study the effect of

ρ2d (i.e., effective disorder) on Tc, keeping aside other mechanisms. The degradation of the superconducting transition
temperature Tc with disorder, see e.g., [47], is well described by a theoretical curve obtained in [28], see Fig. 11. The
transition temperature is found from an integration of Eq. (22), and is defined as the point where the amplitude γc

diverges. The resulting curve displays two notable features. The first one is the existence of an ending point at a
relatively small resistance. For example, in amorphous samples measured in Ref. [47] superconductivity ceases to
exist when the resistance per square fulfills R� & 2.5kΩ. We have already discussed the reason for the suppression of
superconductivity, in connection with the left of the two fixed points (γ∗c−). In fact, this is an interesting example of a
quantum critical point induced by disorder. The critical resistance, i.e., the resistance at the ending point of the curve,
is not universal and can be noticeably smaller than the quantum resistance for superconductors 2π/(2e)2 ≈ 6.45kΩ.
An extension of this theory to films in which other thickness-dependent mechanisms reveal themselves [48] was
developed in Ref. [49], see [N.30].

Another interesting feature of the disorder-tuned Tc suppression is the peculiar shape of the Tc−R� curve presented
in Fig. 11. It describes two distinctly different dependences of Tc on R� at small and large resistances. The first one
characterizes the rapid initial decrease of Tc with resistance of the film per square sheet [50, 51, 6]. (This rapid
decrease is indicated in Fig. 11 by the dashed red line.) The other one describes a very smooth decrease of Tc when
the resistance is approaching the critical point. Both of the these behaviors are, in fact, encoded in a single RG-
equation, Eq. (22). This is rather curious in view of the simplicity of this equation. The point is that we discuss Tc as
a function of ρ. Initially, i.e., at small resistance, we deal with the parabolic Gell-Man Law function where the two
fixed points only start to split and move away from each other very rapidly. Next, at larger resistance we deal with the
left fixed point, which is a regular unstable point. The recalculation of the logarithmic variable y at which −γc → ∞
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where 3' = l / In  Tc0r , 3' < 0 .  Unlike clean super- 
conductors, the absolute value of bare amplitude 
F~ (closely related to 3') should exceed some 
finite value in order that superconductivity is 
possible in a disordered film. 

It follows from Eq. (13) that there are two 
characteristic scales of t describing the supercon- 
ducting transition temperature decrease with 
increasing resistance R D. At  first T c falls linearly 
at t ~  < 13"13 in conformity with Eq. (2) and then 
the decrease slows down and superconductivity 
vanishes at larger t - 3 "  2. Note that the vanishing 
of the superconductivity does not occur at a 
universal value of R n. 

In Fig. 14 from Ref. [37] it is shown that Eq. 
(13) describes the superconductivity suppression 
observed in homogeneous amorphous Mo79Ge21 
films [42] very well. Note that Eq. (13) has only 
one fitting parameter 3', which determines the 
initial slope of Tc(R[]). Performing a fitting of 
the experimental data of Ref. [42] in accordance 
with Eq. (13) it has been assumed ln l/T~oz 
= 8.2. This number is reasonably close to the 
value, which was employed in Ref. [42] in order 
to estimate the coefficient gl in Eq. (2b). 

Two points related to the validity of Eq. (13) 
should be mentioned. First, it can be applied as 
well as Eq. (2b) only when the thickness of films 
d± with a logarithmic accuracy is of order l, or 
less. Otherwise, (l/d.)2~ --~ should be used as an 

ultraviolet cutoff instead of ~--1, like in Eq. (2a). 
Second, in the compounds like studied in Refs. 
[41-43], I--1> to D (goD is the Debye frequency). 
Therefore, Eq. (11) for the amplitude F c should 
be integrated separately in each of the regions 

- 1  
T > E' > gO D a n d  gOD > E. Y e t  a t  reasonable v a l -  

u e s  of the parameters, renormalization of the 
value of F c occurring due to the first term in Eq. 
(11) practically does not depend on the value of 
F c. This is the reason why in deriving Eq. (13) 
we have not considered separately frequencies 
higher or lower than gOD, although this is not 
always correct. 

(4) An interesting experiment has been per- 
formed by Landau et al. [46]. The superconduct- 
ing transition temperature of a thin bismuth film 
has been observed to rise as a result of the 
deposition of silver on the surface of the Bi film, 
see Fig. 15. It is reasonable to assume that the 
effectiveness of the Coulomb interaction is re- 
duced due to the addition of the silver film, and 
this results in the increase of T c. At large 
thickness of the Ag film, when T c starts to 
decrease, the situation perhaps can be described 
in terms of a proximity effect. 

It might be interesting to study an effect of an 
additional metallic film on a superconducting one 
depending on the thickness of an insulating layer 
between them, i.e. the effect of an image force 
[35] on the superconducting temperature. 
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Fig. 14. Suppression of superconductivity in amorphous 

Mo79Gezl [42]. The solid line is a theoretical fit with Eq. 
(13). 
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Fig. 15. T c versus thickness of Ag deposited on the surface at 
a Bi film; the thickness of the bismuth film is 18 .A [46]. 
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Figure 11: Suppression of superconductivity in amorphous Mo79Ge21 [47]. The solid line is a theoretical fit obtained from the RG equation for γc
in Ref. [28]. The red dashed line highlights the rapid initial decrease of the Tc-R� curve.

to the temperature of the transition gives a non-analytic function with a very smooth dependence of Tc on R�.
In systems with long-range Coulomb interactions, as discussed so far, the interaction amplitude in the singlet

channel is constraint by the relation stated in Eq. (13). When lifting this restriction, for example for systems with
strong screening or cold atoms , the singlet channel interaction amplitude γρ seizes to be universal, and acquires its
own RG equation. (For charged carriers, this can be realized when the conducting plane is embedded in a highly
polarizable matrix which effectively suppresses the Coulomb interaction.) The full set of one-loop RG equations
including short-range interactions in singlet, triplet and Cooper channes was analyzed in Refs. [52, 53] [N.31]; see
also the discussion of a bipartite system considered in Ref. [54].

Finally, we would like to point out that, despite decades of studying disordered superconducting films [30, 55], the
subject is far from being closed . In the past few years, a more complex physical picture has emerged in experiments
[46]. Namely, a gap has been found [56] in the scanning tunneling spectroscopy measurements of the density of states
of some films thought to be amorphous. This gap tends to a finite value in the vicinity of vanishing Tc. This observation
was attributed to inhomogeneities [57, 58], and the observed gap was called a ”pseudo-gap” Eg. By contrast, when
point-contact spectroscopy is applied [59], another gap, ∆c, is unveiled. This gap follows Tc as predicted by the
fermionic mechanism, at least qualitatively, and also vanishes with Tc. In [59], the superconducting gap ∆c has been
attributed to the phase-coherent state, while the pseudo-gap Eg to preformed Cooper pairs. It is not clear, however,
how the fermionic mechanism can be reconciled with the idea of preformed pairs. As an alternative, in Ref. [60], the
mechanism of the spin-triplet odd-frequency pairing induced by superconducting fluctuations has been considered.

Conclusion: The suppression of superconductivity by disorder in amorphous films is an excellent example of the
applicability of the RG-analysis to disordered systems. The reason is the long-range nature of the mechanism of
Tc-suppression. Obviously, the actual mechanism is the disorder-induced modification of the matrix elements of the
Coulomb interaction for states which are close in energy. After averaging over disorder, the effect can be described as
the interplay of the Coulomb interaction with the long-range Cooperon and diffuson modes. By contrast, the bosonic
mechanism which is based on fluctuations of the superconducting phases of already established local superconducting
order parameters depends on a different set of energy scales. Konstantin Efetov made important contributions to our
current understanding of this mechanism [138, 139].

6. The MIT in a two-dimensional system

For free electrons in 2d the MIT (with the exception of the symplectic symmetry class) is not possible. On the
contrary, the data obtained in the limit of a dilute electron liquid clearly demonstrates [61]-[64] the existence of the
MIT in a 2d-system with a significant e-e interaction, although the mechanism of the transition has been disputed, see
e.g., Ref. [65].

While for studying the MIT in a 3d material a series of samples with a different amount of imperfections is needed,
the 2d-geometry allows to perform extensive measurements using the same device [N.32]. By applying a gate voltage,
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it is possible to vary broadly the density of electrons confined within the 2d-channel inside the MOSFET device. When
the density of electrons is high, the level of disorder is, effectively, small. Conversely, when the density is low, the
electrons are at a strong level of disorder. Thus, one can pass from a metallic to an insulating behavior by varying
the gate voltage, which is a big advantage of working with 2d systems. It has been found in Si-MOSFETs that on the
metallic side of the transition the resistance ρ(T ) at low enough temperatures drops noticeably as the temperature is
lowered further. Since (i) the resistance for a moderate strength of disorder drops at low temperatures, while (ii) the
resistance indisputably increases when disorder is strong, it is therefore unavoidable that the MIT exists in-between
(at least in n-(001) silicon inversion layer).

Remarkably, a weak in-plane magnetic field is sufficient to suppress the drop in the resistance in Si-MOSFETs
[66]. This observation highlights the importance of the spin degree of freedom for the MIT, [N.33]. Another important
observation is that ρ(T ) increases before dropping down as the temperate is lowered. This non-monotonic behavior of
ρ(T ) points towards the existence of a competition between different mechanisms. Therefore, any ”universal” theory
of the MIT in dilute electron systems that emphasizes only one aspect of the problem - most often it is a large value
of the parameter rs - cannot describe the discussed system. Instead, material-specific properties need to be taken into
account.

Details: The conduction band in an n-(001) silicon inversion layer has two almost degenerate valleys, nv = 2.
It was suggested theoretically [67] and later confirmed experimentally [68, 69] that the inter-valley scatterings is
not effective in Si-MOSFET devices at the extreme conditions required for the dilute electron liquid, as long as the
device still conducts electric current [N.34]. Although electrons in different valleys do not mix, the electrons of
different valleys are coupled with each other by the e-e interaction amplitude γ2, which is the same for all 2nv sorts of
degenerate fermions.

The value of the critical resistance at which the transition occurred was found to be the same for devices fabricated
even from different wafers although the critical density at MIT was sample-dependent [70]. This fact points toward the
applicability of the RG-description of the MIT of the kind discussed above in Sec. 4. Can the Fermi liquid be used as a
starting point in a system with rs of the order of 10? The Fermi-liquid renormalizations extracted from measurements
of the Shubnikov-de Haas oscillations and the Hall coefficient in Si-MOSFETs turned out to be significant but not
giant [N.35]. Thus, it makes sense to apply the RG-analysis as long as conducting electrons are degenerate and within
the diffusive regime, i.e., T � 1/τel . εF [N.36].

The boundary of the diffusive regime can be determined from measurements of the in-plane magnetoconductivity.
The spin-splitting induced by the in-plane magnetic field suppresses the effectiveness of the spin-density fluctuations
which results in a negative magnetoconductivity in the diffusive regime for b = g0

LµBB/T � 1 [71]:

∆σ = −(e2/2π2) KvCee(γ2, ρ) b2. (37)

In this equation, Kv = n2
v . At not too strong disorder, Cee depends only on the interaction amplitude, Cee =

0.091γ2 (γ2 + 1) (Recall that γ2 > 0 for repulsive interactions.). By contrast, at higher temperatures, when elec-
trons are ballistic, ∆σ ∝ (Tτ)b2. Thus, by studying the temperature dependence of the magnetoconductivity, one
may chart the region where the electrons are diffusive and, furthermore, extract the temperature dependence of the
amplitude γ2 which appears as a result of the logarithmic corrections.

Proceeding along these lines, it has been found that in Si-MOSFETs, the diffusive regime extends up to a few
Kelvin in a density range around the critical density of the MIT. The corresponding Fermi temperature is of the order
of 10 K and, therefore, electrons are already degenerate at temperatures convenient for measurements. In addition, the
2d electron gas in Si-MOSFETs, which is in fact only a moderately high-mobility system, is unique in the sense that
the scattering is mostly short-range in character, so that the MIT is preceded by an extended interval of temperatures
where electrons are in the diffusive regime. On the contrary, a smooth disorder may drive a system with a high-mobility
directly from the ballistic regime to the insulating phase.

In the one-loop order, the pair of coupled RG equations describing the evolution of the resistance and the amplitude
γ2 with temperature takes the form [67]:

d ln ρ
dy

= ρ
[
nv + 1 − (4n2

v − 1)Φ(γ2)
]
, (38a)

dγ2

dy
= ρ

(1 + γ2)2

2
. (38b)
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These RG equations are valid at the lowest order in ρ and, simultaneously, to all orders in the interaction am-
plitudes. The combination (4n2

v − 1) is equal to the number of spin-valley multiplet channels. It multiplies the
nv-independent function Φ(γ2) =

1+γ2
γ2

ln(1 + γ2) − 1 which was first obtained in the derivation of the RG equations
for nv = 1 [5]. The weak-localization corrections resulting from the Cooperon degrees of freedom enter the first
RG equation through the factor nv in the square brackets. The factor 1 in the square brackets is obtained from the
long-range part of the Coulomb interaction and, therefore, universal. As for the second RG equation, Eq. (38b), it
is important to stress that the right hand side contains a factor of 1 which originates from the long-range part of the
Coulomb interaction as well (see the diagram presented on the left side of Fig. 5). It is a manifestation of the mixing
of different interaction channels in the presence of disorder. Due to this factor the right hand side of Eq. (38b) is
nonvanishing even if γ2 is initially equal to zero. As a result, the RG-flow creates a finite amplitude γ2 in this case.

The solution of the coupled RG equations (38a) and (38b) reveals the following key features. The amplitude γ2
increases monotonically as temperature decreases. The resistance displays insulating behavior (dρ/dT < 0) at high,
and metallic behavior (dρ/dT > 0) at low temperatures. This non-monotonic behavior of the resistance is a result of
a competition between charge-density diffusion modes and Cooperons, which favor localization, and the fluctuations
of the spin- (and valley-) degrees of freedom, which favor delocalization. The latter stabilize the metallic state at low
enough temperatures. In summary, the two RG equations act in tandem: the resistance increases the amplitude γ2 and
this increasing amplitude, in turn, changes the trend in the temperature-dependence of ρ(T ).

For nv = 1 the change in the slope of ρ(T ) occurs at γ2 = 2.08, whereas for nv = 2 the combination (4n2
v − 1)

considerably increases the effectiveness of anti-localization, so that passing through the maximum in ρ(T ) happens
at a considerably smaller value γ2 = 0.45. It follows from the general form of Eqs. (38a) and (38b), that the ratio
ρ(T )/ρmax is equal to a universal function, once the logarithmic variable ηT is introduced [5, 6, 16, 67]:

ρ(T )/ρmax = R(ηT ) ηT = ρmax ln(T/Tmax), (39)

where ρmax is the value of ρ(T ) at its maximum. The non-monotonic function R(η) together with the fit of the resistance
curves obtained after rescaling the data at various densities are presented in Fig. 12. The drop of ρ(T ) by a factor

Figure 12: The RG-fitting of the resistivity in
a Si-MOSFET device [72]. The data corre-
sponding to densities n = (9.87, 9.58, 9.14) ×
1010cm−2 presented in Fig. 13 are scaled ac-
cording to the universal solution given by
Eq. (39); no adjustable parameters have been
used to fit the data. The solid line (in black)
is the universal solution R(η) of the pair of the
RG equations (38a and 38b) with nv = 2.

of 5 and the subsequent flattening of the curve at low T are captured in the correct temperature interval. The full
temperature-dependence of the resistance is controlled by its value ρmax at the maximum; there are no other fitting
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parameters. Not too close to the MIT, for an intermediate range of resistances, the extracted values of γ2(Tmax) at
which ρ(T ) passes through the maximum was found to corresponds to 0.45 as predicted by the theory for nv = 2. The
experimental details can be found in Ref. [72]. A similar analysis of the data obtained in a device fabricated from
another wafer was given in Ref. [67]; see also Ref. [73].

Thus, the results obtained from the one-loop RG calculation are confirmed by the experimental data for a moderate
disorder strength i.e., in the region of applicability of the one-loop approximation. Since (i) the one-loop approxi-
mation gives a drop of the resistance at low temperatures, and (ii) the Anderson localization at strong disorder is
indisputable, it is unavoidable that the MIT exists in-between. Therefore, the existence of the MIT can be established
even within the one-loop approximation [N.37]. The anti-localization effect of the e-e interactions radically alters the
original point of view that electrons in 2d are “eventually” (i.e., at T = 0) always localized [9].

In spite of this success, Eqs. (38a) and (38b) have a limited applicability. Obviously, the single-curve (universal)
solution R(η) cannot provide a description of the MIT. To approach the critical region of the MIT, the disorder has
to be treated beyond the lowest order in ρ, while adequately retaining the effects of the interaction. A consistent
theory of the MIT was developed based on a two-loop calculation [74] using the number of identical valleys as a large
parameter, nv → ∞. The valley degrees of freedom are akin to flavors in standard field-theoretic models [75]. It is
natural, to introduce the amplitudes Θ = 2nvγ2 together with the resistance parameter t = nvρ. The parameter t is thus
the resistance per valley, t = 1/[(2π)2νD]. Both quantities Θ and t remain finite in the large-nv limit.

The resistance-interaction (t-Θ) flow diagram is plotted as an inset in Fig. 13. The arrows indicate the direction
of the flow as the temperature is lowered. The quantum critical point, which corresponds to the fixed point of the
equations describing the evolution of t and Θ, is marked by the circle. The attractive separatrices separate the metallic
phase stabilized by the e-e interaction from the insulating phase. Crossing the attractive separatrix by changing the
initial values of t and Θ (e.g., by changing the carrier density) leads to the MIT. The interesting region of strong spin
correlations (region (3)) was not accessible in this device.

In Ref. [72] the two-parameter scaling theory has been verified experimentally. In the main panel of Fig. 13
the experimentally obtained flow diagram is presented. In this plot, the coefficient Cee effectively represents the
interaction amplitude in the spin-density channel. The authors of Ref. [72] used the fact that the coefficient Cee

reflects the strength of spin-related interactions of the diffusion modes at any value of the resistance. Therefore, one
may get broader insight into the MIT by studying the temperature dependence of the coefficient Cee even without
knowing the exact relation connecting Cee with γ2. This procedure has been applied for the first time in Ref. [72],
where the coefficient Cee has been determined by fitting ∆σ(B,T ) to Eq. (37), which allows to obtain the RG-evolution
of Cee as a function of temperature.

The flow diagram presented in Fig. 13 confirms all the qualitative features of the theoretical predictions, including
the quantum critical point and the non-monotonic behavior of the resistance as a function of T on the metallic side of
the transition. By itself, the very possibility of presenting the data as a flow diagram gives a very strong argument in
favor of the two-parameter scaling theory in Si-MOSFETs.

Conclusion: Within the region of its applicability, the RG-theory gives not only a qualitative but also a quantitative
description of the experimental data in disordered electron systems, see Figs. 12 and 13. For moderate disorder, the
two-parameter RG-theory therefore successfully captures the physics of the two-dimensional disordered liquid in the
diffusive regime. A quantum critical point separates the metallic phase, which is stabilized by electronic interactions,
from the insulating phase, where disorder prevails over the electronic interactions. The possibility of presenting the
data as a flow diagram is a strong argument in favor of the applicability of the two-parameter scaling theory in a
suitable systems like a Si-MOSFET.

7. Thermal conductivity

The thermal conductivity κ characterizes the heat current jQ flowing through a material in response to a tempera-
ture gradient, jQ = −κ∇T . In contrast to the electric conductivity (see e.g., [76, 77]), thermal conductivity is strongly
affected by inelastic processes [78, 79, 80]. In a Fermi liquid at low enough temperatures, however, the inelastic scat-
tering rate for particles near the Fermi energy is small, the thermal conductivity is primarily determined by disorder
scattering, and the Wiedemann-Franz law (WFL) κ = L0σT with L0 = π2/3e2 holds [N.38]. In the scale-dependent
disordered electron liquid, disorder scattering and interactions become strongly intertwined. As discussed in the pre-
vious sections, their interplay leads to strong renormalizations of transport coefficients and thermodynamic quantities.
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sign. It follows that the full temperature de-
pendence of the resistance r is completely
controlled by its value rmax at the maximum;
there are no other free (or fitting) parame-
ters. The antilocalization effect of the e-e
interactions fundamentally alters the com-
monly accepted point of view (3) that in two
dimensions, all states are Beventually[ (that is,
at T 0 0) localized.

This solution has obvious limitations,
however. Because the RG equations were
derived in the lowest order in r, the single
curve solution R(h) in Eq. 3 cannot be applied
in the critical region of the MIT where r È 1.
EIn fact, for nv 0 2, R(h) describes quantita-
tively the temperature dependence of the
resistance of high-mobility Si-MOSFETs in
the region of r up to r È 0.5 (15), which is
not so far from the critical region.^ Therefore,
to approach the MIT, the disorder has to be
treated beyond the lowest order in r, while
adequately retaining the effects of the inter-
action. This also touches on the delicate issue
of the internal consistency and nature of the
theory as T Y 0. The problematic feature of
the scaling described by Eqs. 1 and 2 is that
the amplitude g2 diverges at a finite temper-
ature T* and thereafter the RG theory
becomes uncontrolled (11, 12). Fortunately,
the scale T* decreases very rapidly with nv as
lnln(1/tT*) È (2nv)

2, making the problem of
the divergence of g2 for all practical purposes
irrelevant even for nv 0 2. Still, to get an
internally consistent solution up to T 0 0, it is
useful to study the limit nvYV, for which
T*Y 0.

The valley degrees of freedom are akin to
flavors in standard field-theoretic models.
Generally, closed loops play a special role in
the diagrammatic RG analysis in the limit
when the number of flavors N is taken to be
very large (16). This is because each closed
loop involves a sum over all the flavors,

generating a large factor N per loop. It is then
typical to send a coupling constant l to zero
in the limit N Y V, keeping lN finite. For
interacting spin-1/2 electrons in the presence
of nv valleys (N 0 2nv), enhancing the
screening makes the bare values of the
electronic interaction amplitudes g2 and gc
scale as 1/2nv. Furthermore, the increase in
the number of conducting channels makes the
resistance r scale as 1/nv. It is therefore
natural to introduce the amplitudes q2 0
2nvg2 and qc 0 2nvgc, together with the
resistance parameter t 0 nvr, which remain
finite in the large-nv limit. The parameter t is
the resistance per valley, t 0 1/(2p)2nD, and it
reveals itself in the theory via the momentum
integration involving the diffusion propaga-
tors D(q,w). In terms of these variables, a
contribution of a closed loop connected to the
rest of the diagram by one interaction am-
plitude, g2 (or gc), after integrating over the
momentum flowing through the loop and
summing over the spin and valley degrees of
freedom, is proportional to 2nvtg2 0 tq2 (or
tqc). Although such a contribution remains
finite at large nv, those diagrams with more
than one interaction for every closed loop are
negligible. This one-to-one correspondence
between the number of loops in a given
diagram and the number of interaction
amplitudes limits the maximum number of
interaction vertices for a given power of t.
This is the crucial simplification on taking the
large-nv limit.

For repulsive interactions at finite nv,
rescattering in the Cooper channel leads to
the vanishing of the effective amplitude gc at
low energies. The amplitude qc is, however,
relevant in the large-nv limit because the
rescattering is not accompanied by factors of
nv. We introduce the parameter a 0 1 to mark
the contributions arising from the Cooper
channel. The violation of time-reversal sym-

metry (for example, by a magnetic field) sup-
presses the Cooperon modes (7). Setting a 0
0 switches the Cooper channel off. Following
the large-nv approximation scheme detailed
above, the RG equations to order t2 are
derived for a 0 0 and 1

dlnt

dx
0 tða j QÞ þ t2ð1 j a j aQ þ ctQ2Þ

ð4Þ

dQ
dx

0 tð1 þ a þ aQÞ j

4t 2
h

ð1 þ aÞQ þ a
2

Q2 þ cqQ3
i

ð5Þ

The constants here are ct 0 (5 j p2/3)/2 , 0.8
and cq 0 (1j p2/12)/2 , 0.08. It turns out that
in the large-nv limit, the amplitudes q2 and qc
appear together in the combination Q 0 q2 þ
aqc. The fact that they come together as a
single parameter Q is unique to the large-nv
limit. Equation 4 reproduces the known result
to order t2 when the electronic interactions are
absent (17). Although the maximum power of
Q is limited by the order of t, the opposite is
not true; it is the number of momentum
integrations of the diffusion propagators that
determines the power of t.

Equations 4 and 5 describe the competition
between the electronic interactions and dis-
order in two dimensions. The flow of t(x) and
Q(x) is plotted in Fig. 1 for the case a 0 1 (the
flow diagram is qualitatively the same for a 0
0). The arrows indicate the direction of the
flow as the temperature is lowered. The QCP,
corresponding to the fixed point of Eqs. 4 and
5, is marked by the circle. The attractive
(Bhorizontal[) separatrices separate the me-
tallic phase, where t Y 0, from the insulating
phase, where t Y V. Crossing one of these
separatrices (18) by changing the initial
values of t and Q (for example, by changing
the carrier density) leads to the MIT. Near the
fixed point, these separatrices are almost
insensitive to temperature, which is in agree-
ment with the experiments in Si-MOSFETs
(19, 20). The accidental (but fortunate)
smallness of the fixed point parameters tc ,
0.3 and tcQc , 0.27 permits us to believe that
the two-loop equations derived in the large-nv
limit capture accurately enough the main
features of the transition.

We now discuss the renormalization of the
parameter z due to the e-e interactions. The
RG equation for z is described by an in-
dependent equation, which quite generally
(11) takes the form dlnz/dx 0 bz(t,g2,gc; nv).
Observe that bz, as well as Eqs. 4 and 5 for t
and Q, are all independent of z. Consequently,
z in the vicinity of the MIT is critical: z È
1/Tz with a critical exponent z equal to the
value of the function bz at the critical point
(9, 13). The parameter z, being related to the

Fig. 1. The disorder-interaction
(t0Q) flow diagram of the 2D
electron gas obtained by solving
Eqs. 4 and 5 with the Cooper
channel included (a 0 1). Arrows
indicate the direction of the
flow as the temperature is
lowered. The circle denotes the
QCP of the MIT, and the dashed
lines show the separatrices.
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Figure 1 Temperature dependencies of the resistivity and of the strength of
spin-related interactions for electron densities across the MIT. a, ρ (T ) traces at
B= 0. b, Cee (T ), extracted from the slope of the magnetoconductance (see text).
Both ρ (T ) and Cee (T ) exhibit a fan-like structure across the MIT. The densities (in
units of 1010 cm−2) are: 7.24, 7.53, 7.83, 8.26, 8.70, 9.14, 9.58 and 9.87. In a, the
densities increase from top to bottom, whereas in b, they increase from bottom to
top, that is, the interaction increases in the metallic phase and decreases in the
insulating phase as the temperature is lowered. M and I regions indicate metallic
and insulating phases, respectively.
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Figure 2 Magnetoresistivity and magnetoconductivity for electron density
ns = 9.14×1010 cm−2 measured at different temperatures. a, Resistivity plotted
against magnetic field applied parallel to the 2D plane. b, Magnetoconductivity
"σ (B, T )≡ σ (B, T )−σ (0, T ) (in units of the quantum conductance) plotted as a
function of (gµBB/kBT )2. The curves in b are vertically shifted for clarity. Note that
the curves for different temperatures are linear when plotted versus (gµBB/kBT )2

and their slopes slowly decrease with temperature.

earlier in ref. 4, the large factor n2
v due to the valleys enhances

the effect of the e–e interactions. (Here, we have assumed that
the valleys are fully degenerate at all temperatures by restricting
ourselves to T > Tv, where Tv is the temperature scale associated
with the valley splitting. This temperature is not precisely known,
but our analysis of the low-temperature data suggests Tv ≈ 0.5K.
Further details of this region will be presented elsewhere.)

Equation (1), as was shown in ref. 11, incorporates
renormalization-group corrections to first order in ρ and is
therefore strictly valid only deep in the metallic region. For
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Figure 3 The disorder–interaction (ρ–Cee ) flow diagram of the 2D electron
liquid in Si MOSFETs. The red circle at ρ ≈ 0.8 and Cee ≈ 0.035 indicates the
location of the QCP from which the three separatrices (black lines) emanate. The
arrows indicate the direction of the flow as the temperature is lowered. The electron
densities are indicated in units of 1010 cm−2.

general ρ, the magnetoconductance in the diffusive regime will still
retain the b2 form, "σ =−(e2/πh)Cee(γ2,ρ)n2

vb
2. The coefficient

Cee reflects the strength of spin-related interactions at any value
of the resistance (as long as gµBB < kBT < h/τ). This is because
the in-plane magnetoconductance is a consequence of the splitting
of the spin sub-bands. The fluctuations in spin density lead to
finite temperature corrections to the resistivity via the electron–
electron interaction amplitude in the spin-density channel, γ2.
Thus, the spin splitting, by reducing these fluctuations, leads to a
finite magnetoconductance through γ2.

The temperature dependences of the parameter Cee, extracted
by fitting the σ(b2) traces in Fig. 2b, are shown in Fig. 1b for
various densities across the MIT. To the best of our knowledge,
this is the first observation of the temperature dependence of
the strength of the electron–electron interactions. In Fig. 1a, we
plot ρ(T) at zero magnetic field for the same densities. (In the
following, ρ is always expressed in units of πh/e2 (ref. 3).) Figure 1
reveals that not only ρ but also the interaction strength exhibits
a fan-like spread as the MIT is crossed. We see that, whereas
the interaction grows in the metallic phase as the temperature is
reduced, it is suppressed in the insulating phase. The magnitudes
of these changes depend on how far the system is from the MIT,
with both ρ and γ2 becoming practically temperature independent
for densities close to the MIT. This behaviour is indicative
of the flow around a quantum critical point (QCP), which is
fully consistent with the theoretical prediction that the evolution
of ρ and the interaction amplitude, γ2, with temperature are
described by a two-parameter system of coupled renormalization-
group equations manifesting an unstable fixed point corresponding
to the QCP3. Note that a phase diagram can be presented in
different coordinates obtained as a result of various (rather broad)
transformations, preserving the topology of the phase diagram.
In our case, the transformation involves using the slope of
the magnetoconductance.

To see this in a different way, we combine Fig. 1a and
b and construct a two-parameter ‘flow’ diagram in the
disorder–interaction (ρ–Cee) space. The flow diagram is shown
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Figure 13: The resistance–interaction flow di-
agram of 2d electrons in a Si-MOSFET de-
vice [72]. The location of the quantum criti-
cal point is indicated by a circle. The arrows
shown on the three separatrices point in the
direction of the flow for decreasing temper-
ature. The electron densities are displayed
in units of 1010 cm−2. The coefficient Cee

was obtained from magnetoresistance data
and serves as a measure of the interaction am-
plitude in the spin-density channel. Inset: The
inset displays the resistance-interaction (t-Θ)
flow diagram as obtained from the two-loop
calculation; Θ = 2nvγ2 and t = nvρ. Area
(1) is the metallic phase and area (2) is the
insulating phase. Strong spin correlations are
characteristic for area (3), which was not ac-
cessible in this device.

The question addressed in this Section is how these renormalizations affect the thermal conductivity, and if they can
lead to a violation of the WFL.

Despite its successes, the original formulation of the NLSM theory in the Matsubara formalism has certain lim-
itations. The calculation of transport coefficients, for example, requires an analytical continuation in the complex
frequency plane. Furthermore, in studying the thermal conductivity the gradient of the temperature creates a some-
what peculiar situation when the Matsubara frequencies are different in different spatial points [N.39]. The Keldysh
technique [81] offers an alternative approach to the description of interacting many-body systems. In the Keldysh
technique, calculations are performed directly in real time, thereby avoiding the necessity for the analytical continua-
tion. The range of applicability of the Keldysh approach includes equilibrium as well as non-equilibrium properties.
Furthermore, the use of the Keldysh field theory approach for disordered systems is often motivated by the observation
that the disorder averaging can be performed without introducing replicas [82, 83] [N.40]. The RG-analysis, including
effects of the spin density fluctuations, has been reproduced in the Keldysh technique in Ref. [84]. The discussion of
thermal conductivity in this Section will be based on the NLSM formalism in the Keldysh technique.

The Keldysh partition function is equal to Z =
∫

D[ψ†, ψ] exp(iS [ψ†, ψ]), with an action defined on the Keldysh
contour C [81, 85]. In the absence of the source terms, the action is equal to

S k[ψ†, ψ] =

∫
C

dt
∫

r

(
ψ†i∂tψ − k[ψ†, ψ]

)
, (40)

where k = h − µn is the heat density, h and n are the hamiltonian density and particle density, µ is chemical potential,
and ψ and ψ† are vectors of Grassmann fields with two spin components. The calculation of the thermal conductivity
can be based on the retarded heat density correlation function χk(x1, x2) = −iθ(t1 − t2)〈[k̂(x1), k̂(x2)]〉T . Here, we
denoted x = (r, t) and introduced the heat density operator k̂ = ĥ − µn̂. The angular brackets 〈. . . 〉T stand for thermal
averaging.

Introducing fields on the forward (+) and backward (−) paths of the Keldysh contour, one may define the classical
(cl) and quantum components (q) of the heat density symmetrized over the two branches of the contour, kcl/q =
1
2 (k+ ± k−) [85]. After adding the source term S η = 2

∫
x[η2(x)kcl(x) + η1(x)kq(x)] to the action, S = S k + S η, where η1

and η2 are so-called gravitational potentials [86, 87, 88], one can find χk by the formal differentiation of the partition
function, χk(x1, x2) = i

2δ
2Z/δη2(x1)δη1(x2). The thermal conductivity κ can be obtained from the disorder-averaged
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correlation function 〈χk(x1, x2)〉dis = χk(x1 − x2) as [89]

κ = −
1
T

lim
ω→0

lim
k→0

[
ω

k2 Imχk(k, ω)
]
. (41)

The disadvantage of working with the gravitational potentials based on the action S = S k + S η is that η1,2 couple
(among other terms) to the randomly distributed disorder potential udis. Fortunately, one can release the disorder term
from the explicit dependence on the gravitational fields with the transformation ψ → λ̂1/2ψ, ψ† → ψ†λ̂1/2, where
λ̂ = 1/(1 + η1σ̂0 + η2σ̂1) and σ̂0 and σ̂1 are Pauli matrices in Keldysh space. From here on, the NLSM can be derived
along the standard lines [21, 24, 16, 82, 83, 84].

Model with short-range interactions: The diffusion modes are described by the extended NLSM [N.40] which
incorporates the gravitational potentials [90, 91]

S dm =
πνi
4

Tr[D(∇Q̂)2 + 2iz{ε̂, λ̂}δQ̂] −
πν

8

∫
ddr ν{δQ̂λ̂(Γ̂ρ + Γ̂σ)δQ̂}. (42)

Here, δQ̂ = Q̂ − Q̂sp, where Q̂sp = σ̂3 is the (metallic) saddle point in the Keldysh NLSM. In the frequency domain,
(λ̂r)εε′ = λ̂r,ε−ε′ , while Q̂εε′ generally depends on both frequency arguments. The trace Tr covers all degrees of freedom
including spin as well as integration over coordinates. For δQ̂(εε′) = ûεδQ̂εε′ ûε′ the temperature of electrons enters
through the distribution function encoded in û,

ûε =

(
1 Fε

0 −1

)
, Fε = tanh

(
ε

2T

)
. (43)

Similar to Eq. (9), the structure of the interaction term in Eq. (42) is symbolic. At first order in η̂, the gravitational
potential generates two types of vertices, one associated with frequency, the other associated with the interactions.
These vertices are displayed in Fig. 14.
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Figure 14: The expansion of the action of the diffusion modes S dm to first order in η̂ gives rise to two vertices. The frequency vertex
displayed on the left contains the “center-of-mass” frequency of the two adjacent fermionic propagators. The interaction vertex on
the right accounts for the presence of η̂ in the interaction term.

The static part of the heat density correlation function is related to the specific heat c as χstatic
k = −cT , while the

specific heat, in turn, can be found from the average heat density as c = ∂T 〈k̂〉T . It comprises a trivial electronic
part c0 and a contribution of the diffusion modes cdm. The diffusion modes give rise to the heat density kdm =

(i/2)δZdm/δη2(x1)|η̂=0, where Zdm is determined by S dm of Eq. (42). Evaluating kdm in the ladder approximation, the
heat density can be presented in the form [90]

kdm =
1
2

∫
q,ω

ωBωDq2
[
z1D1D1 + 3z2D2D2 − 4zDD

]
. (44)

In this formula, we used several different diffuson propagators. The bare retarded diffuson D includes the frequency
renormalization and takes the form D(q, ω) = 1/(Dq2 − izω). In the presence of rescattering caused by the e-e
interactions, the retarded diffusion propagators in the singlet and triplet channel read asD1,2 = 1/(Dq2 − iz1,2ω) with
z1 = z − Γρ, z2 = z − Γσ. Advanced diffusons are written with a bar, as in D(q, ω) = D(q,−ω), for example. The
bosonic distribution function isBω = cot(ω/2T ). The form of the heat density of diffusion modes displayed in Eq. (44)
can be understood as follows: It represents the energy weighted with the distribution function and multiplied by the
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spectral function of the diffusion modes. The contribution of the diffusion modes to the specific heat is obtained by
differentiating the heat density with respect to temperature as cdm = ∂T kdm. Fermions give a separate contribution to
the specific heat. Eventually, an analysis of the combined fermionic and diffusion mode contributions to the specific
heat leads to the conclusion that the specific heat in the disordered electron liquid can be expressed through the
parameter z as c = zc0 [26, 92, 14], where c0 = 2π2νT/3.

For finding the thermal conductivity, it is sufficient to know the dynamical part of the heat density correlation
function χdyn

k , see Eq. (41). The study of χdyn
k (q, ω) requests for an RG-treatment in the presence of the gravitational

potentials, keeping in mind their dependence on q and ω. For χdyn
k it suffices to expand λ̂ ≈ 1 − η̂ in the action. Since

the RG flow for D, z, and the interaction amplitudes Γρ and Γσ is known, it remains to determine vertex corrections by
studying the renormalization of the gravitation source fields contained in η̂. For the sake of simplicity, the procedure is
explained for the classical component η1. It will be preferable to work with the interaction amplitudes Γ1 = 1

2 (Γρ−Γσ)
and Γ2 = −Γσ. The NLSM extended by the gravitational potentials has the following (symbolic) form [90, 91],

S ζ =
πνi
4

Tr[D(1 + ζ̂D)(∇Q̂)2 + 2iz{ε̂, 1 + ζ̂z}δQ̂] −
πν

8

2∑
n=1

∫
ddrν {δQ̂(1 + ζ̂Γn )Γ̂nδQ̂}, (45)

where ζ̂X(r, ε + ω, ε) = ζX(r, ω) for X ∈ {D, z,Γ1,Γ2} represent the gravitational potentials. As one can observe, in
Eq. (45) there are vertices related to frequency and interactions. Besides, the field ζD was introduced to anticipate the
possibility that the sources ζX with X , D migrate to the D-term during the RG procedure. The initial conditions are
obtained from a comparison with Eq. (42), ζz = ζΓ1 = ζΓ2 = −η1, ζD = 0, keeping in mind that only the η1 component
is used.

The RG-procedure would be relatively straightforward if the potentials ζ̂X(ε, ε′) were frequency-independent.
Then, the renormalization of potentials ζz and ζD could be obtained by a differentiation of the diffusion propagators
as D∂DD or z∂zD, while the extraction of renormalized ζΓn could be implemented by a differentiation with respect to
Γn. Unfortunately, ζ̂X(ε, ε′) is a matrix in frequency space and therefore does not commute with matrices Û and ˆ̄U
that determine the fluctuations of Q̂ around the saddle point σ̂3. Still, the above remarks allow one to understand why
the final result of the RG-analysis acquires a very compact form [90, 91]

∆(Xi0ζi0 ) =

4∑
j=1

ζ j
∂

∂X j
(∆Xi0 ), (46)

where ∆X symbolizes a logarithmic correction to X. For the sake of notational convenience, we introduced a counting
index i to distinguish the RG charges Xi ∈ {D, z,Γ1,Γ2} with i = 1...4 as well as ζi ≡ ζXi . The expression in Eqs. (46)
resembles the so-called multiplicative RG [93]. The reason for this structure is that the source terms accompanying
the RG charges Xi are organized in a multiplicative way. It has been shown that the parameters ζXi do not flow,
provided that (i) ζD = 0 holds and (ii) all remaining ζXi,D are equal to each other [90, 91]. These criteria exactly
correspond to the boundary conditions relevant for the RG-flow of the functional S ζ . Thus, the multi-parametric flow
of parameters exhibits a fixed point. It is precisely this remarkable balance between the different terms in S ζ that
ensures the conservation of energy during the course of the RG-procedure.

After all renormalizations, the dynamical part χdyn
kk is determined by the averaged product of the η1- and η2-

frequency terms that can be calculated in the ladder approximation, see Fig. 15. The interaction vertices are not
effective at this final stage, because such contributions have already been accounted for during the RG procedure.
Besides, unlike for the density-density or spin-density correlation functions, no rescattering of the electron-hole pairs
occurs in the ladder presented in Fig. 15 (cf. Figs. 1.3 and 1.4). The reason is that such a rescattering would induce
frequency intergrals of the form

∫ ∞
−∞

dεε[Fε+ω/2 − Fε−ω/2] = 0, unless a small particle-hole asymmetry is introduced
[94]. Finally, the dynamical part of the correlation function takes the form χdyn(k, ω) = −c0T (γk

z )2iω/(Dk2 − izω). In
this expression, the factors of γk

z = z account for the renormalization of the two frequency vertices. Overall, the heat
density correlation function is obtained by adding the static and dynamical parts as

χk(k, ω) = −cT − c0Tz2 iω
Dk2 − izω

= −cT
DQk2

DQk2 − iω
. (47)
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Figure 15: The dynamical part of the heat density-heat density correlation function. As discussed in the main text, no additional
rescattering induced by the e-e interactions occurs.

In these equations, the relation c = zc0 for the renormalization of the specific heat has been used. With the help of
Eq. (41), the thermal conductivity is found as κ = cDk = c0D. While the diffusion of heat is governed by the heat
diffusion coefficient DQ = D/z, the frequency renormalization z cancels out when calculating the thermal conductivity.
As an immediate consequence of this observation in combination with the RG-result for the conductivity, σ = 2e2νD,
the WFL κ/σ = π2T/3e2 = L0T holds even in the scale dependent disordered electron liquid [89, 90].

Coulomb interaction and violation of the WFL: The calculation of the thermal conductivity described above is
based on a model with Fermi-liquid type interactions, Eqs. (42) and (45). The analysis can be extended to include
long-range Coulomb interactions [95, 96]. The inclusion of Coulomb interactions into the RG analysis affects the
results for both electric and thermal conductivities, but leaves the Wiedemann-Franz ratio κ/σT unchanged. However,
the long-range character of the Coulomb interaction and the constraints imposed by gauge invariance require special
care [97, 96]. For example, in the case of 2d conducting electrons, while electrons are confined within a conducting
plane or thin film, the electric field and its energy density extend over the whole 3d space, see Sec. III of Ref. [96].

For a 2d electron gas with long-range Coulomb interaction, additional logarithmic corrections to the thermal con-
ductivity arise from energies that are smaller than temperature [N.41]. Since the sub-temperature range does not
contribute to the renormalization of the electric conductivity, the WFL is violated in the presence of Coulomb inter-
actions. The corrections captured by the conventional RG procedure result from virtual transitions. By contrast, the
corrections from the sub-temperature energy range have their origin in the on-shell scattering of electrons. The calcu-
lation of the thermal conductivity therefore demands a two-stage procedure: first, the leading logarithmic corrections
originating from energies in the RG-interval (T, 1/τ) can be absorbed into the scale-dependent RG charges of the
extended NLSM with gravitational potentials. Subsequently, the sub-temperature corrections can be found using the
renormalized parameters of the NLSM as an input [96]. The general structure of the heat density correlation function,
Eq. (47), remains unaffected. However, the diffusion coefficient entering the correlation function needs to be modified
as D→ D̃ = D + δD, where where D includes the RG-corrections and δD originates from the sub-thermal processes.

The correction to the thermal conductivity from sub-thermal energies is found as

δκ =
T
12

log
Dκ2

scr

T
. (48)

The correction δκ presented in Eq. (48) was obtained perturbatively by various techniques in Refs. [98]-[100] and [95].
The two-stage procedure described above generalized these calculations by showing [96] that all Fermi-liquid and RG
renormalizations (including the parameter z) drop out when calculating δκ. The correction δκ causes a violation of the
WFL. For a detailed discussion of this effect, it is useful to introduce the “thermal resistance” ρk ≡ (L0T/κ)e2/2π2,
for which the relation ρk = ρ holds as long as the WFL is satisfied. The thermal analog of R(ηT ) discussed in Sec. 6
is the dimensionless function Rk(ηT ) = ρk(ηT )/ρmax. While the solution of the RG equations (38a) and (38b) depends
on nv, the number of valleys does not affect δκ [96]. Hence, the relative weight of the WFL-violating correction is
nv-dependent. For an arbitrary nv, Rk(ηT ) can be parametrized as

Rk(ηT ) =
R(ηT )

1 + R(ηT )(Pmax −
1
2ηT )

, (49)

where Pmax ≡
1
2ρmax log(Dκ2

scr/Tmax) = (ρmax − ρk(0))/ρk(0) is a measure for the violation of the WFL law at the
temperature Tmax. Remarkably, the maximum of Rk(ηT ) is positioned at a universal value (independent of Pmax),
determined by the condition R′/R2 = 1/2. For nv = 2, this gives ηmax

T,k ≈ −0.0785; examples of curves with Pmax = 0.2,
0.3 and 0.4 are shown in Fig. 16.
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Figure 16: ”Thermal resistance” Rk and resistance R in dimensionless units for nv = 2. Rk coincides with R if the WFL holds. The parameter Pmax
is a measure for the violation of the WFL law at the temperature Tmax. In the discussed theory, the maxima of Rk are shifted from the maximum of
R by a value that is independent on Pmax. The high temperature-regime for which Rk > R is unphysical.

Recently, it has been found that logarithmic corrections from the sub-thermal energy interval also contribute to the
thermopower [101], in addition to corrections from the RG interval [102, 101]. Moreover, the sub-thermal corrections
change the overall sign of the effect. The use of the NLSM formalism for the calculation of these corrections requires
a generalization of the Finkel’stein model to include particle-hole asymmetry [94].

Conclusion: Similar to the electric conductivity, the thermal conductivity acquires a pronounced temperature de-
pendence at low temperatures. The WFL and its validity, however, turn out to be very sensitive to the range of the
interaction. For short-range interactions of the Fermi liquid-type, the WFL displays a remarkable robustness, and the
low-temperature corrections to thermal conductivity closely follow those for the electric conductivity. Correspond-
ingly, the RG captures the dominant interaction effects and the WFL is obeyed with logarithmic accuracy. In contrast,
for a generic electron liquid with long-range Coulomb interactions, there exist delocalizing contributions to the ther-
mal conductivity that do not have any analog for the electric conductivity. They are beyond the RG approach, originate
from scattering processes with very low energy transfer of the order of the temperature, and lead to a violation of the
WFL.

8. Summary

The physics of the itinerant electrons is determined by the combined effect of disorder and e-e interactions which
together generate a rich set of non-trivial phenomena. There are singular corrections to various quantities, both in
transport and thermodynamics, which need to be summed consistently. The MIT is a non-trivial example of a QPT
with a dynamic critical exponent which needs to be found from a special equation, rather than postulated heuristically.
In two-dimensional systems, the physics is determined by the RG-flow on the disorder-interaction phase plane, which
is governed by a fixed point and the associated separatrices. Crossing the separatrix implies the MIT. In thermal
transport, there exists a term violating the Wiedemann-Franz law. This violation is caused by the long-range part of
the Coulomb interaction, which is effectively only time-dependent. On the methodological side, the problem is an
impressive example of the effectiveness of field-theoretical methods in condensed matter physics. In particular, the
originally fermionic problem is described entirely in terms of fluctuations of the Q-matrix field in the effective NLSM
functional, applicable to studying both normal and amorphous superconducting systems.

9. Notes:

N.1 Index k in Γk means that in the singular amplitude Γ(k, ω) one first takes the limit ω = 0 and only afterwards
the limit k → 0, i.e., Γk = Γ(k→ 0, ω = 0).
N.2 The question of the effective dimension of a disordered system has certain subtleties. Strictly speaking, two-
dimensional systems are those were the motion of electrons in the third direction is quantized. In a broader sense,
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2d systems are films where the motion of electrons is not quantized, but the diffusion modes are. In this case the
effective density of states ν incorporates the thickness of the film. Owing to the thickness, a film fabricated from a
very disordered 3d material may have a moderate resistance. In the latter case D = v2

Fτel/3. The parameter which
characterizes the ”effective disorder” for a film is its resistance per square, R�, rather than k f l or, equivalently, εFτ.
The reduction to one-dimensional wires has to be performed along the same line.
N.3 This implies that the zero-sound modes predicted by Landau [3] cease to exist in the presence of disorder.
N.4 In the textbook notation, 2Γ̃1 − Γ2 = Bl=0 and Γ2 = −Cl=0; see Eqs. (18.7) and (18.9) of chapter 2, §18 in Ref.
[3].
N.5 The stability of a liquid with charged particles is determined by the combination [VC(k) + ∂µ/∂n] > 0 (for all
k), rather than ∂µ/∂n alone; the liquid is stabilized by VC(k), the Fourier component of the bare Coulomb interaction.
N.6 On the contrary, in the processes of rescattering presented in Figs. 1-4, there are no integrations over the
momenta of the diffusion propagators.
N.7 In the ballistic region, T > 1/τel, non-analytic corrections due to the interplay of interaction and disorder also
exist. In 2d they are linear in temperature, see Refs. [103]-[106]. The effect of a smooth long-range potential from
remote ionized centers versus the influence of short-range scattering in the conducting channel was discussed in Refs.
[107] and [108]. The experimental situation was analyzed in Ref. [109].
N.8 Besides the replica trick, a very powerful technique exists for noninteracting systems, the supersymmetry
technique pioneered by Konstantin Efetov [110, 111]. Its application to interacting systems, however, is challenging,
and progress in this direction is so far limited [112]. An alternative to the replica trick for disordered systems with
e-e interactions is the Keldysh formalism [82, 83]. A comprehensive review of the Keldysh formalism is given in the
book by A. Kamenev [85]. The whole set of results originally obtained in Ref. [5] was reproduced in the Keldysh
technique for the first time in Ref. [84].
N.9 After averaging over disorder realizations, the resulting effective system is translational invariant: the scattering
of the diffusion modes obeys the momentum conservation law.
N.10 To get some intuition, one may look on the NLSM for non-interacting electrons as a sort of the Heisenberg
functional used in the theory of magnetism. Then, the frequency term in S [Q], which breaks the symmetry with
respect to the sign of the frequency, is the counterpart of the external magnetic field. In this analogy, the diffusons and
cooperons are the counterparts of magnons.
N.11 Systems that principally differ from the disordered Fermi-liquid are beyond the scope of this article: (i) The
action describing systems such as electrons under the conditions of the quantum Hall effect, topological insulator
surface states or graphene contain additional topological terms, which protect these systems from being insulators,
[113]-[118]. Disorder may, in principle, destroy the topological protection and convert the system to an ordinary
insulator. However, to this end disorder should mix opposite edges in the quantum Hall effect, or scatter electrons
from one side of the topological insulator to the opposite one or mix different valleys in graphene. (ii) Another class
of systems that is beyond the scope of this review are disordered non-Fermi liquid systems, i.e. systems that display
non-Fermi liquid behavior in the absence of disorder [119, 120, 121]. Disordered non-Fermi liquid systems may still
be suited for a NLSM description, once modified to incorporate anomalous diffusion [119, 120].
N.12 In particular, for the spin susceptibility, χ0/ν = 2(gLµB/2)2. For the charge density, the factor e2 has al-
ready been excluded from the definition of the polarization operator and, therefore, Π0/ν = 2. For the specific heat,
c0/(νT ) = 2π2/3.
N.13 Like Landau’s Fermi liquid theory is not a model.
N.14 Additional terms in the NLSM arise in the presence of magnetic impurities, an external magnetic field or
spin-orbit scattering, see e.g. Ref [24]. In the presence of these terms, some of the diffusons become massive. At
sufficiently low temperatures, when the massive diffusons may be neglected, the action of S [Q] of the NLSM, Eq. (9),
can be adjusted by excluding the massive modes from the Q matrix manifold. Systems with different sets of singular
fluctuation propagators (i.e., when the Q̂-fields are elements of different manifolds) belong to different universality
classes. The unitary class describes systems for which only density fluctuations are important. Fluctuations of the
charge- and spin-densities as well as different kind of Cooperons are relevant for the orthogonal symmetry class. In
the presence of spin-orbit interactions, only the charge density mode and the singlet Cooperon remain massless, and
the system belongs to the symplectic symmetry class. Besides the symmetry of the Q matrix, the NLSM action for
different universality classes also differs in the type and number of e-e interaction terms. For the orthogonal symmetry
class, for example, the most general form of the e-e interaction as presented in Eq. (9) is required, while for the unitary
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class only the interaction in the charge density channel is relevant. Generalizations of the e-e interaction description
in the NLSM for different symmetry classes were considered both in the Matsubara and the Keldysh techniques in
Refs. [122] and [123], respectively.
N.15 Compared to the standard definition of the quantum resistance, this unit contains an additional factor π.
Thereby resistance ρ is measured in units of 2π2~/e2.
N.16 Decreasing λ corresponds to enlarging blocks in the real-space renormalization procedure.
N.17 In amorphous films superconductivity can be totally suppressed by a moderate resistance per square. For a
review of this question see Ref. [30].
N.18 So far, one may be under the impression that parameter z is inseparable from ν. Eq. (29) demonstrates,
however, that the situation is more delicate, because z also determines the critical dynamic exponent zen/m.
N.19 In Refs. [13], [14] and [16], the combination x = d−2

d (1 + ζ̃) was written as d−2
d−ς . Correspondingly, the

dynamical exponent zen/m has to be read as zen/m = d − ζ.
N.20 To get an idea about the value of the critical exponent ζ̃, consider it in the lowest order in ε. For the case of
strong magnetic scattering, the equation describing resistance in the lowest orders in ρ and ε is

dρ
dy

= −
ε

2
ρ + ρ2, ρc =

ε

2
. (50)

Furthermore,
d ln z/dy = −ρ/2. (51)

At d = 3, this estimate yields ζ̃ = 1/4, zen/m = 2.4, and for the exponent x ≈ 0.415. The two loop calculations
[92, 124] at ε = 1 in the discussed case of strong magnetic scattering practically do not change the critical exponents
zen/m and x; see Eq. (44) in Ref. [124].
N.21 This is the case when there is no mechanism limiting the fluctuations of the spin degrees of freedom, for
example, when there are no impurities carrying magnetic moments which may induce spin scattering.
N.22 In particular, the question of a possible transmutation of the spin diffusion modes into local ones near the MIT
in 3d still remains unresolved. An interesting observation here is that the width of the Electron Spin Resonance line
∆H1/2 (i.e., the rate of relaxation) in uncompensated Si:P with n/nc = 1.09 and 1.25 appears to be exactly proportional
to the spin susceptibility χ when the temperature is below 1K [125]. Presumably, the MIT in uncompensated Si:P
differs from that in the compensated semiconductors by generating local spin modes at low enough energies in a
region near the transition, for a discussion see Ref. [32]. The discussed divergence in the spin-density channel at a
finite scale may well be a driving force for the formation of local spin modes at the corresponding scale. Whether they
will reveal themselves as the Kondo effect or somehow differently remains unclear, and it may depend on whether the
semiconductor is compensated or not.
N.23 A comprehensive discussion of experiments is beyond the scope of this article. Still a few comments seem to
be appropriate here: (i) The dependence of σ on temperature in the critical region can be determined with a limited
accuracy only. For the analysis of the critical behavior, the data should be taken outside the region of perturbative
corrections, σ(T ) − σ(T = 0) & σ(T = 0) but, on the other hand, one should remain within the quantum transport
region, σ(T ) < σmin. (The Mott minimal conductivity σmin is a scale separating regions where transport is dominated
by classical or quantum mechanisms.) These two inequalities leave a limited window of σ(T ) appropriate for the
analysis of the truly critical region of the MIT [126].

(ii) The true critical behavior may be obscured by the so-called rounding of the transition, caused by an inhomo-
geneous distribution of dopants. Rounding may noticeably change the critical behavior as it was demonstrated by the
analysis performed in Ref. [127]. For a discussion of an effect of rounding in Si:P see Refs. [128] and [129].

(iii) It appears that “canonical” Si:P is not very suitable for studying the critical behavior at the MIT. The critical
region is very narrow, and several different mechanisms interfere [130, 131].

(iv) In measurements on the magnetic-field-induced MIT in GaAs and InSb semiconductors the critical behavior
σ(T ) ∼ T 1/3 has been observed [132]. (It may be worth mentioning that for this universality class, in the lowest
order in the ε-expansion, ζ̃ is indeed equal to zero [14].) In a persistent photoconductor [133], where the carrier
concentration can be controlled very neatly, σ(T ) ∼ T 1/2 at the transition, i.e., x = 1/2; this corresponds to ζ̃ = 1/2.
N.24 The idea of tuning the MIT by applying a magnetic field B was first put forward in Ref. [134]. In the
case of the neutron-transmutation-doping (NTD) method, the concentration of dopants is controlled by the time of
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irradiation. The NTD-method allows researchers to fabricate samples with completely homogeneous doping in order
to avoid rounding of the transition. Studies of the disorder driven MIT in NTD Ge:Ga semiconductors reveal a very
interesting and rich picture [135]. Besides non-compensated ones, compensated samples of Ge:Ga,As with the level
of compensation K ≈ 0.32 were fabricated. It was found that in non-compensated Ge:Ga at B = 0 in a very narrow
region of dopant concentrations, (nc − n)/nc . 1%, the critical exponent is x = 0.38. A fit with x = 0.33 does not
work well (cf. Figs. 3b and 3a in [135]). However, when the MIT was tuned by a magnetic field, B , 0, a successful
fit with the exponent x = 0.5 can be performed in a broad region of magnetic fields. Finally, for the compensated
samples in the absence of a magnetic field, B = 0, the exponent is x = 0.33. In all cases reasonable values of µ ≈ 1
were obtained.
N.25 In absence of the e-e interaction, the TDOS ν(ε) is equal to ν. In general, the presence of Λ̂ in its explicit form
(rather than as Q) indicates that the corresponding quantity has potential complications related to gauge-invariance,
see also the next comment.
N.26 This result [5] has been re-derived in different ways in Refs. [136, 137, 82]. In particular, in Ref. [82] the
calculation of the non-perturbative TDOS was accomplished by excluding the low-momentum part of the Coulomb
interaction by a gauge transformation applied directly to the matrix Q̂.
N.27 For example, this type of correction does not influence the temperature of the superconducting transition Tc

(i.e., a quantity, which is very sensitive to the density of states at the Fermi energy, ν). All log-squared corrections to
Tc are cancelled out [29, 30]. Some remnants of the time-dependent e-e interaction reveal themselves in the thermal
conductivity in 2d; see, e.g., Refs. [100, 96, 95] and also [N.41] below.
N.28 Granular superconductors consist of superconducting particles embedded in an insulating matrix. The con-
finement of electrons within the granules gives rise to mesoscopic energy scales that are absent in amorphous super-
conductors, such as the mean level spacing, charging energy and Thouless energy of individual granules, as well as
their individual superconducting order parameter. Depending on the relation between these energy scales and also on
the tunneling coupling between the granules, granular superconductors can display a rich behavior with superconduct-
ing, metallic and insulating phases. At strong inter-granular coupling, the granular system may resemble amorphous
materials. The competition between the effect of the Coulomb blockade and the Josephson coupling between the gran-
ules has been studied by K. B. Efetov far ago [138]. The suppression of superconductivity due to random tunneling
and Coulomb effects in granular metals was addressed in Ref. [139]. For a review of granular electronic systems we
refer to Ref. [140].
N.29 According to the Anderson “theorem” [141, 142], disorder does not influence the temperature of the super-
conducting transition. Obviously, the fermionic mechanism is in a stark contradiction with this theorem. For the
purpose of clarity, let us emphasize that the Anderson “theorem” is valid (and was applied by its authors) only within
the scope of the BCS-Hamiltonian. In our terminology, the mixing of different channels was fully ignored in these
early works. Therefore, the Coulomb interaction as well as the γ2 amplitude could not enter the Cooper channel.
N.30 The presence of non-universal mechanisms make an accurate description of the dependence of Tc on R�
impossible. These mechanisms can be the dependence of the electron-phonon interaction on the thickness of the films
when they are too narrow, or the quantization of the density of states. However, these (unidentified) mechanisms are
of a short-range character, unlike the long-range effect of the suppression of the superconductivity induced by the
interplay of the Coulomb interaction and disorder. Therefore, for a wide stripe (when the width is of the order of 102

nm) the non-universal effects are the same as in 2d films. Owing to this fact, the transition temperatures of the 2d
films of different thicknesses can be used as input parameters when studying the Tc-suppression for wide stripes. With
this input, the Tc-suppression by R� can successfully be obtained for each of the stripes of different widths. This fact
demonstrates the long-range origin of the mechanism of the Tc-suppression by disorder as well as the universality of
the fermionic mechanism.
N.31 Specifically, Refs. [52, 53] discuss a mechanism for an enhancement of superconductivity in disordered
systems with short-range interactions. For this case, the equation for the flow of the relevant amplitude γ (which is a
certain combination of the singlet, triplet and Cooper channel amplitudes), reads as dγ/dy = 2ργ − 2γ2/3 [52, 53].
Unlike for the case of the Coulomb interaction discussed above, this equation needs to be studied in parallel with the
flow equation for ρ, which for small interaction amplitudes γi � 1 is governed by the weak localization contribution,
dρ/dy = ρ2. Based on the two flow equations for γ and ρ, the authors of Ref. [52, 53] found that if the condition
ρ2

0 � |γ0| � ρ0 is met at the ultraviolet scale, disorder can enhance the transition temperature Tc compared to the clean
case. The key point is that the first term in the RG equation for γ, namely the disorder-induced term 2ργ, initially
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dominates and leads to an increase of |γ| that is stronger compared to the clean case, until the resistance reaches
ρ∗ ∼ ρ2

0/|γ0|. Afterwards, the second term, 2γ2/3, takes over and controls the final stage of the transition to the
superconducting state. The resulting transition temperature can be estimated as Tc ∼ τ

−1 exp(−2y∗), with y∗ ≈ 1/ρ0,
which is larger than Tc0 ∼ τ

−1 exp(−1/|γ0|) for the clean case. A more detailed analysis is provided in Ref. [53].
N.32 Still, many samples are needed in order to identify the universal properties of the MIT in 2d.
N.33 2d electron systems with nonzero spin or valley splitting may include Si-MOSFET [66, 143, 144] and n-
AlAs-quantum wells [145, 146] as well as AlxGa1−xAs/GaAs/AlxGa1−xAs double quantum well heterostructures
[147]. A discussion of such systems can be found in Ref. [19].
N.34 This is, actually, a crucial point. The measurements in Ref. [68] confirmed the original idea [67] that the
difference between high- and low- mobility Si-MOSFET samples is in the strength of the inter-valley scattering rather
than in rs itself, which even in the best samples is not too large. It was shown that in the Si-MOSFET devices the ratio
τv/τel monotonically increases when the electron density decreases; here τv is the time of the inter-valley scattering.
On the other hand, electrons are always localized at low enough densities. The peculiarity of the Si-MOSFETs
fabricated from high-mobility samples is that the MIT in the dilute electron liquid can be reached under conditions
when the two valleys are distinct. For a review of low-mobility Si-MOSFETs, where the glass behavior was observed,
see Ref. [148].
N.35 The gL-factor is about 1.5 times larger than for free-electrons, i.e., gL/g0

L = 1
1+Fσ

0
= 1−Γσ ≈ 1.5. The effective

mass is about 3 times larger than the band mass, m∗/mb ≈ 3.
N.36 The existence of the diffusive region is not obvious even in the neighborhood of the MIT. In high-mobility
systems like GaAs/AlGaAs or n-SiGe heterostructures the single particle scattering rate typically differs by a factor of
10 compared to the transport scattering rate. The smooth disorder drives the system directly from the ballistic to the
insulating phase. Therefore, it is difficult to access the diffusive regime.
N.37 The problematic feature of the flow equations given by Eqs. (38a) and (38b) is that the amplitude γ2 diverges
at a finite temperature T ∗ and thereafter the RG-calculation becomes uncontrolled [6, 7].

(i) Fortunately, the scale T ∗ decreases very rapidly with nv as ln ln(1/τT ∗) ∼ (2nv)2, making the problem of the
divergence of γ2 irrelevant for all practical purposes even for nv = 2 which corresponds to Si-MOSFETs [67]. At
nv → ∞, the theory becomes internally consistent: T ∗ → 0.

(ii) For discussions of different scenarios related to the divergence of γ2 at a finite nv, see Refs. [31, 32, 17, 149,
150, 34].
N.38 The validity of the WFL is closely connected with the quasiparticle description [151, 79]. Experimental tests
of the WFL through simultaneous measurements of electric and thermal transport are, therefore, an important tool for
the detection of non-Fermi liquid behavior [152]. A strong violation of the WFL was observed in graphene near the
charge neutrality point where none of the assumptions underlying Fermi liquid theory are applicable [153].
N.39 Of course, when only the linear response is studied, the temperature can eventually be taken to be constant.
However, this can be done only when the final expressions have already been obtained, rather than during the process
of their derivation.
N.40 The Cooperons and the e-e interaction in the Cooper channel will be fully ignored. It is assumed that in the
Cooper channel the e-e interaction is repulsive, Γc > 0.
N.41 The corrections emerging from the sub-temperature energy range are generated by the same time-dependent
part of the Coulomb interaction which is responsible for log-squared corrections to the TDOS. However, the argument
that a purely time-dependent e-e interaction can be eliminated by means of a time-dependent gauge transformation
which has been used for the electric conductivity is not applicable here, because this transformation gets entangled
with the frequency-vertices of the correlation function χdyn

kk .
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