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ABSTRACT

State-of-the-art regional climate model simulations that are able to resolve key mesoscale circulations are

used, for the first time, to understand the interaction between the large-scale convective environment of the

MJO and processes governing the strong diurnal cycle over the islands of the Maritime Continent (MC).

Convection is sustained in the late afternoon just inland of the coasts because of sea breeze convergence.

Previous work has shown that the variability in MC rainfall associated with the MJO is manifested in changes

to this diurnal cycle; land-based rainfall peaks before the active convective envelope of the MJO reaches the

MC, whereas oceanic rainfall rates peak while the active envelope resides over the region. The model sim-

ulations show that the main controls on oceanicMC rainfall in the early activeMJO phases are the large-scale

environment and atmospheric stability, followed by high oceanic latent heat flux forced by high near-surface

winds in the later active MJO phases. Over land, rainfall peaks before the main convective envelope arrives

(in agreement with observations), even though the large-scale convective environment is only moderately

favorable for convection. The causes of this early rainfall peak are strong convective triggers from land–sea

breeze circulations that result from high surface insolation and surface heating. During the peak MJO phases

cloud cover increases and surface insolation decreases, which weakens the strength of the mesoscale circu-

lations and reduces land-based rainfall, even though the large-scale environment remains favorable for

convection at this time. Hence, scale interactions are an essential part of the MJO transition across the MC.

1. Introduction

The Maritime Continent (MC) is located in the trop-

ical warm pool and consists of many hundreds of islands

with complex coastlines and topography, shallow seas,

and high sea surface temperatures (SSTs). It is one of the

wettest places on Earth, and the high latent heat release

from organized convective activity in the region in-

fluences global circulation and climate via downstream

Rossby wave responses (Jin and Hoskins 1995; Neale

and Slingo 2003). On a diurnal time scale, precipitation

forms over the islands in the afternoon as a result of a sea-

breeze convergence mechanism and propagates offshore

overnight through the reversal of the sea breeze and

coupling to gravity waves (Saito et al. 2001; Mori et al.

2004; Qian 2008; Love et al. 2011; Hassim et al. 2016).

TheMJO is the dominant component of intraseasonal

variability in the tropics, consisting of large-scale east-

ward-moving convective and circulation anomalies that

originate over the Indian Ocean and propagate over the

MC into the western Pacific with a period of 30–90 days

(Zhang 2005). Detailed understanding and accurate

simulation of the complex processes within the MJO as

it interacts with the MC are necessary ingredients for a

successful medium-range weather forecast. However,

global circulation models (GCMs) struggle to reproduce

the rainfall characteristics of the MC region (Johnson
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et al. 2016), the propagation of theMJO (Lin et al. 2006;

Kim et al. 2011), and their interaction (Peatman et al.

2015). Rainfall biases develop within the first few days

of a simulation (Martin et al. 2006), indicating that the

key model biases relate to the inadequate representa-

tion of fast physical processes, such as convection

(Holloway et al. 2012), the transition from shallow to

deep convection that coincides with the gradual moist-

ening of the troposphere prior to the active MJO phase

(Del Genio et al. 2012), and the interaction with the

upper ocean (Tseng et al. 2015).

The interaction between the MC and the MJO is two

way. First, strong forcing provided by the islands of the

MC causes variations in the MJO as it passes (Kiladis

et al. 2005). Second, the MJO influences local climate

through the modulation of both cloud and precipitation

characteristics (Chen and Houze 1997). Rauniyar and

Walsh (2011), Oh et al. (2012), Peatman et al. (2014),

and Moron et al. (2015) demonstrate that precipitation

is enhanced over the islands of the MC and suppressed

over the surrounding seas prior to the arrival of the

MJO. Conversely, toward the late stages of the active

MJO, precipitation anomalies over the islands become

negative in advance of that over the oceans. Hence, the

MJO progression through the MC is not one of smooth

eastward propagation. This is important for forecasting

regional precipitation and also for global circulation, as

the response to a smoothly eastward-propagating heat

source will be different to the response to a more com-

plex propagating heat source.

Peatman et al. (2014) hypothesize that this behavior

is a consequence of the interplay between the large-scale

circulation and mesoscale circulations forced by the is-

lands of the MC. The large-scale circulation and mois-

ture convergence changes preceding the arrival of the

MJO, which are forced by large-scale equatorial wave

dynamics (e.g., Hendon and Salby 1994; Maloney and

Hartmann 1998; Matthews 2000), increase the moisture

availability before the active phase of the MJO sets in

over the MC. Peatman et al. (2014) suggest that the

reason rainfall is enhanced at this time over the land but

not the ocean is because solar insolation remains high

ahead of the activeMJO, whichmaintains the high land–

sea temperature contrast that drives the main rain-

producing mechanism in this region. As a consequence

of their coarse horizontal resolution, GCM simulations

and reanalysis products are unable to adequately re-

produce these mesoscale circulations. Furthermore, the

necessary observations of these mesoscale circulations

are very limited in this region, and thus Peatman et al.

(2014) were unable to fully support their hypothesis.

With recent increases in computing power, we now

have the ability to run regional climate model (RCM)

simulations 1) with horizontal grid spacings that are

small enough to capture at least some of the detail of the

complex regional coastlines and topography, 2) with

horizontal grid spacings that are small enough to allow

the convective parameterization to be switched off and

the convection to develop explicitly, and 3) for suffi-

ciently long periods that modes of intraseasonal vari-

ability can be captured. The higher horizontal resolution

allows the representation of mesoscale processes such as

the land–sea breeze (Birch et al. 2015). Convection-

permitting configurations respond more realistically to

surface triggers over land (Birch et al. 2014a), produce a

more realistic phase timing of the diurnal cycle of

rainfall (Love et al. 2011) and rainfall distribution

(Holloway et al. 2012), and in some cases exhibit a better

eastward propagation of the active convection envelope

of the MJO (Holloway et al. 2013).

Two 10-yr RCM simulations with grid spacings at

12 km (parameterized convection) and 4.5 km (convec-

tion permitting) are utilized in this study to 1) un-

derstand the reasons for the land–ocean contrasts inMC

rainfall by MJO phase and 2) understand the impact of

high horizontal grid resolution and the representation of

convection on the MJO in regional climate models. A

novel aspect of this study is the length of the high-

resolution regional climate model simulations, which

allows an investigation of the interplay between the

large-scale convective environment and mesoscale

circulations (viz., land–sea breezes) within a mode of

intraseasonal variability. Section 2 outlines the model

simulations and observations used in this study. Section

3 evaluates the performance of the RCMs relative to

observations and then uses a combination of model and

observational data to demonstrate how large-scale and

mesoscale components of the convective environment

vary by MJO phase. Section 4 synthesizes the results to

determine whether sufficient evidence exists to support

the Peatman et al. (2014) hypothesis. Conclusions follow

in section 5.

2. Data and methodology

a. RCM configurations

Two RCM configurations of the Met Office Unified

Model (MetUM), which were developed through the

Singapore Variable-Resolution Model (SINGV) nu-

merical weather prediction project, are used in this

study. Both employ the Even Newer Dynamics for

General Atmospheric Modelling of the Environment

(ENDGame) dynamical core (Wood et al. 2014) and

parameterize key processes such as mixed-phase mi-

crophysics (Wilson and Ballard 1999), clouds (Wilson
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et al. 2008a,b), and the surface (Essery et al. 2001; Best

et al. 2011). The first RCM configuration was run with

12-km horizontal grid spacing over a domain of 340 3

300 grid boxes, covering 128S–218N, 908–1278E (RCM12;

Fig. 1). RCM12 is similar to the standard MetUM

Global Atmosphere 3.0 (GA3.0) configuration (Walters

et al. 2014; Mizielinski et al. 2014), parameterizing

cumulus convection (Gregory and Rowntree 1990)

and employing the standard MetUM one-dimensional

(1D) planetary boundary layer (PBL) scheme (Lock

et al. 2000).

The second RCM configuration was run with 4.5-km

horizontal grid spacing over a domain of 390 3 390

grid boxes, covering 78S–98N, 958–1108E (RCM4.5;

Fig. 1). Unlike RCM12, RCM4.5 is a convection-

permitting (CP) simulation, such that mid- and deep-

level convection is not parameterized and is allowed

to develop explicitly. The shallow convection param-

eterization, however, remains switched on to help

represent the effects of convection that remain un-

resolved at these scales. RCM4.5 also employs the

gray-zone blended PBL scheme (Boutle et al. 2014),

which dynamically combines the standard MetUM 1D

PBL scheme with a 3D Smagorinsky turbulence

scheme [see section 2 of Pearson et al. (2014) for

further details], depending on how well resolved the

turbulent scales are predicted to be at a given hori-

zontal grid spacing. A revised warm rain microphysics

scheme (Boutle et al. 2014) is also utilized in the

RCM4.5 configuration.

A grid spacing of 4.5 km is reasonably coarse for

representing convective processes without the help of a

convective parameterization scheme, although this

choice of resolution can be justified. This grid spacing

was chosen through a necessary compromise involving

the computational expense associated with model res-

olution, domain size, and length of simulation. Previous

work through the U.K.-based Cascade project (Pearson

et al. 2014) has shown that CP simulations at 1.5, 4, and

12 km produce similar results, as assessed through met-

rics such as the diurnal cycle, mean rainfall, storm or-

ganization and propagation, and the sensitivity to

triggers such as low-level convergence (Holloway et al.

2012; Pearson et al. 2014; Birch et al. 2014b). The CP

simulations at these grid spacings generally out-

performed those simulations with a convective pa-

rameterization, and differences between the CP and

parameterized convection simulations were much

larger than those between the CP simulations at dif-

ferent resolutions. Comparisons between RCM4.5

and a similar RCM with 1.5-km grid spacing (RCM1.5;

over a much smaller domain, which is not appropriate

for this study) have also been performed (Webster et al.

2015). This work demonstrates that the differences

between RCM4.5 and RCM1.5 were much smaller

than the differences between RCM4.5 and RCM12,

FIG. 1. Orography height (shading) and the RCM domains; the edge of the plot marks the

limit of theRCM12 domain, the solid black boxmarks the limit of the RCM4.5 domain, and the

dashed black box the limit of the analysis area. The red dots indicate the locations of

the radiosonde observations used in the analysis, and the major regions are labeled. (The

diagonal black line marks the transect used in Fig. 4.).
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indicating that while not perfect, 4.5-km grid spacing

is a reasonable choice.

Both RCM12 and RCM4.5 are run under present-day

climate for 10 years between June 2000 and June 2010,

with an additional 7 months of simulation prior to June

2000 to allow for spinup. RCM12 receives its lateral

boundary conditions (LBCs) from ERA-Interim data

(hereafter ERAI; Dee et al. 2011; ECMWF 2015) every

6 h, and RCM4.5 is forced every hour by LBCs derived

from RCM12. Both simulations are free running other

than the forcing provided by the LBCs. RCM12

(RCM4.5) has 63 (80) vertical levels with 3 (5) in the

lowest 100mand 16 (20) in the lowest 2km.The time steps

of RCM12 and RCM4.5 are 180 and 100 s, respectively.

SSTs were prescribed daily in both configurations

from the Operational Sea Surface Temperature and Sea

Ice Analysis (OSTIA; Donlon et al. 2012) dataset, which

has a native resolution of 1/208. Soil moisture was ini-

tialized using the soil moisture of the respective driving

model at the initialization time (i.e., ERAI for RCM12

and RCM12 for RCM4.5). Surface vegetation was de-

rived from the International Geosphere–Biosphere

Programme (IGBP) 1-km resolution dataset.

b. Observations

The Tropical Rainfall Measuring Mission (TRMM)

3G01 brightness temperature and 3B42 rainfall dataset

are used in this study (Huffman et al. 2007; NASA2015).

The 3B42 product combines precipitation estimates

from multiple satellites and land surface precipitation

from rain gauges and is available at 3-hourly temporal

resolution and 0.258 horizontal resolution. It is known to

have particular problems over steep topography, where

biases have a strong dependence on elevation (Romilly

andGebremichael 2011). In particular, over the steep and

high topography of Papua, NewGuinea, at the heart of the

MC, TRMM rainfall consistently underestimates station

rainfall by a factor of 2, both in the climatologicalmean and

in its MJO anomalies (Matthews et al. 2013). The TRMM

and station rainfall agree over the low-lying coastal plains.

In addition, the satellite-derived precipitation maximum

corresponds with the maximum in deep convective pre-

cipitation, which may be delayed by one or two hours

relative to surface observations that include earlier rainfall

from shallower clouds (Dai et al. 2007). These biases

should be taken into account during comparisons with

model rainfall, although in this study, the absolute amounts

of rainfall and the precise phase of the diurnal cycle are of

secondary importance to their anomalies by MJO phase.

Radiosonde observations from the locations marked

by the red dots in Fig. 1 are used to compare with the

RCM simulations (NOAA2015). Other stations do exist

within the model domains, but these locations were

selected because of their near-complete data record

over the years 2000–10. Although some of the stations

release two sondes per day [0000 and 1200 UTC or 0700

and 1900 local standard time (LST) defined as UTC 1

7 h], only the 0000 UTC launches are used here because

the data coverage is more complete and convection over

land is at a minimum at this time, which allows an il-

lustration of the large-scale conditions without the

complicating presence of convective systems.

c. MJO phase identification

The model and observational data are averaged over

each MJO phase, as derived by Wheeler and Hendon

(2004) using outgoing longwave radiation (OLR) satel-

lite observations and wind data from NCEP analyses.

This study analyzes model and observational data for

the 2000–10 boreal winter months of December–

February (DJF) only, since this is when the MJO tends

to be strongest. The averages exclude days on which the

MJOwasweak; that is, when the amplitude1 is defined as

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

(RMM1)2 1 (RMM2)2
q

, 1, (1)

which leaves 614 days out of a possible 902 days avail-

able for the analysis, with between 42 and 113 days in

each of the 8 standard MJO phases (Table 1). Note that

the MJO phases were derived from the observations

only. As the (limited area) model was forced by ob-

served lateral boundary conditions and observed SSTs

(with their embedded MJO signals), the underlying as-

sumption is that the model MJO phase is the same as the

observations on any given day. This assumption is tested

in section 3 through comparisons between observed and

model rainfall, winds, humidity, and temperature.

TABLE 1. Number of days in each MJO phase used in this study.

Phase Number of days

1 42

2 70

3 92

4 60

5 80

6 83

7 113

8 74

Total 614

1The standard definition of the MJO in Wheeler and Hendon

(2004) uses the real-time multivariate MJO indices (RMM1 and

RMM2) in a two-dimensional phase space, which is split arbitrarily

into 8 MJO phases (i.e., each lasting for 1/8 of an MJO cycle) for

convenience.
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Where anomalies by MJO phase are presented (see

Figs. 5, 8, and 9), the anomalies are computed as dif-

ferences relative to the observations’ or RCM’s own

climatology, where in this sense the climatology is equal

to mean in MJO phase x minus mean over all days with

amplitude .1. The climatology is computed using only

days with a strong MJO (amplitude .1), rather than all

days, so that the sum of the eight anomalies is equal to

zero. Using all days makes negligible difference to the

results.

3. Results

a. Evaluation of model rainfall

In this section the two RCMs are evaluated against

TRMM observations. The observed and RCM mean

DJF rainfall for 2000–10 is shown in Figs. 2a–c for the

subdomain 68S–88N, 968–1098E (Fig. 1, dashed box).

This subdomain is also used as the averaging area in

subsequent figures. In TRMM and the two RCMs rain

rates are highest toward the south of the domain, as

expected for the boreal winter monsoon. Localized

peaks in rainfall occur over the high topography in

western Sumatra, off the coasts of western and southern

Sumatra, and along the east coast of peninsularMalaysia

in both TRMM and the RCMs. The minimum in rainfall

observed in TRMM along the west coast of Sumatra is

also reproduced by both RCMs.

The difference betweenRCMand observed rainfall for

all days in DJF 2000–10 is shown in Figs. 2d,e. RCM12 is

drier thanTRMMby 1–6mmday21 overmost of the land

within the domain. Over southwestern Sumatra, oceanic

regions west of Sumatra and in the Java Sea, and to the

east of Sumatra the model is wetter than TRMM by 1–

6mmday21. RCM4.5 is up to 8mmday21 wetter than

TRMM along the west coast of Sumatra and extending

FIG. 2. Mean DJF rainfall over 2000–10 (mmday21) from (a) TRMM 3B42, (b) RCM12, and (c) RCM4.5 and precipitation bias, and

shown are the differences (d) RCM12 minus TRMM and (e) RCM4.5 minus TRMM. The RCM data are interpolated onto the TRMM

grid in (d) and (e).
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out over the coastal ocean to 978E. Both models fail to

capture the distinct winter monsoon rainfall feature ob-

served over the eastern Malay Peninsula. RCM4.5 in

particular has high rainfall rates over the mountains in

western Sumatra and over the ocean to the southwest.

This bias does, however, change sign to a dry bias right at

the edge of the averaging box (968–978E), which is likely a

consequence of the proximity to the edge of the domain

at 958E.While there are known issues with TRMM in the

MC region, it is unlikely that the model–observation

differences are solely due to TRMM uncertainties. Wet

biases from high rainfall rates in CP configurations of the

MetUM, especially over high orography, are a known

issue in a number of regions of the world (Birch et al.

2014a; Kendon et al. 2012) and also in other CP models

(e.g., Hassim et al. 2016), and this bias is the subject of

ongoing research at the Met Office.

The mean amplitude and phase of the diurnal pre-

cipitation maximum, computed as the first harmonic of

the diurnal cycle, are shown in Fig. 3. In the TRMM

observations the diurnal amplitude of rainfall rd is largest

(8–18mmday21) over the western side of Sumatra and

over the coastal seas to the west of Sumatra. RCM4.5

reproduces the spatial variations in the observed ampli-

tude better than RCM12, although there are differences

in the magnitude of up to 8mmday21 in RCM4.5, which

is a consequence of the differences in rainfall rates shown

in Fig. 2c. RCM4.5 is, however, in better agreement with

the observations over the ocean, where the amplitude

is ,4mmday21 and rainfall rates are ,6mmday21. In

RCM12 the magnitude of the diurnal amplitude is higher

than in TRMM along the west coast of Sumatra, and

there is also no southwest–northeast gradient in ampli-

tude across Sumatra.

Regions where the amplitude is less than 4mmday21

are set to white in the phase plots (Figs. 3d–f). In the

observations rainfall appears first just inland of the coast

between 1400 and 2000 LST (light brown and yellow

colors). It then peaks inland between 2000 and 0000 LST

(deep red and pink colors), before propagating offshore

and peaking over the coastal ocean between 0000 and

0800 LST (purple and blue colors). The rainfall finally

peaks over oceanic regions that are remote from the

coastlines between 0800 and 1000 LST.

The timing of the diurnal peak in rainfall in RCM12

does not agreewith the TRMMobservations. The rainfall

peaks 4–10h too early over both land (0800–1600 LST)

and ocean (2200–0600 LST), which is a well-known bias

in models where convection is parameterized (Dai 2006;

Birch et al. 2014a, 2015). There is evidence of the prop-

agation of storms off the west coast of Sumatra, although

the diurnal timing is too early. The diurnal cycle in

RCM4.5 is much more similar to TRMM, although the

diurnal timing over land is 2–3h later than in the obser-

vations. This 2–3-h difference in timing could be due to

uncertainties in the satellite retrievals (Dai et al. 2007), or

it could be a consequence of the relatively coarse grid

spacing for a CP model configuration, in which strong

convective updrafts are unable to develop until slightly

later in the day.

The diurnal cycle of the storms’ offshore propagation

is a key component of convection in the MC region

(Qian 2008; Mori et al. 2004). Figure 4 presents Hov-

möller plots of the mean diurnal cycle of precipitation

along the diagonal transect marked in Fig. 1. In TRMM

(Fig. 4a) the precipitation first appears over the moun-

tains along the west coast of Sumatra between 1200 and

1500 LST and moves inland until around 2100 LST. At

about 1800 LST precipitation begins to propagate to-

ward the southwest, reaching beyond the analysis do-

main boundary at 988E.Weaker propagation also occurs

off the northeast coast but this begins later in the day, at

2100 or 0000 LST. Precipitation appears too early over

the land in RCM12 (as discussed in relation to Fig. 3),

and the precipitation begins over the flat land in the

middle of the island; then the peak rainfall moves to-

ward both coasts, rather than beginning along the west

coast as seen in TRMM (Fig. 4b). RCM12 does, how-

ever, produce a propagating signal off the southwest

coast. A propagating signal is not apparent off the

northeast coast; rather, it rains on average more than

10mmhr21 between 1500 and 0900 LST. In RCM4.5 the

timing and location of the appearance of rainfall over

Sumatra is in agreement with that in TRMM, although

the rainfall rates are too high over land, and there is

a wet bias over the ocean in the signal propagating to-

ward the southwest (Fig. 4c). As with RCM12, there is

no offshore propagating signal toward the northeast in

the early morning between 0000 and 0900 LST.

b. Behavior of key model diagnostics by MJO phase

In this section RCM rainfall and OLR anomalies by

MJO phase are evaluated against TRMM observations.

The large-scale MJO develops over the Indian Ocean

(phases 1 and 2), moves eastward over theMC (phases 3

and 4), and then moves over the western Pacific (phases

5–8). However, this simple eastward progression is more

complicated over the MC. The TRMM observations

shown in the left-hand column of Fig. 5 illustrate the

results of Peatman et al. (2014), who showed that in the

MC region, the peak in rainfall over land does not occur

in the sameMJO phase as that over the ocean (see Fig. 5

of Peatman et al. 2014). Over the westernMC in phase 1,

precipitation is suppressed over the ocean but is wetter

than average along the west coast of the islands. In

phases 2 and 3 the large-scale active envelope of MJO
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convection moves over the western MC and rainfall is

higher than average over both land and ocean. In phases

4 and 5 the large-scale active envelope of convection

remains over the western MC and strong negative

rainfall anomalies persist over the ocean, but there are

generally dry anomalies over land. Phases 6–8 are the

suppressed phases of the MJO over the western MC

and rainfall is lower than average over both land

and ocean.

Both RCM12 and RCM4.5 reproduce most of the

spatial differences in rainfall anomaly by MJO phase.

RCM12 reproduces a clear land–ocean contrast in phases

FIG. 3. (a)–(c) The amplitude and (d)–(f) LST of the phase of the precipitation maximum of the first harmonic of

the diurnal cycle rd for DJF precipitation over 2000–10 for TRMM, RCM12, and RCM4.5. The RCM data are

interpolated onto the TRMM grid, and regions where the amplitude is less than 4mmday21 are set to white in the

phase plots.
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1, 4, and 5 and dry anomalies in phases 6–8, although the

magnitudes of the anomalies are smaller than in the

observations. RCM4.5 also reproduces the land–ocean

contrast trend well, with a clear difference in rainfall

between the active and suppressed phases, although lo-

calized patches of wet anomaly persist through the sup-

pressed phases. There is generally good agreement

between the RCMs and the TRMM observations, show-

ing that the RCMs are correctly reproducing the timing of

the active MJO passage, which, given that the RCM

domains are relatively small and that they are constrained

by ERAI data at the boundaries, is an anticipated but not

certain result a priori.

A more quantitative comparison of the land–ocean

contrasts is shown in Fig. 6. The mean brightness tem-

perature from TRMM Tb, which indicates the arrival of

the active MJO envelope by the presence of extensive,

high cloud, peaks in phase 3 over both land and sea

(Fig. 6a). In agreement with Peatman et al. (2014), the

solid red and blue lines show a clear phase separation in

TRMM mean rainfall between land and ocean, with a

broad peak over land in phases 1, 2, and 3 and a later

peak over the ocean in phase 3. The change in amplitude

of the diurnal cycle over land and ocean rd (Fig. 6,

dashed red and blue lines) is almost in phase with the

mean rainfall rates (i.e., largest when the precipitation

rate is largest).

Brightness temperature is not available as a model

diagnostic, so OLR is plotted instead for the two RCMs.

RCM12 and RCM4.5 both reproduce the change in

cloudiness (OLR) by MJO phase and the slightly higher

cloud cover over land in most phases. Both models

have a broad peak over phases 3–5, and RCM4.5 slightly

overestimates cloud in phase 5 (Figs. 6b,c). For the most

part RCM12 and RCM4.5 reproduce the land–ocean

phase difference in the mean rainfall rates. The peak in

rainfall over land occurs in phases 2 and 3 in both model

configurations; the variation in the diurnal amplitude of

rainfall over land is in phase with this, but the change in

rainfall rates by phase is too small. The model perfor-

mance over the ocean is, however, less successful. The

model rainfall rates do not vary as much by MJO phase

as in the observations, and the peak in rainfall is in

phases 3–5 in RCM12 and in phase 5 in RCM4.5, com-

pared to phase 3 in the observations. Unlike over land,

the change in the amplitude of the diurnal cycle of

rainfall over ocean does not vary enough by MJO phase

in the two RCMs and the amplitude over the ocean in

RCM4.5 is too large (as also shown in Fig. 3e). Never-

theless, both model configurations have reproduced the

observed phase shift in the variation in oceanic rainfall

by MJO phase compared to the variation in land-based

rainfall by MJO phase; that is, high-rainfall MJO phases

over land occur before the high-rainfall MJO phases

over the ocean.

c. Large-scale processes by MJO phase

In this section the ability of the RCMs to represent

variations of key aspects of the large-scale circulation

are evaluated against observations and the ERAI data

that were used to force the boundaries of the RCMs. A

combination of the observations and RCMs are then

used to understand how domainwide indicators of the

convective environment vary by MJO phase. Figure 7

shows mean vertical profiles of the westerly component

of the wind U by MJO phase, averaged over the six ra-

diosonde stations marked in Fig. 1. Domain-mean U

profiles for ERAI and the RCMs are very similar to the

means over the six radiosonde stations (not shown),

indicating that the six stations are representative of

domain-mean conditions. The observations show that,

on average, easterly winds persist over the entire col-

umn in the wet phases (2 and 3) and those immediately

preceding them (8 and 1) and become weakly easterly or

FIG. 4. Mean diurnal cycle of DJF 2000–10 precipitation (mmh21) along the diagonal transect marked in Fig. 1 for (a) TRMM,

(b) RCM12, and (c) RCM4.5. The dashed black lines mark the coastlines of Sumatra.
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FIG. 5. Precipitation and 850-hPa wind vector anomalies (m s–1) by (top)–(bottom) MJO phase for (left) TRMM

and ERAI, (center) RCM12, and (right) RCM4.5. The RCM data are interpolated onto the TRMM grid. The scale

of the arrows is illustrated in the corner of the top-left panel.
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westerly toward the end of the wet period (phase 5) and

into the drier phases (6 and 7). The largest differences

are at midlevels (800–500hPa), which is consistent with

equatorial wave dynamics theory (Matthews 2000). The

ERAI data and the two RCMs behave in a similar way to

the observations, except that the westerly midlevel

winds in phases 5 and 6 are weaker than observed. The

low-level winds (1000–800 hPa) are reproduced better

in RCM4.5 than RCM12, which may be due to the

greater number of vertical levels in RCM4.5 or the

use of the 3D diffusion scheme. Since the RCMs re-

ceive their large-scale forcing from ERAI, the RCM–

observation difference is likely explained by the

ERAI–observation difference.

The spatial variability of the 850-hPa wind anomaly

vectors is shown in Fig. 5 for ERAI and the two RCMs.

In phases 8, 1, and 2 there is a large southerly or

southeasterly anomaly over the ocean in the east of the

domain and an easterly anomaly in the west of the do-

main. In phase 3 the strong southerly anomaly persists in

the east of the domain but a northwesterly anomaly

develops in the west, which persists through phases 5

and 6. Apart from a few exceptions, such as in the

northeastern part of the domain in phase 3, both RCMs

reproduce most of the main features of these wind

anomalies both in terms of spatial variability with the

domain and in temporal change by MJO phase, which is

an anticipated result, given that ERAI drives the large-

scale conditions in the RCMs.

The variation in the ability of the large-scale envi-

ronment to develop and sustain convection by MJO

phase is now considered. The equivalent potential

temperature ue is a measure of both temperature and

humidity in the vertical profile and therefore is an in-

dictor of convective potential. The saturated equivalent

potential temperature ues is the potential temperature

the air would have if it were saturated and thus enables

the temperature of the profiles to be compared relative

to ascending saturated parcels. The anomalies of ue and

ues by MJO phase from the radiosonde observations,

ERAI, and the two RCMs are shown in Figs. 8 and 9.

The model anomalies are only negligibly different if

averaged over the entire averaging domain or over the

land and ocean points separately (not shown), which

gives confidence that Figs. 8 and 9 are representative of

changes to the domainwide environment by MJO phase.

There is broad agreement between the observations,

ERAI, and two RCMs, although the anomalies by MJO

phase for ue are larger in the observations than in ERAI

or the two RCMs. Also necessary for this analysis is the

domainwide (as indicated by the black dashed box in

Fig. 1) column-integrated moisture flux convergence

FIG. 6. Brightness temperature Tb or OLR, mean precipitation r, and the amplitude of the first harmonic of rd by

MJO phase, averaged over land and ocean for (a) TRMM, (b) RCM12, and (c) RCM4.5. The averaging domain is

illustrated by the dashed black box in Fig. 1.
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(MFC) by MJO phase (Fig. 10). It is computed from

ERAI rather than the RCM data because the RCMs are

forced at the boundary by ERAI, and previous plots have

shown that the change in winds, ue, and ues byMJO phase

are very similar in ERAI.

In phase 1 the active envelope ofMJO convection is to

the west of the MC, moisture flux convergence is small

but positive, and the ue anomaly is small. Moisture flux

convergence peaks in phase 2 and coincides in time

with a positive ue anomaly, which indicates a warm and

moist profile, which is favorable to convection. The ue

anomaly remains high in phase 3 because the atmo-

spheric moisture, forced by moisture convergence, takes

time to build. A strong positive ues anomaly below

800hPa and a negative ues anomaly above 800hPa occur

in phases 3 and 4, indicating an unstable profile with

warm and humid air in the lower atmosphere and cool

air above, which is also favorable for convection. In

phase 4 the magnitude of moisture flux convergence has

greatly decreased and the ue anomaly has changed to

negative at midlevels, although it remains near zero or

positive near the surface. The highly unstable profile in

phase 4 maintains the rainfall in this phase, even though

the moisture availability has decreased.

In phases 5–7, during the suppressed MJO phases,

moisture flux convergence is negative (moisture flux

divergence) and the ue anomaly becomes negative,

indicating a drier environment that is unfavorable for

convection. Additionally, ues is low below 800hPa and

high above 800hPa, suggesting a stable profile, which is

also unfavorable for convection. Phase 8 shows signs of

the next active MJO phase; the moisture flux conver-

gence remains negative, but ue builds to a near-zero

anomaly and the ues profile begins to warm.

In summary, this section has shown that there are

distinct variations in the large-scale potential for con-

vection byMJO phase in the two RCMs. Heat, moisture,

and instability build gradually between phases 6, 7, 8, 1, 2,

and 3 and thendecreasemore rapidly between phases 3, 4,

5, and 6. The next section will investigate how the after-

noon onshore flow and surface fluxes vary byMJO phase.

The interaction between the mesoscale and domainwide

atmospheric state will be discussed in section 4.

d. Mesoscale processes by MJO phase

Low-level convergence produced by sea breezes

propagating inland from the coast is known to be a

major mechanism for convection initiation in the MC

FIG. 7. Profiles of the meanU component of wind speed at 0000 UTC (0700 LST), averaged over the six radiosonde

stations locations marked in Fig. 1 for (a) observations, (b) ERAI, (c) RCM12, and (d) RCM4.5.
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region (Qian 2008). It is hypothesized by Peatman et al.

(2014) that a weaker sea breeze, caused by reduced solar

insolation, is one of the reasons why the rainfall rate

decreases over land in phase 4, even though the region

still lies in the large-scale envelope of MJO convection.

Figures 11a,b show the domain-mean downward sur-

face shortwave radiation flux SWdn over land and sea by

MJO phase in the two RCM simulations. The variability

in SWdn by MJO phase ties in well with the variability in

OLR shown in Figs. 6b,c. The low OLR values (extensive

and/or high cloud tops) in phases 3–5 coincide with the

lowest SWdn fluxes, whereas the highest fluxes occur in

phases 8 and 1 when OLR is at its maximum. The mag-

nitude of the SWdn flux is between 5 and 20Wm22 lower

over land compared with the ocean, which is associated

with the lowerOLRover land. Themean SWdn flux is also

approximately 40Wm22 higher in RCM12 compared to

RCM4.5. Stein et al. (2015) usedCloudSat observations to

evaluate various convection-permitting and convection-

parameterized configurations of the MetUM and found

that the representation of vertical distribution and oc-

currence of cloud improves when the horizontal grid

spacing is reduced from 12 to 4km and when the con-

vection parameterization is switched off. It is therefore

likely that RCM4.5 performs better than RCM12 in terms

of cloud and surface radiation, but it is not possible to say

from the current results alone. The absolute differences in

SWdn in RCM12 and RCM4.5 are, however, of secondary

importance in this study compared to the relative changes

by MJO phase, which are very similar in both RCMs.

Sea breezes form as a response to pressure gradients

set up by land and sea surface temperature differences.

The temperature difference between the coastal ocean

and coastal low-lying land is computed for both of the

RCMs. Ocean grid boxes within 120 km of the coast and

land grid boxes within 120km of the coast that

are ,500m above MSL are identified (shown for

RCM12 only, blue and orange regions, respectively, in

Fig. 11c). The mean difference between the coastal low-

land and coastal sea surface temperature at 1400 LST

is then computed for both RCMs (Fig. 11d). In all MJO

phases the land surface is warmer than the ocean, but

this difference is at a minimum in phases 2–5 and at a

maximum in phases 7, 8, and 1. This trend is in broad

agreement with the trend in SWdn and OLR, which

suggests that the increased cloud during the active phase

of the MJO reduces the heating of the land surface. The

land–ocean temperature difference is higher in RCM4.5

FIG. 8. Anomaly profiles of ue at 0000 UTC (0700 LST) averaged over the six radiosonde stations locations marked

in Fig. 1 for (a) observations, (b) ERAI, (c) RCM12, and (d) RCM4.5.
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compared to RCM12. The SSTs are prescribed from

observations and thus the difference must originate from

the land surface temperature, whichmaybe a result of the

aforementioned differences in cloud or the difference in

timing of the diurnal cycle of convection betweenRCM12

and RCM4.5 (see discussion of Fig. 12 below for more

details).

The next step is to link the land–ocean surface tem-

perature differences to the strength of the sea breeze,

which is computed following the method of Y. Li et al.

(2015, unpublishedmanuscript). For each coastal grid box

(illustrated for RCM12 as black dots in Fig. 11c) the ori-

entation of the coast is identified by its barycenter using

the land fraction of the surrounding eight grid boxes:

X
B
5 lsm(i1 1, j)1 lsm(i1 1, j1 1)1 lsm(i1 1, j2 1)

2 lsm(i2 1, j)2 lsm(i2 1, j1 1)2 lsm(i2 1, j2 1)

(2)

and

Y
B
5 lsm(i2 1, j1 1)1 lsm(i, j1 1)1 lsm(i1 1, j1 1)

2 lsm(i2 1, j2 1)2 lsm(i, j2 1)2 lsm(i1 1, j2 1),

(3)

where lsm is the model land–sea mask (land 5 1 and

sea5 0), and i and j are the indices of a coastal grid box

in the meridional and zonal directions, respectively.

Only points that have a clear coastal direction are in-

cluded in the analysis—that is, those that satisfy the

following criterion:

X2
B 1Y2

B$

ffiffiffi

2
p

, (4)

where
ffiffiffi

2
p

is an arbitrary value, selected through in-

spection of example coastline configurations. The di-

rection that an onshore wind perpendicular to the coast

would have is computed for the coastal points that sat-

isfy the criterion in Eq. (4) using the four-quadrant in-

verse tangent function:

u5 arctan(Y
B
/X

B
) . (5)

Here u is used to rotate the 10-m U and V wind vectors

so that a positive model V (northward) wind is an on-

shore wind perpendicular to the coast. The mean on-

shore 10-m wind speed at 1400 LST (WS1400LST) is

computed by taking a mean of the rotated V wind at

1400 LST on all days in eachMJO phase. The sea breeze

for each MJO phase (SB1400LST) is the diurnal anomaly

of this value at 1400 LST:

FIG. 9. As in Fig. 8, but for ues.

1 APRIL 2016 B IRCH ET AL . 2483

Unauthenticated | Downloaded 08/24/22 04:12 PM UTC



SB
1400LST

5WS
1400LST

2WS
dailymean

, (6)

where WSdailymean is the daily mean onshore wind speed

in each MJO phase. Both the total onshore wind speed

WS1400LST and its anomaly SB1400LST are presented

here (Fig. 11e) because, although quantifying the con-

tribution of the sea breeze is important, it is the total

onshore flow rather than the contribution of the sea

breeze alone that impacts afternoon inland conver-

gence. Total onshore flow includes the impact of the sea

breeze, upslope mountain flow forced by solar heating

over the mountains along the coast of Sumatra, and the

synoptic-scale circulation. There is a clear change in the

strength of the onshore flow (WS1400LST) by MJO phase

in both RCMs; the flow is weak in phases 3–5 when the

land–ocean temperature contrast is small, and the flow is

strong in phases 7, 8, and 1 when the land–ocean tem-

perature contrast is large.

The change in the strength of SB1400LST in RCM12

follows the change in the total onshore flow. In RCM4.5

the sea breeze is weaker and the variation byMJO phase

is reduced compared to RCM12. On inspection of mean

diurnal cycle plots of onshore wind speed byMJO phase

(not shown) the magnitudes of the nocturnal wind

speeds are on average higher in RCM4.5 compared to

RCM12 and are alsomore variable. This results in larger

values of WSdailymean in Eq. (6), which reduces the

strength of SB1400LST and, because of the variability,

removes the clear signal by MJO phase that is apparent

in WS1400LST.

Variations in the surface heat fluxes by MJO phase

are now considered. Figures 12a,b show the mean land

and ocean surface sensible heat Qh and latent heat Qe

fluxes by MJO phase. Oceanic Qh (Figs. 12a,b, blue

solid line) is small (,10Wm22) and varies only

slightly by MJO phase, whereas oceanicQe (Figs. 12a,

b, blue dashed line) is larger (100 and 135Wm22).

Both oceanic fluxes are at a maximum in phase 5 when

the 10-m wind speed (Figs. 12e,f) is highest and are at

a minimum in phases 1 and 2 when the 10-m wind

speed is low.

Over land Qh (Figs. 12a,b, red solid line) minimum

values of approximately 20Wm22 occur in phase 3 when

OLR (Figs. 6b,c), SWdn (Figs. 11a,b), and the land sur-

face temperature (Figs. 12c,d) are at their lowest. The

value ofQh is at amaximum (;35Wm22) in phases 8 and

1whenOLR, SWdn, and the land surface temperature are

at their highest. The variation of land-basedQe (Figs. 12a,

b, red dashed line) approximately follows the trend in

land-based Qh, with the highest values occurring in pha-

ses 1 and 8. This analysis suggests that the major control

on ocean-based Qh and Qe is the wind speed (i.e., wind-

induced surface heat exchange) and that the major con-

trol on land-based Qh and Qe is cloud cover, SWdn, and

the land surface temperature.

Although the variation by MJO phase of the key var-

iables discussed in this section is similar in the twoRCMs,

there are some differences in the absolute values of land-

basedQe and land surface temperature (Figs. 12c,d). The

land surface temperature is about 0.5K lower in RCM12

compared with RCM4.5, and land-based Qe is approxi-

mately 125Wm22 in RCM12 compared to approxi-

mately 80Wm22 in RCM4.5. Very similar differences

were found over theMCwhen analyzing standard andCP

global climate model simulations with 17-km horizontal

grid spacing in Birch et al. (2015). The daily mean land

surface temperature in the MC region in DJF in the

global simulation with a standard convective parameter-

ization was about 0.5K cooler than in the CP simulation

(Fig. 10a of Birch et al. 2015). The daily mean surface

latent heat flux was approximately 125Wm22 in the

simulation with a standard convective parameterization

compared to approximately 85Wm22 in the CP simula-

tion (Fig. 10c of Birch et al. 2015). Birch et al. (2015) show

that these differences are caused by biases in the timing of

the diurnal cycle of rainfall in the simulation with a

convective parameterization (as shown for RCM12 in

Fig. 3b). The convective parameterization causes the

rainfall to peak in the middle of the day, instead of in

the later afternoon and early evening, as observed. The

early rainfall cools and wets the land surface in the

middle of the day, which lowers the daytime land sur-

face temperatures and land-basedQe values in RCM12

compared to RCM4.5. Additionally, this explains why

the land–ocean temperature contrast is higher in

RCM4.5 compared to RCM12 in Fig. 11d. Although

this bias may be important for the prediction of land

surface variables and other related weather phenom-

ena, for the current study it is adequate that the vari-

ations by MJO phase of the key variables is in broad

agreement in RCM12 and RCM4.5.

FIG. 10. ERAI column-integrated MFC by MJO phase for the

days in Table 1, averaged over the domain marked by the dashed

black box in Fig. 1.
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4. Synthesis of large-scale and mesoscale processes

This section synthesizes the results from section 3 in order

to quantify the relative contributions of large-scale and

mesoscale processes to the land–ocean rainfall differences

byMJO phase over theMC. The variation of key variables

by MJO phase is summarized in Fig. 13 for RCM12

(RCM4.5 is very similar). Figure 14 presents an overview of

the regional rainfall anomalies along with schematics of

idealized island cross sections for phases 1, 3, 4, and 6. These

phases were selected to represent the key land–ocean dif-

ferences in rainfall anomalies through the MJO cycle.

Phase 1 occurs before the arrival of the main MJO

convective envelope (Fig. 13a), when there is a nega-

tive rainfall anomaly over the ocean and a positive

rainfall anomaly over the western MC islands. There

are prevailing easterlies at this time, with weak mois-

ture flux convergence into the domain (Fig. 13c) and

moderate ue (Fig. 13d). Figure 13e shows boundary

layer (925 hPa) ue at 1300 LST minus ues at 600 hPa,

which is a measure of the stability of the profile, where

positive values indicate unstable profiles, with a high

potential for convection. In phase 1 the profile is mod-

erately unstable; this along with a low oceanic Qe over

FIG. 11.Mean surface SWdn radiative flux byMJO phase for (a) RCM12 and (b) RCM4.5. (c) The coastal ocean

(blue) and coastal lowland (orange) classification used to compute the land–ocean temperature difference, and

the coastal points (black dots) used to compute the onshore wind speeds and sea breeze for RCM12. Coastal is

defined as within 120 km of the coastline and lowland as 500m below mean sea level. Note that a number of the

smaller islands have been removed for this analysis. (d) The surface temperature difference at 1400 LST between

coastal lowland and coastal ocean; (e) the mean onshore 10-m wind speed (WS1400LST, black lines) and the mean

10-m sea breeze (SB1400LST, green lines), both by MJO phase at 1400 LST.
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results in low rainfall over the ocean. Over land, however,

SWdn (Fig. 13f) and land-based Qh (Fig. 13i) are high,

which drives a strong onshore flow (Fig. 13g) that provides

the low-level convergence necessary to sustain land-based

convection and produce a positive rainfall anomaly

over land.

In phase 2 the active envelope of the MJO is imme-

diately to the west of the MC. The large-scale and me-

soscale indicators in Fig. 13 and the land–ocean rainfall

differences are all similar to those in phase 1. The ex-

ception is the moisture flux convergence, which peaks in

phase 2. However, themoisture takes some time to build

within the domain, explaining why ue does not peak until

phase 3. By phase 3 the convective envelope of theMJO

has arrived in the western MC, and high ue and high

instability allow high rainfall to prevail throughout

the domain. Surface heating through insolation and the

strength of the onshore flow is low at this time, but the

favorable large-scale convective environment allows

rainfall to remain high over the land.

The convective MJO envelope remains over the

western MC in phase 4, but moisture flux convergence is

significantly reduced, leading to a reduction back to

moderate ue. A wet anomaly in the oceanic rainfall oc-

curs in this phase because of the increased oceanic Qe,

and high instability remains in the profile. Over the land,

however, rainfall rates are greatly reduced because

large-scale conditions are not sufficient to maintain

wetter than average conditions without the presence of

strong mesoscale triggers. In phase 5 the moisture

flux convergence becomes negative (moisture flux di-

vergence) and ue and atmospheric instability are greatly

reduced. Oceanic precipitation remains high because a

high oceanic Qe (;130Wm22), caused by the peak in

10-m wind speeds in this phase, feeds the convection. By

comparison, the phase 2 peak in moisture flux conver-

gence is approximately 6mmday21, which is equivalent

to approximately 130Wm22 (second axis of Fig. 13c).

The high oceanicQe in phase 5 therefore almost exactly

compensates for the lack of moisture provided by

FIG. 12. (a),(b) Domain-meanQh andQe, (c),(d) surface temperature, and (e),(f) 10-m wind speed by MJO phase,

averaged separately over land and ocean.
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advection in this phase. Land-based precipitation is at its

minimum in phase 5 because of the unfavorable large-

scale conditions, low Qe, and the lack of mesoscale

triggers.

Phases 6 and 7 are the main suppressed MJO phases

over theMC, where rainfall rates over both land and sea

are anomalously low. This is caused by unfavorable

large-scale conditions (negative moisture flux conver-

gence, low ue, and low instability). Cloud cover is much

reduced in these phases and thus SWdn and the onshore

flow reintensify. The presence of the reinvigorated me-

soscale circulation does not, however, force high rainfall

rates because the large-scale environment is not favor-

able. By phase 8 the moisture flux divergence is reduced

to near zero and ue begins to increase again, setting up

the environment for the next MJO cycle.

5. Conclusions

The study has utilized state-of-the-art RCM simula-

tions to better understand the interaction between

the large-scale environment and mesoscale processes

associated with convection within the MJO. Two 10-yr

RCM simulations over the western MC were utilized

with horizontal grid spacings small enough to ade-

quately represent key mesoscale features such as

coastlines, topographic variations, and the land/sea

breeze. Convection was parameterized in one simula-

tion (RCM12), and in the other the convective param-

eterization was switched off and convection was

permitted to develop explicitly (RCM4.5). For the first

time we have gained the ability to run these types of

simulations for periods that are sufficiently long to sta-

tistically analyze the interaction between mesoscale

circulations and a mode of intraseasonal variability.

The RCM simulations and observations were used to

test a hypothesis that explains the reasons for differ-

ences in the mean rainfall anomaly over land and sea

by MJO phase over the MC. Using satellite-derived

brightness temperature and rainfall, Peatman et al.

(2014) suggest that this difference is a combination of

variability by MJO phase of 1) the large-scale environ-

ment, forced by equatorial wave dynamics and 2) land–

ocean temperature contrasts through surface insolation,

resulting in the varying strength of mesoscale convective

triggers. They could not provide sufficient evidence to

support this hypothesis because they lacked observa-

tional and/or model datasets with sufficient duration and

spatial resolution.

The synthesis of observational and model results from

this study has resulted in some key conclusions re-

garding the behavior and cause of convection within the

MC region, which support the hypothesis of Peatman

et al. (2014). Solar insolation is reduced during the active

phases of the MJO when cloud cover is at a maximum.

This reduces the daytime onshore flow that is controlled

by a combination of the sea breeze circulation, upslope

FIG. 13. Summary of the behavior of key variables by MJO

phase, using RCM12 as an example. Black lines are domain means,

and red and blue lines are means over land and sea, respectively.

The difference ueBL 2 ues is ue in the boundary layer (925 hPa) at

1300 LST minus ues at 600 hPa.
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mountain winds, and the synoptic-scale circulation,

which are thought to be major convective triggers over

the MC region (Qian 2008). Equatorial wave dynamics

control the larger-scale convective environment by

controlling the amount of moisture transported into the

MC region, the atmospheric stability, and the oceanic

latent heat flux through moderation of the near-surface

wind speed. The interaction of the large scale and me-

soscale explains the land–ocean rainfall anomaly dif-

ferences by MJO phase (i.e., why land-based rainfall

peaks in an earlier MJO phase compared to over

the ocean).

One might expect that the largest rainfall rates over

the MC occur over both land and sea in the phases with

the highest ue and/or highest atmospheric instability.

This is true over the ocean, where surface-based triggers

such as the sea breeze are weak and the large-scale en-

vironment, forced by equatorial wave dynamics (e.g.,

Hendon and Salby 1994; Maloney and Hartmann 1998;

Matthews 2000), is the dominant control of convection.

FIG. 14. Schematic illustrating the interaction between domain-mean conditions that are controlled by the

larger-scale circulation and mesoscale circulations that are controlled by more local processes and how this

impacts rainfall distribution by MJO phase. The contour plots on the left-hand side show observed daily mean

precipitation anomalies from Peatman et al. (2014) for MJO phases 1, 3, 4, and 6. The schematics on the right-

hand side represent idealized ocean–land–ocean cross sections through an MC island. The large blue arrows

represent domain-scaleMFC or moisture flux divergence (MFD), and the domain-mean ue is given in the center

of the cross sections. The light blue, purple, and yellow arrows represent ocean-based Qe, land-based Qh, and

domain-mean SWdn fluxes, respectively. The size of the arrows relative to other arrows of the same type in-

dicates the relative strength or magnitude of a given variable. The thin black solid (dashed) lines indicate

stronger (weaker) afternoon onshore flows.
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The latent heat flux is also a dominant control in the late

active phases (phase 5). The large-scale environment

becomes less favorable at this time, but convection is fed

through high surface winds, as described by the wind-

induced surface heat exchange (WISHE) mechanism

(Emanuel 1987; Neelin et al. 1987), that lead to about

30% increases in oceanic Qe. This 30% increase

provides a similar amount of moisture as that provided

by the moisture flux convergence in phase 2.

Behavior over the land is different; both the large-

scale environment and the mesoscale circulations that

act as convective triggers are major controls on con-

vection. Convection is at its maximum when ue and

atmospheric instability are at their highest (phase 3),

even though the onshore flow is weak at this time. In

the subsequent two phases ue and atmospheric in-

stability decrease, yet the cloud cover remains high,

which reduces the onshore flow and significantly de-

creases convection. In phases 1 and 2, before the active

convective envelope is overhead, the land-based rain-

fall anomalies are larger than over the ocean. This is

because the strong onshore flow is able to force rainfall,

even when the large-scale environment is only mod-

erately favorable for convection. It is worth empha-

sizing at this point that the MC is one of the wettest

places on Earth and that even in the driest MJO phases

domain-mean rainfall does not decrease below

7mmday21. The relative importance of the large-scale

environment and mesoscale circulations are in con-

trolling wet and dry anomalies, rather than wet and dry

periods.

The second aim of this study was to evaluate the

ability of the RCMs to represent key processes relating

to the MJO, such as rainfall and the large-scale con-

vective environment. Both RCMs are wetter than

TRMM over the ocean in the southwestern part of the

averaging domain, where model–observation differ-

ences are up to 10mmday21. Both RCMs are also drier

than TRMM elsewhere in the domain. RCM4.5 is also

wetter than TRMM over the high orography, which is a

well-known issue with the Met Office CP model and is

the subject of ongoing research at the Met Office. Both

RCMswere able to reproduce the propagation of storms

off southwestern Sumatra, although the bias in the

timing of the diurnal cycle of rainfall in models with

parameterized convection, where the diurnal peak over

land occurs around the solar maximum, rather than in

the early evening, is clear in the RCM12, with significant

improvements in RCM4.5.

The variation in domain-mean OLR, winds, ue, and

stability by MJO phase are very similar in the two sim-

ulations and compared to observations, which indicates

that the LBCs have a strong influence on the circulation

and moisture transport within the regional domains.

Both RCMs reproduce the overall variation in mean

rainfall and diurnal amplitude by MJO phase, which

shows that the convection in the RCMs is able to re-

spond to the variability of the large-scale and mesoscale

environments. The oceanic rainfall is not as well repre-

sented as over land; the diurnal amplitude by MJO is

quite static and the phases of peak oceanic rainfall are

not identical to those observed, although like observa-

tions, the peak over the ocean occurs in a later phase

than that over the land in both RCMs. Both RCMs

produce similar variations by MJO phase in insola-

tion, land–ocean temperature contrasts, onshore flow

strength, and surface heat fluxes. There are, however,

differences in the absolute magnitudes of some of these

variables. As demonstrated by Birch et al. (2015) the

peak in rainfall during the middle of the day in RCM12,

caused by the well-known convective parameterization

bias, leads to the boundary layer being cooler and

moister than RCM4.5, which reduces the surface tem-

perature, increases the land-based latent heat flux, and

decreases the land-based sensible heat flux.

Overall model performance was certainly adequate

enough to be confident of the conclusions made in this

study. The fact that the two RCMs behave in a broadly

similar way suggests that the results are reasonably in-

sensitive to choices in model configuration such as the

method for representing convection, domain size, and

resolution, which increases confidence in the results.

What is perhaps surprising is that, in terms of anoma-

lies by MJO phase, the convection-permitting sim-

ulation (RCM4.5) did not significantly outperform

the convection-parameterized simulation (RCM12).

Recent results from the Cascade project showed that

convection-permitting models were able to perform

much better in aspects such as the diurnal cycle, the

sensitivity to convective triggers such as low-level con-

vergence, and the propagation and organization of

convection over West Africa (Pearson et al. 2014; Birch

et al. 2014b). One may have expected that the improved

performance of RCM4.5 compared with RCM12 in

terms of the diurnal cycle of convection would have

had a greater impact on the results here. The step change

in the ability of convection-permitting models to rep-

resent convection as demonstrated in the Cascade

project does, however, appear to be much more signifi-

cant over continental regions such as West Africa. The

improvements in convection-permitting configurations

over oceanic regions are much smaller (Holloway et al.

2013). The mixed land and ocean surface types of the

Maritime Continent may be one reason why the per-

formance of RCM4.5 was in many ways no better than

RCM12. The two RCMs also behaved in a similar way
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because both simulations are evidently very strongly

forced by their boundary conditions, and the results of

this study suggest that large-scale forcing plays a major

role in defining the characteristics of convection and

rainfall over the Maritime Continent.

Although the way convection is represented in the

RCMs does not appear to play a major role in defining

how the MJO impacts convection over the Maritime

Continent, itmay be crucial for correctly representing the

upscale feedback of convection in the Maritime Conti-

nent on theMJO. Because of computational expense, the

model domain is relatively small in the current study and

thus the convection is highly constrained by the boundary

conditions. Such constraints mean that, while likely im-

portant for the propagation of the MJO, the upscale

impact of Maritime Continent convection could not be

assessed in this study and is planned for future work.
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