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Abstract

Practical statistical clustering algorithms typically center upon an iterative refinement
optimization procedure to compute a locally optimal clustering solution that maximizes the fit to
data. These algorithms typically require many database scans to converge, and within each scan
they require the access to every record in the data table. For large databases, the scans become
prohibitively expensive. We present a scalable implementation of the Expectation-Maximization
(EM) algorithm. The database community has focused on distance-based clustering schemes and
methods have been developed to cluster either numerical or categorical data. Unlike distance-
based algorithms (such as K-Means), EM constructs proper statistical models of the underlying
data source and naturally generalizes to cluster databases containing both discrete-valued and
continuous-valued data. The scalable method is based on a decomposition of the basic statistics
the algorithm needs: identifying regions of the data that are compressible and regions that must be
maintained in memory. The approach operates within the confines of a limited main memory
buffer and requires at most a single database scan. Data resolution is preserved to the extent
possible based upon the size of the main memory buffer and the fit of the current clustering
model to the data. We extend the method to efficiently update multiple models simultaneously.
Computational tests indicate that this scalable scheme outperforms sampling-based approaches –
the straightforward alternatives to “scaling” traditional in-memory implementations to large
databases.

1 Preliminaries and Motivation

Data clustering is important in many fields, including data mining [FPSU96], statistical data

analysis [KR89,BR93], compression [ZRL97], and vector quantization [DH73]. Applications

include data analysis and modeling [FDW97,FHS96], image segmentation, marketing, fraud

detection, predictive modeling, data summarization, general data reporting tasks, data cleaning

and exploratory data analysis [B*96]. Clustering is a crucial data mining step and performing this

task over large databases is essential.
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A general view of clustering places it in the framework of density estimation [S86, S92, A73].

Clustering can be viewed as identifying the dense regions of the data source. An efficient

representation of the probability density function is the mixture model, which asserts that the data

is a combination of k individual component densities, corresponding to the k clusters. Basically,

the problem is this: given data records (observations), identify a set of k populations in the data,

and provide a model (density distribution) of each of the populations. Since the model assumes a

mixture of populations, it is often referred to as a mixture model.

The Expectation-Maximization (EM) algorithm [DLR77, CS96] is an effective and popular

technique for estimating the mixture model parameters or fitting the model to the database. The

EM algorithm iteratively refines an initial cluster model to better fit the data and terminates at a

solution which is locally optimal or a saddle point of the underlying clustering criterion [DLR77,

B95]. The objective function is log-likelihood of the data given the model measuring how well

the probabilistic model fits the data.

Other similar iterative refinement clustering methods include the popular K-Means-type

algorithms [M67,DH73,F90,BMS97,SI84]. While these approaches have received attention in

the database and data mining literature [NH94,ZRL97,BFR98], they are limited in their ability to

compute correct statistical models of the data. The K-Mean algorithm minimizes the sum of

squared Euclidean distances of between data records in a cluster and the cluster’s mean vector.

This assignment criterion implicitly assumes that clusters are represented by spherical Gaussian

distributions located at the k cluster means [BB95, B95]. Since the K-Mean algorithm utilizes

the Euclidean metric, it does not generalize to the problem of clustering discrete or categorical

data. The K-Mean algorithm also uses a membership function which assigns each data record to

exactly one cluster. This harsh criteria does not allow for uncertainty in the membership of a data

record in a cluster. The mixture model framework relaxes these assumptions.

Due to the probabilistic nature of the mixture model, arbitrary shaped clusters (i.e. non-spherical,

etc.) can be effectively represented by the choice of suitable component density functions (e.g.

Poission, non-spherical Gaussians, etc.). Categorical or discrete data is similarly handled by

associating discrete data distribution over these attributes (e.g. Mutinomial, Binomial, etc.).

Consider a simple example with data consisting of 2 attributes: age and income. One may choose

to model the data as a single cluster and report that average age over the data records is 41 years

and an average income is $26K/year (with associated variances). However, this may be rather

deceptive and uninformative. The data may be a mixture of working people, retired people, and
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children. A more informative summary might identify these subsets or clusters, and report the

cluster parameters. Such results are shown in Table 1.1:

Table 1.1: Sample data summary by segment

“name” (not given) Size Average Age Average Income

“working” 45% 38 $45K

“retired” 30% 72 $20K

“children” 20% 12 $0

? 5% NULL NULL

TOTAL 100% 41 $26K

Note that the “name” column is not given (only the age and income columns are given). Note also

that the row labeled total gives less insight of the data than does the summary into 4 rows (or

segments). Assuming no apriori definition of the various sub-populations, how can such segments

be identified? How can this identification be made when the data has many more dimensions

(attributes) and the various patterns may not be obvious? This is where clustering plays an

important role and identifies these dense regions in multidimensional data.

We specifically address the problem of computing mixture models over large databases. Over

such databases, hundreds of iterations or more may be required by iterative refinement clustering

procedures such as EM. Although guaranteed to terminate finitely, a general bound on the

number of iterations required by EM is not available. We make the assumption that a single scan

over a large database is expensive, and computing a mixture model over large databases via the

standard EM implementation is unacceptable. We present a scalable version of the EM algorithm

supporting the following requirements.

• One scan: The algorithm requires at most one database scan and early termination, if

appropriate, is desirable.

• Anytime algorithm: The algorithm is always able to provide a “best” answer anytime

during its computation (i.e. it exhibits “online, anytime” behavior).

• Interruptible and Incremental: The algorithm is suspendable, stoppable and resumable.

Incremental progress can be saved for continued computation later, possibly on new data.

• Limited RAM Requirement: The algorithm works within the confines of a limited

memory (RAM) buffer.

• Forward-only cursor: The algorithm has the ability to operate with a forward-only

cursor over a view of the database.
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The single forward only data scan addresses the fact that the individual data records provided to

the clustering algorithm may be the result of an expensive join query over a potentially

distributed data warehouse. Hence rescanning the data on the server may be an expensive

operation in the background.

We present a scalable decomposition of the EM algorithm satisfying the goals stated above. The

problem of computing a mixture model is decomposed resulting in the ability to cluster arbitrarily

large databases while utilizing a small amount of memory. The fundamental observation is that

all data is not of equal importance when computing the mixture model. Data records can be

classified into one of three categories: records that can be safely discarded, records that can be

compressed, and records that must be retained in memory. We demonstrate that the scalable EM

algorithm (SEM) indeed preserves clustering fidelity and that it outperforms traditional methods

addressing large databases via sampling. Localized data access properties of SEM have

additional benefits relating to improved utilization of fast, on-chip memory caches in modern

CPU’s. This results in faster execution times even on machines having enough resident memory

to hold the entire database in main memory.

The framework presented is general and can accommodate many iterative refinement clustering

algorithms including K-Mean [BFR98]. This work generalizes previous work on K-Mean and

addresses probabilistic clustering in which every data point belongs to all clusters, but with

different probability. This generalizes to include realistic situations in which, say a customer of a

web site, really belongs to two or more segments (e.g. sports enthusiast, high tech enthusiast, and

coffee addict). Previous scalable clustering work has focused on K-Means-type approaches

[ZRL97,BFR98] and region growing [NH94, SEKX98, AGGR98]. These techniques, while

effective, do not derive statistical models of the data (i.e. they are based on notions of distance

metrics, etc.) and they do not allow for cluster overlap (data records belonging to different

clusters with different probabilities of membership). A scalable approach to density estimation is

proposed in [ZRL99] utilizing the CF-Tree data structure from [ZRL97], which is limited to

continuous-valued data in which the Euclidean metric is appropriate.

We specifically address the problem of clustering a large database into segments consisting of

records which are more similar to other members the same segment than those of other segments.

The probabilistic nature of the models we use admits overlap naturally when appropriate. The

mixture model does not require the specification of distance metrics, readily admitting categorical

and continuous attributes (simultaneously). The EM algorithm [DLR77, CS96] has been shown

to be superior to other alternatives for statistical modeling purposes [GMPS97, PE96, B95, CS96,

NH99]. Utility of the statistical model computed via EM has been demonstrated in
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approximating OLAP aggregate queries on continuous data [SFB99] and approximating nearest-

neighbor queries [BFG99]. These applications require the statistical semantics and theory, which

is a substantial advantage over clustering methods that do not derive statistically proper models.

We next discuss the standard EM approach to mixture model estimation.

1.1 Mixture Model Estimation via the EM Algorithm

The mixture model approximates the data distribution by fitting k component density functions fh,

h=1,…,k to a database D having m records and d attributes. Let x ∈D be a record from D, the

mixture model probability density function evaluated at x is:

∑
=

φ⋅=
k

h
hhh xfwxp

1

)|()( .

The weights wh represent the fraction of database records belonging to cluster h and sum to one:

0,1
1

≥=∑
=

h

k

h
h ww . The functions fh( x | φh ) h=1,…,k are the cluster or component density

functions modeling the records of the h-th cluster, and φh represents the specific parameters used

to compute the value of fh (e.g. for a Gaussian component density function, φh is the mean and

covariance matrix). We note that the mixture model can approximate any continuous density

function given enough components and properly chosen mixture model parameters [B95].

The mixture model also allows for “overlapping” clusters in the sense that data records may

belong to all k clusters, but with different probabilities of membership. The assignment of data

points to clusters in the EM algorithm generalizes the “hard” assignment employed by K-Means-

type algorithms [BR93, BMS97, DH73, F90] where data records are members of one and only

one cluster. The probability of membership or “weight” of data record x in cluster h is:

.
)|(

)|(
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∑ φ⋅

φ⋅
=

i
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hhh
h xfw
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By making the assumption that the attributes of the database are independent over records within

a given cluster, the component density functions can be decomposed as a product of density

functions over each attribute j = 1,…,d:

∏
=

φ=φ
d

j
hjjhhh xfxf

1
, ).|()|(

Suppose the database of objects has d = 5 attributes and attributes A1 and A2 are “color” and

“shape”; and attributes A3, A4, and A5 corresponds to continuous coordinates indicating location in

(1)

(2)

(3)
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3-dimensional space. The categorical attributes A1 and A2 can be modeled by choosing functions

fh,1 and fh,2 to be Multinomial distributions [B95]. The continuous attributes A3, A4, and A5 can be

modeled by a multivariate Gaussian distribution in 3 dimensions [DH73]. The probability of a

data record x in cluster h is then the product of the probability of the given “color” value given by

fh,1, the probability of the given “shape” value given by fh,2, and the probability returned by the

multivariate Gaussian for cluster h over the values of A3, A4, and A5.

Although the framework we present is general enough to address mixture model estimation over

large databases having both continuous and discrete attributes, we focus on its application to

continuous-valued data, modeled by multivariate Gaussians. This choice of Gaussians for

continuous-valued data is motivated by a result from density estimation theory stating that any

distribution can be effectively approximated by a mixture of Gaussians [S92,S86]. Each

population (cluster) is modeled by a d-dimensional Gaussian probability distribution. The

multivariate Gaussian distribution for cluster h = 1,…k, is parameterized by the d-dimensional

mean vector µh and d × d covariance matrix Σh :

( )
( ) ( ) ( )






 µ−Σµ−−

Σπ
=Σµ −

hhh

h
d

hhh xxexp),|x(f 1T

2

1

2

1
,

where x and µh are column vectors, the superscript T indicates transpose to a row vector, | Σh
 | is

the determinant of Σh and (Σh)
–1 is its matrix inverse. The Gaussian mixture model parameters

consist of the means and covariance matrices for each cluster h = 1,…,k along with the weights

wh associated with each cluster. Let Φ = { (wh , µh , Σh ), h = 1,…,k } be the collection of mixture

model parameters. The quality of a given set of parameters Φ is a measure of how well the

corresponding mixture model “fits” the data. This is quantified by the log-likelihood of the data

given the mixture model:

∑ ∑
∈ =








 Σµ⋅=Φ
Dx

k

h
hhhh xfwL
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The EM algorithm begins with an initial estimation of Φ and iteratively updates it. The sequence

of Φ-values is such that L(Φ) is non-decreasing at each iteration [DLR77, B95]. We next outline

the standard EM algorithm.

Algorithm 1 Standard Expectation Maximization (EM): Given a database D with m
records with d continuous-valued attributes, a stopping tolerance ε > 0 and mixture model
parameters Φ j at iteration j, compute Φ j+1 at iteration j+1 as follows:

1. For each database record x ∈ D:

(4)

(5)
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Compute the membership probability of x in each cluster h = 1,…,k:
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2. Update mixture model parameters: ∑
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Stopping Criteria: If ε≤ΦΦ + )(-)( 1jj LL , stop. Else set j ← j+1 and go to 1. L(Φ) is given

in (5) above.

Note that a full data scan is required at each iteration of the standard EM algorithm to compute

the membership probability for each data record in each cluster in step 1. The number of

iterations required before the stopping criteria is satisfied is dependent upon the initial parameter

values and the actual data distribution. In general the number of iterations is arbitrary but the

procedure is guaranteed to converge. We next discuss a scalable variant of EM requiring at most

a single database scan.

2 Model Estimation over Large Databases

Motivation for this work centers on the observation that EM may be applied to a batch data

sample which may be triaged based on identifying information from the sample that needs to be

preserved in detail, summarized, or parts which do not need to be retained. Effective parameter

estimation can be obtained by selectively storing “important” portions of the database and

summarizing data in other regions. The approach assumes an interface to the database allowing

the algorithm to load sequential random data samples. The allocated main memory buffer is

initially filled with a random sample from the database. The given initial mixture model is

updated over the contents of the buffer via the standard EM algorithm. Then each data point in

the buffer is classified, depending upon the degree to which the data point is summarized by the

current mixture model, as belonging to one of three sets.

1. The retained set R consisting of records that will remain in the buffer and are not

summarized. The data in the set R consist of records yielding the greatest information

with respect to the cluster model. Elements of the set R are typically records with

uncertainty in cluster membership.
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2. The discard set B consists of records which can be safely discarded and modeled

effectively by the sufficient statistics associated with one of the clusters. Elements of the

set B are typically records whose cluster membership is nearly “certain”. Since they will

not change cluster membership, it suffices to summarize them and update the

corresponding cluster only through sufficient statistics. Note that admitting data into the

set B and subsequently only storing the data’s sufficient statistics frees space in the buffer

allowing the method to load more data. See Section 2.3.1 on primary data summarization.

3. The compressed set C consists of sets of records that update each component as a unit.

These records are removed from the memory buffer and updates to the mixture model

occur only over their sufficient statistics. Similar to 2 above, representing sets of records

in C by their sufficient statistics frees main memory allowing the method to load more

data. See Section 2.3.2 on secondary data summarization.

Prior to specifying the algorithm, we define a few useful terms. For a set S, |S| denotes its

cardinality. The average log-likelihood for a mixture model with parameters Φ over a database

with m records is given by:

)(
1

),( Φ=Φ L
m

mL . (6)

Here L(Φ) is defined in (5).

We formalize the algorithm now noting that specific components are described in detail in

following sections.

Algorithm 2 Scalable EM (SEM): Initialize the summary sets R 0 = ∅, C 0 = ∅ and B 0 = ∅.

Initialize the number of data points processed m 0 = 0. Given a database D with m records,

initial mixture model parameters Φ 0, an interface to database D that supplies sample subsets S j ⊂

D, a specified memory buffer size and a stopping tolerance ε, set iteration counter j = 0 and

update Φ    j to Φ    j+1 as follows:

1. Set R j+1 = R j ∪ S j so that memory for R j+1 ∪ C j ∪ D j equals the buffer size. Set
m j+1 = m j + |S j |.

2. Apply extended EM (ExEM, Section 2.2) to R j+1 ∪ C j ∪ D j, updating Φ    j to Φ j+1.

3. Partition singleton data points in R j+1:

3.1 Identify subsets updating single Gaussian components (see Section 2.3.1, Primary

Data Summarization). Augment D j+1 incorporating sufficient statistics from these

subsets, remove subset from R j+1.
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3.2 Identify subsets updating Gaussian components as a group (see Section 2.3.2,

Secondary Data Summarization). Augment C j+1 incorporating sufficient statistics from

these subsets, remove subsets from R j+1.

Stopping Criteria: If j > 1 and ε≤ΦΦ ++ ),(-),( 11 jjjj mLmL , terminate. If m j+1 = m,

terminate (database D has been fully scanned). Otherwise set j ←j+1, go to 1. L is given in (6)

above.

We elaborate on the SEM algorithm by first by describing the sufficient statistics for the Gaussian

mixture model. Note that sufficient statistics are specific to the choice of cluster or component

distributions.

2.1 Data Summarization and Storage

Step 3 of the algorithm determines data records to be added to the summary sets B or C. A data

record entering either of the sets B or C is summarized with other elements of the set via

sufficient statistics, which are then used to update the Gaussian mixture model. After the data

records are summarized, their sufficient statistics remain in the main memory buffer and the

individual data records used to generate the statistics are purged. We next describe the specific

sufficient statistics used to update the Gaussian mixture model.

Let S = {x1, x 2, …, x N} ⊂ D, be a subset of data to be summarized by the sufficient statistics

triple (θ,Γ,N): ∑
=

=θ
N

i

ix
1

is a vector and ( ) ( )∑
=

⋅=Γ
N

i

ii xx
1

T
is an n × n matrix. Computing the

mean and covariance of the set S, µS and ΣS, from triple (θ,Γ,N), is as follows:

.
NN

,
N

SS 





 θ⋅θ−Γ=Σθ=µ T111

The sufficient statistics resulting from merging two sets S1 and S2 represented by (θ1,Γ1,N 1) and

(θ 2,Γ 2,N 2), respectively, are obtained for S1 ∪ S2 by: (θ1 + θ2  ,Γ 1 + Γ 2 ,N 1+ N 2 ).

2.2 Model Update over Sample + Sufficient Statistics

Step 2 of Algorithm 2 requires updating the mixture model parameters over the contents of the

buffer: R j+1 ∪ C j ∪ B j consisting of singleton data records x ∈ R j+1 and sets of sufficient

statistics (θ,Γ,N ) ∈ C j ∪ B j. The Extended EM (ExEM) Algorithm performs this operation.

ExEM updates the model parameters exactly as the standard EM algorithm (Algorithm 1) over
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singleton data records. Updates over sufficient statistics treat the set represented by (θ, Γ, N ) as a

single data record weighted by N.

Prior to specifying the ExEM algorithm, we define the log-likelihood for a given set of mixture

model parameters Φ = { (wh , µh , Σh ), h = 1,…,k } over the contents of the main memory buffer.

( )

( )
.,

1
log

),|log,,,ˆ

,, 1

1

∑ ∑

∑ ∑

∪∈Γθ =

∈ =



















Σµθ⋅⋅

+









Σµ⋅=Φ

BCN

k

h
hhhh

Rx

k

h
hhhh

N
fwN

(xfwBCRL

Algorithm 3: Extended EM (ExEM): Given the set R j+1 of singleton data records, a set C j ∪

B j of sufficient statistics and initial mixture model parameters Φ 0, set iteration counter t = 0,

update Φ    t to Φ    t+1 as follows:

1. (Compute membership for singleton records in R j+1 ): For singleton records x ∈ R j+1

compute the membership probability of x in each cluster h = 1,…,k:

∑ Σµ⋅
Σµ⋅

=

i

t
i

t
ii

t
i

t
h

t
hh

t
ht

h
),|x(fw

),|x(fw
)x(w .

2. (Compute membership for sufficient statistics in C j ∪∪∪∪ B j ): Compute the membership

probability of each subset summarized by (θ, Γ, N) in each cluster h = 1,…,k:

( )( )
∑ 








Σµθ⋅









Σµθ⋅

=Γθ

i

t
i

t
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t
i

t
h

t
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,
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,
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N,,w
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1

3. (Update Cluster Parameters): Set:

( )( )
( )

,,,1,,,)()(
,,

khNwNxwhN
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h

S

t
h K=Γθ⋅+= ∑∑
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=
k

h
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.

The value of N(h) is the total portion of the database processed so far having membership

in population h. The Gaussian parameters are updated as follows: ,
N

)h(N
wt

h =+1

( )( )
( ) 
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h = 1,…,k.

Stopping Criteria: If ( ) ( ) εDCRLDCRL jjjtjjjt ≤Φ−Φ +++ ,,,ˆ,,,ˆ 111 , terminate (i.e. if the

log-likelihood over the contents of the buffer R j+1 ∪ C j ∪ B j is sufficiently close, terminate).

Otherwise set t ← t+1, go to 1. L̂ is given in (7) above.

In addition to the generalization to work over sufficient statistics, ExEM also has the following

post processing step.

Model Reset for Empty Clusters: Upon termination, the ExEM algorithm employs a step that

performs a Gaussian distribution reset if one or more of the clusters has a sum total membership

below a given threshold or if two Gaussians converge on the same parameters. This is a problem

that plagues both EM and K-Means-type algorithms in high dimensions. In this case, rather than

letting such clusters go “inactive”, The ExEM algorithm is re-run, with “inactive” clusters

reseeded at new points. The Gaussian distribution for each “inactive” cluster hempty is reset to the

mean of a summarized subset which is least likely under the current mixture model. Cluster

hempty also inherits the corresponding covariance matrix of the summarized subset chosen above.

With the reseeded cluster, re-run ExEM.

2.3 Data Summarization

Data summarization involves two phases. Primary summarization occurs near the modes of the k

component Gaussians and produces the set B. Secondary data summarization occurs in “dense”

regions of data not near the k component Gaussian modes and produces the set C. After

summarization, the mixture model update is no longer exact (vs. EM updating over the full

database). However, by accurately determining regions to summarize in the primary and

secondary phases, we aim to minimize future update error when constrained to the single data

scan and limited memory buffer. A subset of data is summarized only if the resulting sufficient

statistics require less storage than the subset.
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2.3.1 Primary Data Summarization

If the current mixture model is accurate, areas near the component Gaussian means µh will have

the greatest density. The full mixture model can be sufficiently updated by locally modeling

these regions with the sufficient statistics triples (θ,Γ,N ). The basic intuition is to discard items

that are not likely to change degree of membership in clusters. One approach performs sensitivity

analysis computations over bounding regions where model parameters are expected to be

confined as future data is encountered. Another approach is a simple approximation – which in

practice works well. Data modeled well under a cluster (probability close to 1.0 w.r.t. this cluster)

is unlikely to change membership or influence other model components. We identify these

regions by thresholding the Mahalanobis radius [DH73],

( ) ( )µ−Σµ−=Σµ − xx),,x(MDist 1T near the k component Gaussian means and summarizing

data points within this radius. For each component h=1,…,k , a Mahalanobis radius rh is

determined so that p% of the data in the retained set R j+1 is within this radius. This subset of

records then enters { }hj
h

j
h

jj r),x(MDistRx)h(B ≤Σµ∈= ++++ 1111 ,,,, . The statistics summarizing

B j+1(h) are merged with the statistics summarizing points near µh in previous iterations. Note

that p% of the data is summarized in the primary phase by this thresholding method, and the

entire set B j+1 contains the sufficient statistics for each set B j+1(h), h = 1,…,k. The data records

that are summarized are removed from the set R j+1. Figure 2.1 illustrates an example with 3

Gaussians in 2 dimensions. The shaded area indicates regions where data is summarized in the

primary phase near the 3 Gaussian means.

2.3.2 Secondary Data Summarization

Secondary data summarization identifies sub-clusters of points among data not summarized in the

primary phase that contribute to clusters as a group versus individually. Secondary data

summarization has two parts: 1) locate candidate subsets over the singleton records in the

memory buffer R j+1 not summarized in the primary phase, and 2) determine if these candidate

subsets pass a criterion for being treated as a unit. We employ the approximation that a candidate

subset with a sufficiently small covariance updates the clusters as if all points where at the subset

mean. This can be shown to be valid when a data set is in the tail region of a Gaussian. Candidate

regions are determined by applying the standard K-Mean algorithm [F90, DH73] to the current

set of singleton data elements, with data summarized in the primary phase removed. To increase

the likelihood of finding “dense” candidates, K-Mean searches for a large number of candidate

clusters k’ > k and is initialized by randomly selecting k’ singleton data elements from those
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remaining in the buffer after the primary summarization phase. K-Mean (or “harsh” EM [NH99])

is employed since hard subset memberships are required to summarize elements. Once k’ sub-

clusters are determined, the criterion requiring all the sub-cluster covariances be bounded by a

threshold β is applied: For a subset locally modeled by a Gaussian with (θ,Γ,N ), if:

( ) ( ) β≤
















 θ−Γ⋅

=

2

1

11
ttt

d,,t nd
max

K
,

then the subset is deemed satisfactory. Suppose k’’ ≤ k’ sub-clusters satisfy this criteria. The

sufficient statistics for these k’’ sub-clusters are appended to from the updated set C j+1:

( ) ( ){ }.N,,,...,N,,CC ''k''k''kjj ΓθΓθ∪←+ 1111 . The elements of C j+1 are then merged via

hierarchical agglomerative clustering [DH73]. The nearest two sub-clusters are determined, and

merged if their merge results in a new sub-cluster that does not violate the criterion above, the

merged sub-cluster is kept and the smaller ones removed. The shaded area of Figure 2.2 indicates

the dense regions to be summarized in the secondary summarization phase after the data

summarized in the primary phase (see Figure 2.1) has been removed.

Figure 2.1: Primary data summarization. Figure 2.2: Secondary data summarization.

3 Generalization: Exploring Multiple Models in a One Scan

The scheme presented involves updating a single model over a database. However, the

summarization machinery also admits the possibility of updating multiple models simultaneously,

within a single data scan. The key insights for this generalization are: 1) retained singleton points

in R and the sufficient statistics in the set C (representing local dense structures) are shared

among all models; 2) each model, Mi, i = 1,…,ν will have its own discarded data set B i (ν models

= ν × k discard sets); 3) the sufficient statistics for discarded data sets Bi for one of the models Mi

are simply viewed as members of the global set C by all models other than Mi.

(8)
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The overall algorithm remains the same, except that model updating and data summarization

steps are now performed over multiple models. In addtion to the 3 observations above, there is

one data summarization item worthy of further discussion. The algorithm decides on an

individual data point basis which discard set fits it best. A data point that qualifies as a discard

item (satisfies the criteria to be summarized in the primary phase, see Section 2.3.1) for two

models simply goes to the discard set of the nearest model compoent (measured by Mahalanobis

metric). A data point cannot be allowed to enter more than one discard set as it would be multiply

accounted for in the update loop. Let x qualify as a discard item w.r.t. a cluster of model M1 and

a cluster of M2. If it were admitted to both, then model M1 will “feel” the effect of this point

twice: once in its own discard set B1 and another time when it updates over B2 which will be

treated as part of C from the “viewpoint” of M1. Similarly for M2. By entering in exactly one

discard set, the point x is correctly accounted for and correctly influences both models.

It is worthy of note that since the multiple models may “communicate” with each other via the

implicit coupling through the sets B and C. Empirically, it seems that this interaction helps

models recover from poor local minima. If a particular cluster falls towards a poor local minima,

a nearby component from another model may pull it from this location during the update over C.

We empirically observe this desirable behavior when running in multiple model mode and results,

typically, in better overall mixture models.

A weakness of our scheme is that the data summarization, once performed, cannot be “undone”

(in the single scan framework). However, it turns out that the error resulting from summarization

of data to sufficient statistics introduces over future updates to the mixture model is more than

made up for by the fact that the algorithm gets to see much more data than the sampling

alternatives. We next demonstrate this next.

4 Experimental Evaluation

This paper targets scaling the EM algorithm and comparing performance with available

alternatives. We do not address the issue of choosing initial models parameters (see

[BF98,FRB98,MH98] for the problem of initial models) nor do we address the issue of setting the

number of clusters k (an open research problem, e.g. [CS96,S96]). The goal is to study scalability

properties and performance for a given k and set of initial conditions. Comparing against

alternatives is based on quality of obtained solutions. It is an established fact in the statistical

literature [PE96,GMPS97,CS96] that EM modeling results in better quality models than other

simpler alternatives like k-Means (upon which algorithms like BIRCH [ZRL97] and CLARANS

[NH94] are based). There is no prior work on scaling EM so we compare against de facto
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Figure 4.1: Running time versus number of records

standard practices for dealing with large databases: sampling-based and on-line algorithms. Other

scalable clustering algorithms exist, but do not produce mixture model representations of the

database probability density function (e.g. BIRCH, DBSCAN [SEKX98], CLARANS, CURE

[GRS98], etc.) Hence it is not possible to compare with such algorithms experimentally (see

Section 5). Here we compare with alternative algorithms on both synthetic data (where we know

what the real solution should be) and on a few real data sets.

4.1 Synthetic Data

Evaluations over synthetically generated data target scalability and mixture model quality of the

proposed approach. For all experiments except those studying sensitivity to parameters, scalable

EM parameters were fixed as: primary summarization threshold p = 0.5, secondary

summarization standard deviation threshold β = 0.5 and the number of secondary candidates k’ =

2k where k is the number of mixture model components. Hence the parameters where not tuned

to any of the data sets. Parameter sensitivity results are given in Section 4.2.

4.1.1 Scalability

The first experiment is intended to simply illustrate

scalability behavior. Synthetic data was generated

by a mixture of 10 Gaussian distributions in 25

dimensions. Scalable EM (Algorithm 2) was

applied to data sets where the numbers of rows

(points) were varied from 10,000 to 1 million.

Scalable EM (SEM) was applied with the buffer

size equivalent to storage needed for 5% of the

total dataset. Ten mixture models were

simultaneously updated. Initial mixture model

means were chosen by randomly selecting 10 data

points and initial covariance matrices were the identity matrix. Running times for SEM and

standard (vanilla) EM (Algorithm 1) applied to the given data sets are summarized in Figure 4.1.

SEM scales linearly while standard EM begins to utilize virtual memory and page to disk when

the number of points reaches 600,000. This experiment was executed on a PII-400 Pentium

workstation with 128 MB RAM.

Note that despite the summarization and data triage overhead, SEM runs faster than standard EM,

even over datasets that fit into main memory. This seemingly puzzling fact is explained by an
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unintended desirable behavior: SEM has a much tighter loop over data (local to the buffer), hence

it implicitly makes much better use of the on-CPU memory cache. Updating over the entire data

is much more likely to cause a cache fault. Updating over cache memory is significantly faster as

it avoids memory bus accesses off the CPU. Because of the large jump in run time once ‘vanilla

EM’ starts paging to disk, the graph underemphasize the speed up factor for small data set sizes.

The scalable EM is actually running at least 3 times faster even when standard (vanilla) EM can

fit all the data in main memory. A very desirable property. In the next sections, we will

demonstrate that the speedups are obtained with no sacrifice in quality of obtained model.

4.1.2 Mixture Model Quality
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Figure 4.2: Quality of solutions (20k records, 20 dim.) Figure 4.3: Quality of solutions (50k records, 50 dim.)

The first investigation of cluster quality focused on recovery of the means of a true mixture model

used to generate synthetic data. The data was created for a number of attributes d = 20, 50 and

100 and sampled from a Gaussian mixture model with k = 5, 10 and 100 Gaussian clusters,

respectively. Cluster means m were sampled from a uniform distribution on [-5,5]. Elements of

the diagonal covariance matrix S were sampled from a uniform distribution on [0.7,1.5]. Once

the means and covariance matrices were determined, 20k records were sampled from the model

with d = 20 and k = 5. The model with d = 50 and k = 10 was used to generate 50k records and

the model with d = 100 and k = 100 was used to generate 100k records. The quality of the

clustering solution is quantified by measuring distance from the estimated population means to

the true Gaussian means generating the synthetic data (after performing an optimal “matching”).

We compare solutions obtained by SEM (Algorithm 3) and the following methods:

• SampEM: Standard EM (Algorithm 1) is executed over a random database sample.

• 1EM: “Online” EM algorithm. This is the simplest variant is an incremental version

[NH98] of EM in which one data record is scanned, the mixture model is updated,
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Table 4.1: Cluster quality vs. dimensionality n (best in bold).
Dimensionality d SEM BEM 1EM SampEM

10 -10.3± 0.3 -23.0± 3.2 -16.0± 0.0 -38.4± 5.0
25 -25.6± 2.2 -37.6± 2.0 -37.3± 0.0 -103.7± 13
50 -49.0± 4.8 -84.1± 8.2 -72.7± 0.0 -229.7± 19

another data record is scanned, and so forth updating the model over a single sample at a

time. 1EM is limited to a single data scan in this case in order to say within the

framework of interest.

Figures 4.2 and 4.3 summarize ratios of 2-norm (Euclidean) distance from the estimated

population means to the true Gaussian means (percentage in parentheses following the method

indicates the memory buffer relative full dataset storage). The distance ratios are with respect to

the best population mixture model – that with minimum distance (scalable EM with 1% sample

size both synthetic datasets). Results represent averages over 10 mixture models initialized

randomly. The sampling solution (Samp EM) is given a chance to sample 10 different random

samples from the population. Hence random sampler results are over 100 total trials. Scalable EM

(SEM) is given a buffer size given as a percentage of size of data set. Results on the 100-d data

sets with k=100 are similar to 20-d and 50-d. In terms of distance to true Gaussian means

SEM(1%) was best with average distance twice as bad for the sampling-based EM. 1EM did

much worse on this set.

Mixture model quality was also quantified by the average log-likelihood of the data given the

mixture model. SEM is compared with SampEM and 1EM (described above). SEM was also

compared with a batch variant of an incremental

EM (BEM) implementation in which the memory

buffer allocated to the clustering process is filled

with a random sample from the data set, the

mixture model is updated over the contents of the

buffer via the standard EM algorithm, then the

buffer is purged and filled with another sample.

This process is repeated until the entire data set has

been scanned one time. BEM is hence similar to

our method except that it does not keep summary

statistics beyond the model.

Results are summarized in Table 4.1 and Figure
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4.4 for data sets with 50k points and dimensionality d = 10, 25 and 50, synthetically generated by

a mixture model with 10 Gaussian clusters. Average log-likelihood of the data given the mixture

model is determined for the 10 mixture models computed via SEM and the 10 best mixture

models computed via SampEM, BEM and 1EM. Entries in Table 1 are averages over 10 mixture

models plus/minus one standard deviation. As dimensionality increases, quality of mixture

models for all methods decreases, but SEM mixture model quality degrades more gracefully than

SampEM, BEM or 1EM mixture model quality.

For fixed data set dimensionality d = 25, we varied the number of data points m = 10k, 50k and

100k generated by a Gaussian mixture model with 10 clusters. As the number of data points

increases, each approach improves as expected, but SEM computes models superior to SampEM

(average log-likelihood improvement as much as 32% for m = 50k) and 1EM (average log-

likelihood improvement as much as 36% for m = 100k).

4.2 Parameter Sensitivity

4.2.1 Varying Primary Summarization Factor

(See Section 2.3.1): Evaluations of cluster quality for various values of the primary

summarization fraction p were conducted over a synthetic database with 50k records and 50

dimensions. See Figure 4.5. Secondary summarization was not used by SEM in these tests. For

small values of p (near 0.0), there is little or no summarization, the memory buffer fills and SEM

terminates prior to processing the entire database, hence poor mixture models are obtained. For

large values of p (near 1.0), almost all of the data is summarized in the primary phase and data
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Figure 4.6: Quality versus standard tolerance
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resolution is lost; poor mixture models are also obtained. Optimal values for p occur between

these two extremes. The curve exhibits reasonable robustness away from extrema.

4.2.2 Varying Standard Tolerance

(See Section 2.3.2): Evaluations of cluster quality for various values of β were conducted. The

primary summarization factor p was set to 0.5 (default), the maximum buffer size was 100kB.

The results are shown in Figure 4.6. We allowed SEM to construct large candidate secondary

sub-clusters to better study the effects of β. Figure 4.3 shows that cluster quality remains high for

values of β to 0.8. For small values of β (near 0.0), secondary summarization is minimal and

hence there is no loss of data resolution. As β is increased, secondary summarization plays a

larger role. For values of β in [0.2,0.6], when summarization does occur, the sub-clusters are

“tight” and data resolution is preserved, hence quality solutions are obtained. For large values of

β, data resolution is lost and the mixture model quality suffers, as expected.

4.3 Real World Data

We compared SEM against the other variants: 1EM, BEM, and SampEM (see Section 4.1.2).

SEM has three major parameters: primary summarization factor p (Section 2.3.1), standard

tolerance β (Section 3.3.2), and number of secondary clusters k’ (Section 2.3.2). Throughout all

experiments we set these parameters to constant values: p = 0.5, β = 0.5(maximum global data

variance), k’ = 2k. We showed sensitivity to these parameters in Section 4.2 where we explicitly

varied them.

SEM, BEM, 1EM and SampEM were applied to a subset of the US Census “Adult” data set

(www.sgi.com/Technology/mlc/db/) consisting of 299,285 data points with 11 continuous

dimensions. SEM, BEM and SampEM were allocated buffer sizes equivalent to storage of 0.5%

and 0.1% of the data set. The results showing average log likelihood plus/minus one standard

deviation for the 10 Gaussian mixture models estimated by SEM and the 10 best mixture model

computed via BEM, 1EM and SampEM are as follows:

SEM 0.5% SEM 0.1% BEM 0.5% BEM 0.1% 1EM SampEM 0.5% SampEM 0.1%

3.4 ± 3.3 2.3 ± 2.4 1.0 ± 0.9 -7.0 ± 6.3 -28.4 ± 0.0 -13483 -26055

Standard deviation is not reported for SampEM as results are orders of magnitude worse than

other approaches. The best mixture model was computed via SEM with the 0.5% buffer

The algorithms were applied to a subset of the Reuters text classification database

(www.research.att.com/~lewis/reuters21578/) consisting of word counts for the 302 most

frequently occurring words for 12,902 documents. SEM, BEM and SampEM were allocated
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buffer sizes equivalent to 10% and 5% total data set storage. The table below shows averages

over 10 mixture models for SEM, 1EM and SampEM. BEM results are averaged over the 4 best

mixture models (all others had average log-likelihood at least an order of magnitude smaller).

SEM with the larger buffer size computed the best Gaussian mixture models with 10 components.

Simple sampling (SampEM) produces extremely poor results in this case.

SEM 10% SEM 5% BEM 10% BEM 5% 1EM SampEM 10% SampEM 5%

-39 ± 40 -216 ± 40 -425 ± 883 -375 ± 167 -396 ± 1 -590188 -910364

The REV Digits Recognition dataset consists of 13,711 data items with 64 continuous

dimensions. Each record represents the gray-scale level of an 8x8 image of a handwritten digit.

The algorithms were allocated buffer sizes of 10% and 5% total data set storage size. The results

here were actually statistically indistinguishable amongst the various methods, except for 1EM

which produced significantly worse models whose log likelihood was 1.5 times worse on

average. The fact that SEM did as well here is explained by the fact that number of dimensions to

number of rows ratio here is very high, hence all algorithms are really observing a small sample

anyway.

Finally, results are summarized below for the Astronomy database of measurements of sky

objects from the Second Palomar Sky Survey at Caltech. The database consists of 648,291

records in R29. Results are averaged over the best 10 models computed by the respective method.

In this case, surprisingly, 1EM produces the best mixture models. Our hypothesis to explain this

is that this data set has so many records that multiple iterations of 1EM are ‘simulated’ within its

single pass. However, we are surprised at this result. Generally 1EM exhibits high variance in its

performance over various databases.

SEM 0.1% BEM 0.1% 1EM SampEM 0.1%

-77 ± 79 -433 ± 153 -6 ± 1 -367 ± 63

Our experience with 1EM (as evidenced by synthetic and other empirical results) is that it does

much worse than alternatives. However, the result on this data set suggests that, since 1EM is so

cheap to compute, that in the scalable implementation it be computed on the side for an additional

isolated model. At the end of the clustering, the algorithm can compare results and select the best

model.
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5 Related Work

The closest approach to this work is proposed in [NH99] in which incremental versions of the

general EM algorithm are analyzed. In this case the probabilistic cluster assignment step

(Algorithm 1, step 1) consists not only of updating the distribution over the unobserved variables,

but also updating the sufficient statistics given this distribution. Its operation is similar to OEM

except that no sufficient statistics are kept other than in the clusters themselves (as in regular

EM). Our method introduces the notion of secondary summarization and the set C. Furthermore,

our framework is specifically designed to operate over a single scan of the database. In contrast,

the results of [NH99] indicate that multiple scans of the database are required. The results in this

paper comparing with OEM confirm this.

The BIRCH algorithm [ZRL97] first summarizes the database in a main memory, balanced tree

structure, the CF-tree. The resolution of the data summarization is determined by the amount of

main memory allocated to this structure. The nodes of the CF-tree summarize the data as

spherical Gaussian distributions with a single scalar variance. In contrast, SEM admits covariance

matrices. BIRCH also takes a second pass to cluster the summary once the first pass terminates.

The fundamental difference between BIRCH and the scalable EM algorithm lies in the approach

to data summarization. BIRCH summarizes data as a step independent of the clustering algorithm

whereas the scalable EM algorithm’s summarization is closely related to the current fit of the

mixture model to the data. In addition, SEM can accommodate probabilistic cluster membership

weights. BIRCH is designed to support the k-Means algorithm and not the probabilistic EM

algorithm. However, the CF-Tree structure can be used to do non-parametric (kernel-based)

density estimation with a large number of kernels [ZRL99]. However, the data being clustered

must be continuous with a distance metric defined. Because we operate on probability

distributions, our method readily admits discrete attributes (modeled, say, as multinomials), and a

mixture of discrete and continuous attributes. In addition, density estimates obtained using kernel

density estimation are much more difficult to interpret. Clustering with a mixture model to

identify K populations in the data is an established and trusted tool for data reduction ,

summarization, and descriptive modeling in the statistics literature [B95].

A set of related clustering algorithms, which for the same reasons cannot be compared with our

density estimation approach, are DBSCAN, GDBSCAN [SEKX98], and CLARANS [NH94]

which are designed primarily for spatial data clustering. DBSCAN and GDBSCAN are region

growing algorithms and do not aim to probabilistically model the density. The same applies to

the CLIQUE algorithm [AGGR98] which grows dense data regions by attempting to find all
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clustered subspaces of the original data space and present the result to the user in a minimal DNF

expression. CLIQUE requires many data scans to identifying cluster subspaces in the bottom-up

fashion. It does not naturally extend itself to a probabilistic interpretation. The problem of

interest in this paper is how to best model a large data set with a mixture distribution. Once the

distribution is obtained, standard statistics can then be leveraged to do all sorts of probabilistic

inference, including applications in indexing [BFG99] and compressing data cubes for OLAP

[SFB99].

The CURE algorithm [GRS98] is a scalable clustering technique based upon the hierarchical

agglomerative clustering (HAC) approach. Initially each data record is considered a cluster and

the two nearest clusters are merged. The difference between CURE and standard HAC is that

clusters are represented by a given number of "well-scattered" records within each cluster. This

set of points, determined in the merging procedure are "shrunk" toward the cluster mean by a

multiplier α in [0,1]. The authors state that the shrinking process reduces the effect of outliers.

It is also stated that representing the cluster by a set of "well-scattered" points allows CURE to

recognize non-spherical clusters. The CURE algorithm is scaled via random sampling and the

authors present a theoretical result bounding the sufficient sample size so that a given number of

points from each cluster appear in the random sample. The algorithm is also scaled by employing

a pre-clustering phase and applying CURE to the result. This is conceptually similar to the

technique employed by BIRCH [ZRL97].

In addition to differences between hierarchical and mixture model approaches [DH73], the

fundamental difference between CURE and scalable EM are threefold: (i) data summarization to

achieve scalability is done independent of the clustering algorithm, there is no notion of fit of the

clustering solution to the database, (ii) the approach is not naturally extended to multiple model

updates, and (iii) the representation of a cluster as a group of “well-separated” records does not

readily give rise to a probabilistic model or notion of density estimation.

6 Conclusion

The algorithm presented easily scales to very large databases. The memory requirement is simply

to hold a small sub-sample in RAM. All updates occur over the contents of the buffer. The

approach can be run with a small RAM buffer and can effectively be applied to large-scale

databases. We have observed that running multiple models concurrently typically results in

better solutions and improved summarization since the synergy between the models explored adds

more opportunity for summarization. In turn more space is available in the buffer and the

algorithm maximizes its exposure to new data during model updates. The advantages come
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primarily from the ability to explore multiple models simultaneously (with inter-model

interactions) and from the ability to avoid bad local minima with empty clusters. Detailed results

on these effects cannot be shown due to space constraints.

The results on both synthetic data and 4 real data sets indicate that the proposed scalable scheme

produces good solutions and outperforms the well-known and current practice methods for

scaling this method: sampling data or on-line algorithms. It also outperforms variants on

sampling and on-line EM (1EM) where the process is batched over consecutive samples (BEM).

Hence even though both algorithms see all the data, our added data triage and summarization

stages preserve important information. The retained data vectors/summarized clusters do indeed

lead to much better solutions when compared with a memoryless (other than clusters) version of

on-line 1 case-at-a-time EM implementation.
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