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#### Abstract

We argue that a finite iteration of any surface fractal can be composed of mass-fractal iterations of the same fractal dimension. Within this assertion, the scattering amplitude of surface fractal is shown to be a sum of the amplitudes of composing mass fractals. Various approximations for the scattering intensity of surface fractal are considered. It is shown that small-angle scattering (SAS) from a surface fractal can be explained in terms of power-law distribution of sizes of objects composing the fractal (internal polydispersity), provided the distance between objects is much larger than their size for each composing mass fractal. The power-law decay of the scattering intensity $I(q) \propto q^{D_{\mathrm{s}}-6}$, where $2<D_{\mathrm{s}}<3$ is the surface fractal dimension of the system, is realized as a non-coherent sum of scattering amplitudes of three-dimensional objects composing the fractal and obeying a power-law distribution $\mathrm{d} N(r) \propto r^{-\tau} \mathrm{d} r$, with $D_{\mathrm{s}}=\tau-1$. The distribution is continuous for random fractals and discrete for deterministic fractals. We suggest a model of surface deterministic fractal, the surface Cantorlike fractal, which is a sum of three-dimensional Cantor dusts at various iterations, and study its scattering properties. The present analysis allows us to extract additional information from SAS data, such us the edges of the fractal region, the fractal iteration number and the scaling factor.
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## I. INTRODUCTION

The small-angle scattering (SAS) of waves (neutrons, Xrays, light) has been proved to be an important non-destructive method of determining the structural properties at nano and microscales [1-4]. These properties are usually obtained from the curve of the elastic cross section per unit volume of the sample (scattering intensity) $I(q) \equiv\left(1 / V^{\prime}\right) d \sigma / d \Omega$ versus the scattering wave vector (momentum) $q=(4 \pi / \lambda) \sin \theta$ ( $\theta$ is half the scattering angle and $\lambda$ is the wavelength of the incident radiation). The scattering intensity is related to the spatial density-density correlations in the sample by the Fourier transform.

A main indicator of the fractal structure is the power-law dependence of the scattering intensity [5-9]

$$
\begin{equation*}
I(q) \propto q^{-\tau} \tag{1}
\end{equation*}
$$

appearing as a linear dependence on the double logarithm plot within some range in momentum space called the fractal region. This is due to the Hausdorff (fractal) dimension of fractal structures, which is their essential characteristic [10-13]. One can adopt a simple descriptive definition of the Hausdorff dimension $D$ of a set as the exponent in the relation $N \propto(L / a)^{D}$ for $a \rightarrow 0$, where $N$ is the minimum number of open sets of diameter $a$ needed to cover the set, and $L$ is the total length of the set. For a 'usual' object like ball, the Hausdorff dimensions of volume and surface are equal to 3 and 2 , respectively.

[^0]Sometimes a succession of simple power-law decays with different exponents can be observed in SAS data, which can be explained by the presence of a few fractal structures at different scales [9, 14, 15].

In SAS scattering, one distinguishes between "mass" and "surface" fractals [5, 7]. The difference can be shown in a simple two-phase geometric configuration, where one phase is a set of dimension $D_{\mathrm{m}}$ ("mass"), embedded into $d$-dimensional real space, and the other phase is its complement set of dimension $D_{\mathrm{p}}$ ("pores"). In addition, the boundary between the phases also forms a set of dimension $D_{\mathrm{s}}$ ("surface"). Then for a mass fractal, we have $D_{\mathrm{s}}=D_{\mathrm{m}}<d$ and $D_{\mathrm{p}}=d$, while for a surface fractal $D_{\mathrm{m}}=D_{\mathrm{p}}=d$ and $d-1<D_{\mathrm{s}}<d$. Experimentally, the difference between "mass" and "surface" fractals [5, 7] is revealed through the value of the power-law scattering exponent

$$
\tau= \begin{cases}D_{\mathrm{m}}, & \text { for mass fractals }  \tag{2}\\ 2 d-D_{\mathrm{s}}, & \text { for surface fractals }\end{cases}
$$

For three-dimensional space $(d=3)$, this leads to a simple interpretation of SAS experimental data: if the power-law exponent $\tau<3$, the measured sample is a mass fractal, while if $3<\tau<4$ then the sample is a surface fractal.

It should be emphasized that the above interpretation of a power-law scattering curve is not rigorous, because the powerlaw dependence (2) in some region of $q$ can be "casual". This is a general problem of SAS, since unambiguous interpretation of scattering intensity is hardly possible. Mathematically, in order to restore the spatial dependence of a function, one should know its Fourier transform for arbitrary Fourier component $q$. If only a finite range of wave vector is available then this is an ill-posed problem in general. According to a rule of
thumb accepted among experimentalists, if a range, where the power-law dependence is observed, is "sufficiently large" then the structure is interpreted as a fractal.

For random (statistically self-similar) fractals, one can obtain from SAS data the fractal dimension and, at best, the borders of fractal regions, which give some information about the characteristic lengths of the fractal under investigation (see Sec. IIbelow for details). Due to substantial progress in nanotechnologies, many deterministic (exactly self-similar) fractal structures were synthesized artificially [16-24]. As was shown recently [25-27], the scattering intensity of monodisperse deterministic mass fractals shows a generalized powerlaw decay (maxima and minima superimposed on a simple power-law decay) and contains additional information about the fractals such as the scaling factor, the number of fractal iterations, and the total number of structural units of which the fractal is composed.

Deterministic fractals usually allow analytic solutions for the scattering amplitude and thus give us "exactly solvable models" for studying the fractal scattering properties. In this paper, we build a model of Cantor-like deterministic surface fractal and investigate its properties. The surface fractal is constructed as a sum of the Cantor dusts with controllable fractal dimension [25-27] at various iterations. The construction suggests that in general, any surface fractal can be represented as a sum of mass fractals. This is because for mass fractals, the mass and surface dimensions coincide. Therefore, the infinite series of non-overlapping iterations of a mass fractal has the mass dimension $d$, while the surface dimension of the constructed set is equal to the mass fractal dimension. A specific model of such surface fractal is given in Sec.IV A.

We emphasize a few important issues here. First, a surface fractal can be constructed with subsequent removal of mass-fractal iterations from an initial set. For instance, adding mass-fractal iterations to a set is equivalent to subtracting the same iterations from its complement set. However, this does not lead to any problem, because one can always exchange the fractal "mass" and "pores" density, thus transforming subtraction into addition. We recall that two complementary sets give the same diffraction pattern (Babinet's principle). Second, the notion of mass fractal should be used here with caution, because the limit of infinite iterations might not exist in the rigorous mathematical sense thus giving the empty set in this limit. However, this problem has nothing to do with possible realizations of fractal structures in real materials, because such structures are always finite, and, hence, cannot be empty. This means that for a finite iteration of mass fractal, all the scaling fractal properties are confined to a finite range in real space, whether the limit of infinite iterations exists or not. The bigger the iteration number, the longer the fractal range in real space, but the fractal scaling properties within this range would be the same as if the limit of infinite iterations existed.

The construction of a deterministic surface fractal with mass fractals enables us to write down the scattering amplitude of the surface fractal as a sum of the corresponding amplitudes of composing mass fractals. By using this representation, we derive the exponent for the surface fractal intensity $\left[I(q) \propto q^{D_{\mathrm{s}}-2 d}\right]$ from the the scattering intensity for mass
fractals $\left[I(q) \propto V^{2} q^{-D_{\mathrm{m}}}\right]$ in various approximations. It is shown that when the distance between objects is much larger than their size for each composing mass fractal, the power-law decay of the scattering intensity of surface fractals is realized as a non-coherent superposition of three-dimensional objects obeying the discrete power-law distribution with the exponent $\tau$, which is shown to be equal $\tau=D_{\mathrm{s}}+1$ with $D_{\mathrm{s}}$ being the surface fractal dimension. The SAS intensity from globular objects obeying the continuous power-law distribution was considered in the paper [28]. It is shown that the SAS intensity of the discrete distribution has a close analogy to that of the continuous distribution and obeys the generalized power-law decay with the exponent $D_{\mathrm{s}}-2 d$.

The paper is organized as follows: in Sec. II some important issues concerning SAS are discussed. The section III is important for understanding the main ideas of this paper. It shows how the SAS from a surface fractal can be treated in terms of the composing mass fractals within various approximations. The section IV describes the construction of the generalized Cantor surface fractal with controllable dimension, governed by the scaling factor, and the fractal scattering properties are studied. The internal polydispersity of discrete and continuous types and its role in SAS is considered in Sec. V] where we prove that the total surface of objects obeying the powerlaw distribution with $3<\tau<4$ has the fractal dimension $D_{\mathrm{s}}=\tau-1$. In Conclusion we summarize and discuss the obtained results.

## II. THEORETICAL BACKGROUND

In a very good approximation, the differential cross section of a sample exposed to a beam of neutrons, X-rays or light is given by [1, 2] $\mathrm{d} \sigma / \mathrm{d} \Omega=|A(\boldsymbol{q})|^{2}$, where $A(\boldsymbol{q}) \equiv$ $\int_{V^{\prime}} \rho_{\mathrm{s}}(\boldsymbol{r}) e^{i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d}^{3} r$ is the total scattering amplitude, $V^{\prime}$ is the total volume irradiated by the incident beam, and the scattering length density $\rho_{\mathrm{S}}(\boldsymbol{r})$ is defined with the help of Dirac's $\delta$ function: $\rho_{\mathrm{s}}(\boldsymbol{r})=\sum_{j} b_{j} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)$. Here, $\boldsymbol{r}_{j}$ are the positions of microscopic objects like atoms or nuclei with the scattering lengths $b_{j}$.

Let us consider a sample consisting of rigid macroscopic objects of the density $\rho_{\mathrm{m}}$, which are immersed into a solid matrix of density $\rho_{\mathrm{p}}$, and suppose that spatial positions and orientations are uncorrelated (this assumes that the concentration of the objects in the solid matrix is low enough). Then the scattering intensity (differential cross section per unit volume of the sample) can be written as

$$
\begin{equation*}
\left.I(q) \equiv \frac{1}{V^{\prime}} \frac{\mathrm{d} \sigma}{\mathrm{~d} \Omega}=\left.V^{2}\langle | F(\boldsymbol{q})\right|^{2}\right\rangle \tag{3}
\end{equation*}
$$

where $n$ is the concentration of the macroscopic objects in the irradiated volume, $\Delta \rho=\rho_{\mathrm{m}}-\rho_{\mathrm{p}}$ is the scattering contrast, $V$ is the volume of each object and $F(\boldsymbol{q})$ is the normalized scattering amplitude (form factor) of the object

$$
\begin{equation*}
F(\boldsymbol{q})=\frac{1}{V} \int_{V} e^{-i \boldsymbol{q} \cdot \boldsymbol{r}} \mathrm{~d} \boldsymbol{r} \tag{4}
\end{equation*}
$$

obeying the condition $F(0)=1$. Here, the symbol $\langle\cdots\rangle$ stands for the ensemble averaging over all orientations of the objects. If the probability of any orientation is the same, then it can be calculated by integrating over all directions of the scattering vector $\boldsymbol{q}$ [29].

It is easy to derive a few useful properties of the form factor (4), which are valid for a particle of arbitrary shape.
i) Scaling: if we scale all the lengths of the particle as $l \rightarrow \beta l$ then $F(\boldsymbol{q}) \rightarrow F(\beta \boldsymbol{q})$.
ii) Translation: if the particle is translated $\boldsymbol{r} \rightarrow \boldsymbol{r}+\boldsymbol{a}$ then $F(\boldsymbol{q}) \rightarrow F(\boldsymbol{q}) \exp (-i \boldsymbol{q} \cdot \boldsymbol{a})$.
iii) Rotation: if the particle is rotated with an orthogonal matrix $\boldsymbol{r} \rightarrow \hat{O} \boldsymbol{r}$ then $F(\boldsymbol{q}) \rightarrow F\left(\hat{O}^{\mathrm{T}} \boldsymbol{q}\right)$. Recall that the inverse of an orthogonal matrix is equal to the transpose of it $\hat{O}^{-1}=\hat{O}^{\mathrm{T}}$, where $\left(\hat{O}^{\mathrm{T}}\right)_{i j}=\hat{O}_{j i}$.
iv) Additivity of the nonnormalized scattering amplitude: if a particle consists of two not overlapping subsets I and II, then $F(\boldsymbol{q})=\left(V_{I} F_{I}(\boldsymbol{q})+V_{\mathrm{II}} F_{\mathrm{II}}(\boldsymbol{q})\right) /\left(V_{\mathrm{I}}+V_{\mathrm{II}}\right)$.

The average over all directions of the scattering vector $\boldsymbol{q}$ in Eq. (3) is analogous to diffraction with an uncollimated beam in optics [27]: the interference patterns of plane waves, coming from different directions, superimpose upon each other. This results in strong spatial incoherence: for the subsets $I$ and $I I$, the correlator $\left\langle F_{I}(\boldsymbol{q}) F_{I I}(\boldsymbol{q})\right\rangle$ decays when $q \gg 2 \pi / r$, where $r$ is of order of the distance between their centers [27]. This indicates the border between the coherent regime (where the scattering amplitudes $V_{I} F_{I}$ and $V_{I I} F_{I I}$ should be added) and incoherent regime (where the scattering intensities $\left.\left.\langle | V_{I} F_{I}\right|^{2}\right\rangle$ and $\left.\left.\langle | V_{I I} F_{I I}\right|^{2}\right\rangle$ should be added). This can be illustrated by a simple example of the SAS intensity from two point-like objects, placed rigidly the distance $l$ apart. If each of them has the unit amplitude, the intensity is written as $\left.I(q)=\langle | e^{i \boldsymbol{q} \cdot \boldsymbol{r}_{1}}+\left.e^{i \boldsymbol{q} \cdot \boldsymbol{r}_{2}}\right|^{2}\right\rangle$, which yields after averaging over the solid angle

$$
\begin{equation*}
I(q)=2\left(1+\frac{\sin q l}{q l}\right) \tag{5}
\end{equation*}
$$

A fast decay of the coherence can be seen from Fig. 1 when $q l \gg 2 \pi$.

For a "primary" object like a ball or cube of total size $l$, the intensity $\left.\left.\langle | F(\boldsymbol{q})\right|^{2}\right\rangle$ is of order one in the Guinier range $q \lesssim 2 \pi / l$ and decays as $1 / q^{4}$ in the Porod range $q \gtrsim 2 \pi / l$ [1].

Almost all scattering properties of a complex object can be understood by means of the above simple properties of composing "primary" objects and transitions from coherent to incoherent scattering regimes. In the next section, we outline and explain some basic properties of mass and surface fractals.

## III. GENERAL REMARKS ABOUT SMALL-ANGLE SCATTERING FROM MASS AND SURFACE FRACTALS

## A. A mass fractal with a single scale

The scattering properties of mass fractals with a single scale were studied in detail in the previous publications [26, 27].


FIG. 1. (Color online) The SAS intensity (5) from an ensemble of two point-like objects with unit amplitude, placed rigidly the distance $l$ apart but randomly oriented. One can see the transition from the coherent regime $[I(q)=4]$ to the incoherent regime $[I(q)=2]$ when $q \gg 2 \pi / l$ : only a very few minima and maxima with decaying amplitudes are quite pronounced. The fast decay of the correlator $\left\langle e^{i \boldsymbol{q} \cdot\left(\boldsymbol{r}_{2}-\boldsymbol{r}_{1}\right)}\right\rangle$ is due to the average over all directions of the scattering vector $\boldsymbol{q}$, which is analogous to diffraction with an uncollimated beam in optics [27]: the interference patterns of plane waves, coming from different directions, superimpose upon each other. This results is the same as if the strong spatial incoherence of the incident beam is realized.

For a mass fractal of the total length $L$, composed of $p$ small "primary" structural units of size $l$ separated by distances $d$ ( $l \lesssim d \ll L$ ), the normalized form factor can be estimated qualitatively by the formula

$$
\left.\left.\langle | F^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle \simeq \begin{cases}1, & q \lesssim 2 \pi / L  \tag{6}\\ (q L / 2 \pi)^{-D_{\mathrm{m}}}, & 2 \pi / L \lesssim q \lesssim 2 \pi / d \\ (d / L)^{D_{\mathrm{m}}}, & 2 \pi / d \lesssim q \lesssim 2 \pi / l \\ (d / L)^{D_{\mathrm{m}}}(q l / 2 \pi)^{-4}, & 2 \pi / l \lesssim q\end{cases}
$$

(see Fig. 2). Here $p$ is of the order of $(L / d)^{D_{\mathrm{m}}}$ in accordance with the definition of the fractal dimension.

Such a fractal can be constructed with a simple iteration rule (an example is the Cantor dust considered in Sec. IV A below): a "primary" object like a ball or cube or another simple shape generates $k$ objects of the same shape but of the size scaled by the factor $\beta_{\mathrm{s}}$, which is smaller than one in general. The initial single object (zero iteration) has the size of order $r_{0}$. Then after $n$ iterations, the total number of the objects is equal to $p=k^{n}$, and they all are put somehow inside a form of the total size $L$. The distances between the objects and their sizes are of order $d=\beta_{\mathrm{s}}^{n} L$ and $l=\beta_{\mathrm{s}}^{n} r_{0}$, respectively. The mass fractal has the Hausdorff dimension $D_{\mathrm{m}}$ obeying the relation [13] $k \beta_{\mathrm{s}}^{D_{\mathrm{m}}}=1$.

Equation (6) explicitly shows that the SAS intensity of mass fractal is characterized by the four main regions: Guinier at $q \lesssim 2 \pi / L$, fractal at $2 \pi / L \lesssim q \lesssim 2 \pi / d$, a plateau at $2 \pi / d \lesssim$ $q \lesssim 2 \pi / l$, and Porod regime at $q \gtrsim 2 \pi / l$.

We make a few remarks here. First, the intensity in the Guinier range is actually parabolic: $I(q) \simeq I(0)\left(1-R_{\mathrm{g}}^{2} q^{2} / 3\right)$, where $R_{\mathrm{g}}$ is the radius of gyration. This parabolic behavior of


FIG. 2. (Color online) Generic normalized SAS intensity from mass fractals with a single scale (solid black line). The intensity shows the presence of the four main regimes: Guinier (at small $q$ ), fractal (at intermediate $q$ ), plateau (at larger $q$ ), and Porod (at high $q$ ). The characteristic lengths $L, d$, and $l$ are explained in the text. The blue dashed line shows the approximation of completely uncorrelated primary objects, composing the mass fractal. The scattering intensity of the object (like cube or ball) consists of the Guinier and Porod regions only. Note that a typical experimental SAS tool has the dynamic Q-range $q_{\max } / q_{\min }$ about two or three orders, so only a part of the shown curve can be observed in practice.
the intensity is ignored in the above estimations for the sake of simplicity. Second, the mass fractal region appears due to spatial correlations between the composing "primary" units [26, 27]. For this reason, the fractal region of the mass fractal is determined by the maximal and minimal distances between the centers of the structural units. Third, the plateau at $2 \pi / d \lesssim q \lesssim 2 \pi / l$ in the scattering intensity can be considered as a Guinier region for the primary unit (which is of the same size $l$ ), because the spatial correlations between different units are not important in this region, and thus the total intensity is equal to $p$ times the intensity of the primary unit (see the discussion in Sec.II). For the normalized intensity of primary globular unit of size $l$, one can adopt the Porod-law relation

$$
\left.\left.\langle | F_{0}(\boldsymbol{q})\right|^{2}\right\rangle \simeq \begin{cases}1, & q \lesssim 2 \pi / l  \tag{7}\\ (q l / 2 \pi)^{-4}, & 2 \pi / l \lesssim q\end{cases}
$$

As discussed above, it coincides with the last two rows in Eq. (6) up to the factor $(d / L)^{D_{\mathrm{m}}}=1 / p$, which appears due to the chosen normalization of the total intensity of mass fractal at zero momentum. The latter is equal to $p^{2}$ times the intensity of the primary unit (the coherent regime). Then neglecting all the spatial correlations between the primary objects (units), composing the fractal, yields the scattering intensity shown by the dashed (blue) line in Fig. 2 Fourth, the "pure" powerlaw functions with different exponents, given by Eq. (6) and shown in Fig. 2, is a simplification of an actual behaviour of the intensity. Actually, there is a complex pattern of maxima and minima superimposed on the power-law decays. However, this pattern is smeared and can disappear completely when the polydispersity is developed [26, 27].

## B. A surface fractal with a single scale

In accordance with the statement formulated in the Introduction, any surface fractal can be constructed as a sum of appropriate mass fractals. A specific example is given in Sec. IV A below, see Fig. 5.

Let us consider the contribution of different mass fractal amplitudes to the total scattering intensity of a surface fractal for a finite iteration $m$. Recall that the non-normalized scattering amplitude is nothing but $\operatorname{VF}(\boldsymbol{q})$. Because of its additivity [see the property $i v$ ) in Sec. [II], one can write the surface fractal amplitude $A_{m}(\boldsymbol{q})$ as a sum of the mass fractal amplitudes $M_{m}(\boldsymbol{q})$

$$
\begin{equation*}
A_{m}(\boldsymbol{q})=\sum_{n=0}^{m} M_{n}(\boldsymbol{q}) \tag{8}
\end{equation*}
$$

For simplicity, below in this section we omit the factor $n|\Delta \rho|^{2}$ in Eq. (3) and denote the surface fractal intensity as $\left.\left.I_{m}^{(\mathrm{s})}(q) \equiv\langle | A_{m}(\boldsymbol{q})\right|^{2}\right\rangle$. It follows from Eq. (8) that the intensity $I_{m}^{(\mathrm{s})}(q)$ contains not only the mass fractal intensities $\left.\left.\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle$ but the correlators between the mass-fractal amplitudes

$$
\begin{align*}
I_{m}^{(\mathrm{s})}(q) & \left.=\left.\sum_{n=0}^{m}\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle \\
& +\sum_{0 \leqslant n<p \leqslant m}\left\langle M_{n}^{*}(\boldsymbol{q}) M_{p}(\boldsymbol{q})+M_{n}(\boldsymbol{q}) M_{p}^{*}(\boldsymbol{q})\right\rangle . \tag{9}
\end{align*}
$$

## 1. The approximation of incoherent mass-fractal amplitudes

One can neglect completely the non-diagonal (interference) terms in this equation and thus consider the incoherent sum of the mass-fractal amplitudes

$$
\begin{equation*}
\left.\left.I_{m}^{(\mathrm{s})}(q) \simeq \sum_{n=0}^{m}\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle \tag{10}
\end{equation*}
$$

The behaviour of each term in the sum is known from the previous section and shown in Fig. 2, Let us show analytically that the surface fractal intensity (10) obeys approximately the power-law decay with the exponent $6-D_{\mathrm{s}}$, where $D_{\mathrm{s}}=D_{\mathrm{m}}$. For simplicity, we put $d \simeq l \simeq \beta_{\mathrm{s}}^{n} L$ in Eq. (6) thus neglecting the plateau region. We have $\left.\left.\left.\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle=\left.V_{n}^{2}\langle | F_{n}^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle$ with the volume of the $n$th mass fractal iteration given by $V_{n}=V_{0} \beta_{\mathrm{s}}^{3 n} k^{n}=V_{0} \beta_{\mathrm{s}}^{n\left(3-D_{\mathrm{m}}\right)}$. Here $V_{0}$ is the volume of the "primary" object at zero iteration. If the object is a ball of radius $r_{0}$ then $V_{0}=4 \pi r_{0}^{3} / 3$, while for a cube of size $r_{0}$ it is given by $r_{0}^{3}$. With substituting $\left.\left.\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle$ into Eq. (10), we obtain

$$
\begin{equation*}
\left.I_{m}^{(\mathrm{s})}(q)=\left.\sum_{n=0}^{m} V_{0}^{2} \beta_{\mathrm{s}}^{2 n\left(3-D_{\mathrm{m}}\right)}\langle | F_{n}^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle \tag{11}
\end{equation*}
$$

which, in conjunction with Eq. (6), yields at $q=2 \pi / L$

$$
\frac{I_{m}^{(\mathrm{s})}(q)}{V_{0}^{2}}=\frac{1-\beta_{\mathrm{s}}^{2(m+1)\left(3-D_{\mathrm{m}}\right)}}{1-\beta_{\mathrm{s}}^{2\left(3-D_{\mathrm{m}}\right)}}
$$

In a similar manner, we obtain at $q=2 \pi /\left(\beta_{\mathrm{S}} L\right)$

$$
\frac{I_{m}^{(\mathrm{s})}(q)}{V_{0}^{2}}=\beta_{\mathrm{s}}^{4}+\beta_{\mathrm{s}}^{6-D_{\mathrm{m}}} \frac{1-\beta_{\mathrm{s}}^{(2 m+1)\left(3-D_{\mathrm{m}}\right)}}{1-\beta_{\mathrm{s}}^{2\left(3-D_{\mathrm{m}}\right)}}
$$

and at $q=2 \pi /\left(\beta_{\mathrm{s}}^{2} L\right)$

$$
\frac{I_{m}^{(\mathrm{s})}(q)}{V_{0}^{2}}=\beta_{\mathrm{s}}^{8}+\beta_{\mathrm{s}}^{10-D_{\mathrm{m}}}+\beta_{\mathrm{s}}^{2\left(6-D_{\mathrm{m}}\right)} \frac{1-\beta_{\mathrm{s}}^{(2 m-1)\left(3-D_{\mathrm{m}}\right)}}{1-\beta_{\mathrm{s}}^{2\left(3-D_{\mathrm{m}}\right)}}
$$

The above intensities tend to $1 /\left[1-\beta_{\mathrm{s}}^{2\left(3-D_{\mathrm{m}}\right)}\right], \beta_{\mathrm{s}}^{4}+$ $\beta_{\mathrm{s}}^{6-D_{\mathrm{m}}} /\left[1-\beta_{\mathrm{s}}^{2\left(3-D_{\mathrm{m}}\right)}\right]$, and $\beta_{\mathrm{s}}^{8}+\beta_{\mathrm{s}}^{10-D_{\mathrm{m}}}+\beta_{\mathrm{s}}^{2\left(6-D_{\mathrm{m}}\right)} /[1-$ $\beta_{\mathrm{s}}^{2\left(3-D_{\mathrm{m}}\right)}$ ], respectively, for $m \gg 1$. Since $\beta_{\mathrm{s}}<1$ and $2<D_{\mathrm{m}}=D_{\mathrm{s}}<3$, one can neglect the terms $\beta_{\mathrm{s}}^{4}$ and $\beta_{\mathrm{s}}^{8}+\beta_{\mathrm{s}}^{10-D_{\mathrm{m}}}$ in these expressions. This gives us

$$
\left.\left.\frac{I_{m}^{(\mathrm{s})}\left(\frac{2 \pi}{L}\right)}{I_{m}^{(\mathrm{s})}\left(\frac{2 \pi}{\beta_{\mathrm{s}} L}\right)}\right) \simeq \frac{I_{m}^{(\mathrm{s})}\left(\frac{2 \pi}{\beta_{\mathrm{s}} L}\right)}{I_{m}^{(\mathrm{s})}\left(\frac{2 \pi}{\beta_{\mathrm{s}}^{2} L}\right)}\right) \simeq \beta_{\mathrm{s}}^{D_{\mathrm{s}}-6}
$$

that is, the appropriate value of the slope $D_{\mathrm{s}}-6$ on a double logarithmic scale. Similarly, one can consider the intensity at arbitrary wave vectors $q=2 \pi /\left(\beta_{\mathrm{s}}^{n} L\right)$ for $n \leqslant m$.

## 2. The approximation of incoherent amplitudes of the primary objects

One can simplify the above analysis by neglecting the spatial correlations between composing units. We call this approximation the approximation of incoherent amplitudes of the primary objects and discuss its applicability below. Then, as discussed in Sec. III A one should use the approximation $\left.\left.\left.\langle | F_{n}^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle\left.\simeq k^{-n}\langle | F_{0}(\boldsymbol{q})\right|^{2}\right\rangle$ with $l=\beta_{\mathrm{s}}^{n} r_{0}$ in Eq. (7). We denote the intensity of unit at zero iteration as $I_{0}(q) \equiv$ $\left.\left.V_{0}^{2}\langle | F_{0}(\boldsymbol{q})\right|^{2}\right\rangle$ with $l=r_{0}$ and derive from Eq. (11)

$$
\begin{equation*}
I_{m}^{(\mathrm{s})}(q)=\sum_{n=0}^{m} \beta_{\mathrm{s}}^{n\left(6-D_{\mathrm{m}}\right)} I_{0}\left(\beta_{\mathrm{s}}^{n} q\right) \tag{12}
\end{equation*}
$$

This equation is essential for simple understanding the fractal power-law behaviour of the scattering intensity. The intensity of the unit at zero iteration $I_{0}(q)$ obeys the Porod law, i.e., $I_{0}(q) \simeq I_{0}(0)$ when $q \lesssim 2 \pi / r_{0}$ and starts decreasing as $1 / q^{4}$ when $q \gtrsim 2 \pi / r_{0}$. Since $\beta_{\mathrm{s}}^{6-D_{\mathrm{s}}} \ll 1$, the first term in the sum dominates for $q \lesssim 2 \pi / r_{0}$. However, at the point $q \simeq 2 \pi /\left(\beta_{\mathrm{s}} r_{0}\right)$ its contribution becomes about $1 / \beta_{\mathrm{s}}^{4}$ times smaller due to the $1 / q^{4}$ decay, while the second terms is still remains the same. Thus the second term dominates at this point if the surface dimension obeys the inequality $6-D_{\mathrm{s}}<4$. Using the same arguments, we arrive at the conclusion that the $n$th term in Eq. (12) dominates at the point
$q \simeq 2 \pi /\left(\beta_{\mathrm{s}}^{n-1} r_{0}\right)$. Therefore, increasing $q$ by $1 / \beta_{\mathrm{s}}$ times leads to decreasing the intensity by $1 / \beta_{\mathrm{s}}^{6-D_{\mathrm{s}}}$ times, and the slope of the scattering intensity on a double logarithm scale is $\tau \equiv \log \left(1 / \beta_{\mathrm{s}}^{D_{\mathrm{s}}-6}\right) / \log \left(1 / \beta_{\mathrm{s}}\right)=D_{\mathrm{s}}-6$. We arrive at the power-law behaviour (1), (2) of surface fractal. Note that the inequality $6-D_{\mathrm{s}}<4$ (which follows from $D_{\mathrm{s}}>2$ ) is crucial in the above consideration. In the case of usual surface dimension $D_{\mathrm{s}}=2$, all the terms in Eq. (12) decreases as $1 / q^{4}$ and we cannot observe the fractal behaviour of the intensity. The numerical results are shown in Fig. 3a and 3b.

The approximation of incoherent amplitudes of the primary objects assumes that the spatial correlations between the primary objects are not important. It happens when $d / l \gg 1$, that is, the distance between objects is much larger than their size for each mass fractal composing the surface fractal. The reason is that the correlations between objects' amplitudes decay very fast with growing the distances between their centers (see the discussion in Sec. III). Then the surface fractal region lies where the correlations within one mass-fractal iteration have decayed or the contribution of the other mass-fractal intensities are negligibly small.

One can prove this analytically with Eqs. (6) and (11) in general case (when the plateau presents) by analogy with the derivations in Sec. III B 1 However, one can understand the main features of SAS from the surface fractal directly from Fig. 4, which shows contributions of different mass fractals' intensities into the total intensity of the surface fractal.

Indeed, the scattering intensities from mass-fractal iterations [by definition, $\left.\left.\left.\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle\left.\equiv V_{n}^{2}\langle | F_{n}^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle$ ] always obey the inequalities $\left.\left.\left.\langle | M_{0}(0)\right|^{2}\right\rangle<\left.\langle | M_{1}(0)\right|^{2}\right\rangle<\ldots<$ $\left.\left.\langle | M_{m}(0)\right|^{2}\right\rangle$. This is because the volume of mass-fractal iterations decreases with its number $n$ : $V_{n}=V_{0} \beta_{\mathrm{s}}^{n\left(3-D_{\mathrm{m}}\right)}$ (see the discussion in Sec. III B 1), and $\left.\left.\langle | F_{n}^{(\mathrm{m})}(0)\right|^{2}\right\rangle=1$. The contribution of the zero iteration dominates in its Guinier range $q \lesssim 2 \pi / r_{0}$ because of its largest volume, but for $q \gtrsim 2 \pi / r_{0}$ its intensity decays as $1 / q^{4}$ and can fall off faster than the intensity of the first iteration, which contains the mass fractal range obeying $1 / q^{D_{\mathrm{m}}}$ with $D_{\mathrm{m}}<3$, see Fig. 4a. Then below the crossover point, the first mass-fractal range contributes substantially to the total surface fractal intensity. In the mass fractal ranges, the correlations between composing units are important, and the approximation of incoherent amplitudes of the primary objects breaks down. On the other hand, if $d / l=r_{0} / L \gg 1$, the plateau is pronounced in each mass fractal region, and we have no intersections between Porod and mass fractal regions of consecutive mass fractal iterations, as one can see from Fig. 4b. This means that only the Porod regions contribute to the total intensity of surface fractal, which implies the applicability of the approximation of incoherent amplitudes of the primary objects.

## 3. The surface fractal intensity in terms of the consecutive mass-fractal iterations

So far, we consider approximation of incoherent massfractal amplitudes (11). However, it might be possible that the spatial distances between different mass fractal iterations


FIG. 3. (Color online) (a,b) SAS intensity from surface fractal (in units $n|\Delta \rho|^{2} V_{0}^{2}$ ) versus momentum transfer. Solid (black) line shows the approximations of incoherent mass-fractal amplitudes (11), and dotted (blue) line shows the approximations of incoherent amplitudes of the primary objects (12) at different values of the control parameters. The intensity represents the three main regimes: Guinier (at small $q$ ), fractal (at intermediate $q$ ), and Porod (at high $q$ ). The bigger the ratio of the distance between primary units $d$ to the their size $l$, the better the approximations of incoherent amplitudes of the primary objects works. (c) Generic normalized SAS intensity from a surface fractal with a single scale. The characteristic lengths $r_{0}$ and $l$ are of the order of the largest and smallest sizes of the units, respectively.
and between composing units within one mass fractal iteration can be of order of their sizes, and we have to take into account the interference terms in Eq. (9). This fact does not change the main conclusions of our paper that the SAS intensity of a surface fractal can always be represented as a sum of intensities of composing mass fractals. Indeed, considering the correlations between two consecutive mass fractal itera-


FIG. 4. (Color online) SAS intensity from surface fractal [solid (black) line, in units $n|\Delta \rho|^{2} V_{0}^{2}$ ) and the SAS intensities of composing mass-fractal iterations [solid (red) lines in the same units] versus momentum transfer. When the ratio $d / l$ increases, only the Porod regions of the mass fractals contribute to the total intensity of the surface fractal, which means that the approximation of incoherent amplitudes of the primary objects is applicable (see the detailed explanation in the text). The ratio $d / l$ is the same for all mass fractal iterations, and $d / l=L / r_{0}$.
tions like $\left\langle M_{0}^{*} M_{1}\right\rangle,\left\langle M_{1}^{*} M_{2}\right\rangle$, and so on, and neglecting the other correlations, we obtain from Eq. (9)

$$
\begin{equation*}
\left.\left.I_{m+1}^{(\mathrm{s})}(q) \simeq \sum_{n=0}^{m}\langle | M_{n}(\boldsymbol{q})+\left.M_{n+1}(\boldsymbol{q})\right|^{2}\right\rangle-\left.\sum_{n=1}^{m}\langle | M_{n}(\boldsymbol{q})\right|^{2}\right\rangle . \tag{13}
\end{equation*}
$$

The first sum in the approximation (13) is incoherent sum of intensities of pairs of consecutive amplitudes. Formally, the sum of two consecutive mass-fractal iterations is nothing else but a mass fractal with the same single scale. It can be considered as a mass fractal with complex composing units. Then, in accordance with the above discussions, its SAS intensity behaves like a mass fractal with the power-law decay $I_{n}^{(\mathrm{m})}(q) \sim q^{-D_{\mathrm{m}}}$. Applying the same arguments as in Sec. III B 1 yields the power-law decay of the intensity (13): $I_{m}^{(\mathrm{s})}(q) \sim q^{D_{\mathrm{s}}-6}$ at $D_{\mathrm{m}}=D_{\mathrm{s}}$. In the same manner as in Sec. III B 2, we obtain that Eq. (13) leads to the approximation of incoherent amplitudes of the primary objects when $d \gg l$.

By analogy with the pair consecutive amplitudes, one can further improve the approximation (13) for the SAS intensity
by including the triple consecutive amplitudes $\langle | M_{n}+M_{n+1}+$ $\left.\left.M_{n+2}\right|^{2}\right\rangle$.

The approximations for the surface fractal amplitude are considered in Sec. IVD below.

## 4. The generic scattering intensity from a surface fractal with a single scale

For a surface fractal composed of "primary" units, the qualitative formula for the normalized SAS intensity takes the form

$$
\left.\left.\langle | F^{(\mathrm{s})}(\boldsymbol{q})\right|^{2}\right\rangle \simeq \begin{cases}1, & q \lesssim 2 \pi / r_{0}  \tag{14}\\ \left(q r_{0} / 2 \pi\right)^{D_{\mathrm{s}}-6}, & 2 \pi / r_{0} \lesssim q \lesssim 2 \pi / l, \\ \left(r_{0} / l\right)^{D_{\mathrm{s}}-6}(q l / 2 \pi)^{-4}, & q \gtrsim 2 \pi / l\end{cases}
$$

(see Fig. 3k), and in this case $r_{0}$ and $l$ are of the order of the largest and smallest sizes of the units, respectively. This approximation always reproduce correctly the borders of the fractal region for a surface fractal and the rough structure of the scattering intensity.

## IV. DETERMINISTIC SURFACE FRACTALS

## A. Construction and properties

The Cantor-like surface fractal is constructed as a sum of mass generalized Cantor fractals (GCF), which are suggested and discussed in detail in Refs. [25-27]. The GCF is also called Cantor dust. Let us recall the construction algorithm for the GCF. We start with a cube of edge $L$ and choose a Cartesian system of coordinates with the origin in the cube center, and the axes parallel to the cube edges. The zeroth iteration (called initiator) is a ball of radius $r_{0}$ in the origin. The iteration rule (generator) is to replace the ball with $k$ smaller balls $(k=8)$ of radius $r_{1}=\beta_{\mathrm{s}} r_{0}$, where the parameter $\beta_{\mathrm{s}}$, called scaling factor, obeys the condition $0<\beta_{\mathrm{s}}<1 / 2$. The centers of the eight balls of radius $r_{1}$ are shifted from the origin by the eight vectors

$$
\begin{equation*}
\boldsymbol{a}_{j}=\frac{1-\beta_{\mathrm{s}}}{2} L\{ \pm 1, \pm 1, \pm 1\} \tag{15}
\end{equation*}
$$

with all the combinations of the signs. The next iterations are obtained by performing an analogous operation to each of $k$ balls of radius $r_{1}$, and so on (see Fig. 5). The fractal dimension of the Cantor dust (mass Cantor fractal) is given by [26]

$$
\begin{equation*}
D_{\mathrm{m}}=-\ln k / \ln \beta_{\mathrm{s}} \tag{16}
\end{equation*}
$$

with $k=8$ for the Cantor dust in three dimensions. It lies within $0<D_{\mathrm{m}}<3$. We emphasis that the Hausdorff (fractal) dimension of the total volume of the balls coincides with that of the total surface of the spheres in the limit $m \rightarrow \infty$. This is a seemingly paradoxical conclusion resulted from the infinite mathematical procedure $m \rightarrow \infty$. The coincidence of the
volume dimension and surface dimensions in the GCF is a generic characteristic of mass fractal (see Introduction).

The $m$-th iteration of the three-dimensional Cantor-like surface fractal is built as a sum of the Cantor dusts of iterations from zero to $m$, see Fig. [5] In order to avoid the overlapping between the different iterations of the Cantor dust, the initial radius should be restricted: $r_{0} \leqslant L\left(1-2 \beta_{\mathrm{s}}\right) / 2$. By the construction, the initial length $L$ is nothing else but the size of the surface fractal if $m$ is big enough. The essential difference between the Cantor mass and surface fractals is that, at a given iteration, the mass fractal consists of subunits with the same size, while the surface fractal consists of subunits with different sizes, obeying the discrete power-law distribution. The difference is apparent from Fig. [5,

At the $m$-th iteration, the three-dimensional Cantor-like surface fractal is composed of $N_{m}=1+k+k^{2}+\cdots+k^{m}$ balls

$$
\begin{equation*}
N_{m}=\left(k^{m+1}-1\right) /(k-1) \tag{17}
\end{equation*}
$$

(with $k=8$ ), whose radii and volumes are distributed in the following way. One ball of radius $r_{0}$ has volume $4 \pi r_{0}^{3} / 3, k$ balls of radius $r_{1}=\beta_{\mathrm{s}} r_{0}$ have the volume $k 4 \pi r_{1}^{3} / 3, k^{2}$ balls of radius $r_{2}=\beta_{\mathrm{s}}^{2} r_{0}$ have the volume $k^{2} 4 \pi r_{2}^{3} / 3$ ), and so on. Then, the total volume of surface fractal at $m$-th iteration is given by

$$
\begin{equation*}
V_{m}=V_{0} \frac{1-\left(k \beta_{\mathrm{s}}^{3}\right)^{m+1}}{1-k \beta_{\mathrm{s}}^{3}} \tag{18}
\end{equation*}
$$

with the volume of zero iteration $V_{0}=4 \pi r_{0}^{3} / 3$. Because of the inequality $k \beta_{\mathrm{s}}^{3}<1$, the total volume (18) is finite in the limit $m \rightarrow \infty$, and then the Hausdorff dimension of the fractal volume is equal to 3 .

The contribution of the initiator $(m=0)$ to the Hausdorff dimension of the total surface of the Cantor-like fractal is obviously equal to 2 , which yields the lower limit for the surface dimension, while the contribution of the $m$-th mass iteration for $m \rightarrow \infty$ is given by the fractal dimension (16). Then we arrive at the the Hausdorff (fractal) dimension of the total surface of the Cantor-like fractal

$$
D_{\mathrm{s}}= \begin{cases}2, & \text { for } 0<\beta_{\mathrm{s}} \leqslant 1 / \sqrt{k}  \tag{19}\\ -\ln k / \ln \beta_{\mathrm{s}}, & \text { for } 1 / \sqrt{k} \leqslant \beta_{\mathrm{s}}<1 / 2\end{cases}
$$

The threshold value $\beta_{\mathrm{s}}=1 / \sqrt{k}$ corresponds to $D_{\mathrm{m}}=2$ in Eq. (16), which yields $\beta_{\mathrm{s}}=1 /(2 \sqrt{2})=0.353 \ldots$ for $k=8$. When the scaling factor $\beta_{\mathrm{s}}$ is smaller than this value, the total surface of the fractal is finite even in the limit $m \rightarrow \infty$. As expected [5, 6, 8], the surface Hausdorff dimension satisfies the condition $2 \leqslant D_{\mathrm{s}}<3$.

## B. Monodisperse fractal form factor

At $n$-th iteration the mass GCF is composed of balls of the same size $\beta_{\mathrm{s}}^{n} r_{0}$. The normalized scattering amplitude is known analytically [25, 26]

$$
\begin{equation*}
F_{n}^{(\mathrm{m})}(\boldsymbol{q})=F_{0}\left(\beta_{\mathrm{s}}^{n} q r_{0}\right) G_{1}(\boldsymbol{q}) G_{1}\left(\beta_{\mathbf{s}} \boldsymbol{q}\right) \cdots G_{1}\left(\beta_{\mathrm{s}}^{n-1} \boldsymbol{q}\right), \tag{20}
\end{equation*}
$$



FIG. 5. (Color online) Upper panel: The initiator $(\mathrm{m}=0)$ and first three iterations of the mass generalized Cantor fractal (Cantor dust). Each ball of radius $r_{m}$ generates $k=8$ balls of radius $r_{m+1}=\beta_{\mathrm{s}} r_{m}$ at each subsequent iteration; Lower panel: the second iteration of the Cantor-like surface fractal that is a sum of the mass fractals of zeroth, first, and second iterations.
where $G_{1}(\boldsymbol{q}) \equiv \cos \left(u q_{x}\right) \cos \left(u q_{y}\right) \cos \left(u q_{z}\right)$ is the generative function depending on the relative positions of the balls inside the first iteration of the fractal. Here

$$
\begin{equation*}
F_{0}(z)=3(\sin z-z \cos z) / z^{3} \tag{21}
\end{equation*}
$$

is the form factor of ball of unit radius, and $u \equiv L\left(1-\beta_{\mathrm{s}}\right) / 2$. One can put by definition for the zeroth iteration $F_{0}^{(\mathrm{m})}(\boldsymbol{q})=$

## $F_{0}\left(q r_{0}\right)$.

The surface fractal, by its intrinsic construction (see the previous section), is the sum of mass GCF at various iterations, and, hence, we should add the amplitudes of the mass fractal iterations $V_{0}\left(k \beta_{\mathrm{s}}^{3}\right)^{n} F_{n}^{(\mathrm{m})}(\boldsymbol{q})$ and normalize the result to one at $q=0$

$$
\begin{equation*}
F_{m}^{(\mathrm{s})}(\boldsymbol{q})=\frac{1-k \beta_{\mathrm{s}}^{3}}{1-\left(k \beta_{\mathrm{s}}^{3}\right)^{m+1}} \sum_{n=0}^{m}\left(k \beta_{\mathrm{s}}^{3}\right)^{n} F_{n}^{(\mathrm{m})}(\boldsymbol{q}), \tag{22}
\end{equation*}
$$

where the normalization condition $F_{m}^{(\mathrm{s})}(0)=1$ is satisfied. Then the scattering intensity is calculated with Eq. (3)

$$
\begin{equation*}
\left.I_{m}^{(\mathrm{s})}(q)=\left.I_{m}^{(\mathrm{s})}(0)\langle | F_{m}^{(\mathrm{s})}(\boldsymbol{q})\right|^{2}\right\rangle \tag{23}
\end{equation*}
$$

with $I_{m}^{(\mathrm{s})}(0)=n|\Delta \rho|^{2} V_{m}^{2}$, where $V_{m}$ is given by Eq. (18).
The radius of gyration $R_{\mathrm{g}}$ is related to the expansion of the scattering intensity for $q \rightarrow 0$ [2]

$$
\begin{equation*}
I(q)=I(0)\left(1-q^{2} R_{\mathrm{g}}^{2} / d+\cdots\right) \tag{24}
\end{equation*}
$$

with $d=3$ for three-dimensional space. The calculations of the fractal radius of gyration can be simplified, since the expansion of form factor (20) is radially symmetric up to quadratic terms in $\boldsymbol{q}$ due to the cube rotational symmetry. This implies that the total form factor of the surface fractal (22) has the same symmetry as well, which leads to $F_{m}^{(\mathrm{s})}(\boldsymbol{q})=$ $1-q^{2} R_{\mathrm{g}}^{2} / 6+\cdots$. Expanding Eq. (20), substituting the result into Eq. (22), and combining the terms proportional to $q^{2}$ yield

$$
\begin{equation*}
R_{\mathrm{g}}=\left(\frac{3}{5} r_{0}^{2} \mu+3 \frac{1-\beta_{\mathrm{s}}}{1+\beta_{\mathrm{s}}} L^{2} \nu\right)^{1 / 2} \tag{25}
\end{equation*}
$$

where the dimensionless parameters $\mu$ and $\nu$ are given by
$\mu \equiv \frac{1-x}{1-y} \frac{1-y^{m+1}}{1-x^{m+1}}, \nu \equiv x \frac{1-x^{m}}{1-x^{m+1}}-y \frac{1-x}{1-y} \frac{1-y^{m}}{1-x^{m+1}}$
with $x \equiv k \beta_{\mathrm{s}}^{3}$ and $y \equiv k \beta_{\mathrm{s}}^{5}$. The radius of gyration of the Cantor surface fractal takes a simple form when $m \rightarrow \infty$

$$
\begin{equation*}
R_{\mathrm{g}}=\left(\frac{3}{5} \frac{1-k \beta_{\mathrm{s}}^{3}}{1-k \beta_{\mathrm{s}}^{5}} r_{0}^{2}+3 \frac{\left(1-\beta_{\mathrm{s}}\right)^{2}}{1-k \beta_{\mathrm{s}}^{5}} k \beta_{\mathrm{s}}^{3} L^{2}\right)^{1 / 2} \tag{26}
\end{equation*}
$$

## C. Polydisperse fractal form factor

In most cases, a real system consists of fractals of various sizes and forms (polydispersity). We can model polydispersity by considering an ensemble of GCF with different lengths $l$ of the initial cube taken at random (that is, $l$ is here the length of the initial cube and the ratio $l / r_{0}$ is held constant over the ensemble, see Sec.IV A. Note that in the previous sections, we denote the length of the initial cube $L$, while in the presence of polydispersity, $L$ is the mean value of the cube length over the ensemble.

The distribution function $D_{N}(l)$ of the fractal sizes is defined in such a way that $D_{N}(l) \mathrm{d} l$ gives the probability of finding a fractal whose size falls within the range $(l, l+\mathrm{d} l)$. We consider here quite common log-normal distribution

$$
\begin{equation*}
D_{N}(l)=\frac{1}{\sigma l(2 \pi)^{1 / 2}} \exp \left(-\frac{\left[\log (l / L)+\sigma^{2} / 2\right]^{2}}{2 \sigma^{2}}\right) \tag{27}
\end{equation*}
$$

where $\sigma=\left[\log \left(1+\sigma_{\mathrm{r}}^{2}\right)\right]^{1 / 2}$. The quantities $L$ and $\sigma_{\mathrm{r}}$ are the mean length and its coefficient of variation (that is, the ratio of the standard deviation of the length to the mean length), called also relative variance

$$
\begin{equation*}
L \equiv\langle l\rangle_{D}, \quad \sigma_{\mathrm{r}} \equiv\left(\left\langle l^{2}\right\rangle_{D}-L^{2}\right)^{1 / 2} / L \tag{28}
\end{equation*}
$$

where $\langle\cdots\rangle_{D} \equiv \int_{0}^{\infty} \cdots D_{N}(l) \mathrm{d} l$. Therefore, by using Eqs. (3) and (27) the polydisperse intensity becomes

$$
\begin{equation*}
\left.I_{m}^{(\mathrm{s})}(q)=\left.n|\Delta \rho|^{2} \int_{0}^{\infty}\langle | F_{m}^{(\mathrm{s})}(\boldsymbol{q})\right|^{2}\right\rangle V_{m}^{2}(l) D_{N}(l) \mathrm{d} l \tag{29}
\end{equation*}
$$

where the amplitude is given by Eq. (22).

## D. Analysis of the main regions in the scattering intensity

The numerical results for the SAS intensities of the first three iterations of the surface Cantor fractal are shown in Fig. 6. One can clearly distinguish four main subsequent regions: the Guinier, intermediate, surface fractal, and Porod regions.

## 1. The Guinier and intermediate regions

In the Guinier region $q \lesssim 2 \pi / L$, we deal with completely coherent scattering of all structural units with zero phase difference. Thus, the spatial correlations at the distance of order of the overall fractal size $L$ are important.

In the intermediate region, we observe a quite complicated interference (23) of the scattering amplitudes of mass Cantor fractals (20) composing the surface Cantor fractal. The scattering from Cantor-like mass fractals was studied in detail in Refs. [25-27].

The correlations of amplitudes of structural fractal units decay subsequently with increasing $q$. Thus, the correlations between the amplitudes of different mass fractal iterations decay (that is $\left\langle F_{n}^{(\mathrm{m})}(\boldsymbol{q}) F_{j}^{(\mathrm{m})}(\boldsymbol{q})\right\rangle \simeq 0$ for $n \neq j$ ) when $q \gtrsim 2 \pi / r_{n j}$ with $r_{n j}$ being a typical distance between balls in the $n$th and $j$ th mass fractal iterations. Then we derive from Eqs. (22) and (23)

$$
\begin{align*}
& \left.I_{m}^{(\mathrm{s})}(q) / I_{m}^{(\mathrm{s})}(0)=\left.\langle | F_{m}^{(\mathrm{s})}(\boldsymbol{q})\right|^{2}\right\rangle \\
& \left.\left.\quad \simeq \frac{\left(1-k \beta_{\mathrm{s}}^{3}\right)^{2}}{\left(1-\left(k \beta_{\mathrm{s}}^{3}\right)^{m+1}\right)^{2}} \sum_{n=0}^{m}\left(k \beta_{\mathrm{s}}^{3}\right)^{2 n}\langle | F_{n}^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle \tag{30}
\end{align*}
$$

where $k=8$.

Further, for $n$th mass fractal iteration, the spatial correlations between the ball positions become immaterial at the upper border of mass fractal range $q \simeq 4 \pi /\left[\left(1-\beta_{\mathrm{s}}\right) \beta_{\mathrm{s}}^{n-1} L\right]$ and higher due to transition from to the incoherent scattering regime, where we have $\left.\left.\langle | F_{n}^{(\mathrm{m})}(\boldsymbol{q})\right|^{2}\right\rangle \simeq F_{0}^{2}\left(\beta_{\mathrm{s}}^{n} q\right) / k^{n}$, see Refs. [26, 27]. Therefore, when the correlations between the amplitudes of all balls composing the surface fractal are negligible, we obtain from Eq. 30)

$$
\begin{align*}
& \left.I_{m}^{(\mathrm{s})}(q) / I_{m}^{(\mathrm{s})}(0)=\left.\langle | F_{m}^{(\mathrm{s})}(\boldsymbol{q})\right|^{2}\right\rangle \\
& \quad \simeq \frac{\left(1-k \beta_{\mathrm{s}}^{3}\right)^{2}}{\left(1-\left(k \beta_{\mathrm{s}}^{3}\right)^{m+1}\right)^{2}} \sum_{n=0}^{m} k^{n} \beta_{\mathrm{s}}^{6 n} F_{0}^{2}\left(\beta_{\mathrm{s}}^{n} q r_{0}\right) \tag{31}
\end{align*}
$$

Besides, each ball of radius $r_{0} \beta_{\mathrm{s}}^{n}$ behaves as a point-like object with $F(q) \simeq 1$ unless the wave vector gets larger than about $\pi /\left(r_{0} \beta_{\mathrm{s}}^{n}\right)$, see the discussion in Sec. $\Pi$ This means that we observe an interference pattern of the point-like objects with the amplitudes proportional to their volumes $V_{0} \beta_{\mathrm{s}}^{3 n}$ (here $V_{0}=4 \pi r_{0}^{3} / 3$ ) up to $q L \lesssim 2 \pi L / r_{0}=100 \pi$ at the chosen values of control parameters in Fig. 6

We clearly see the second plateau where all the correlations between the ball amplitudes have decayed but the balls still scatter as point-like objects. Replacing $F_{0}$ by one and summing the remaining terms in Eq. (31) yield the asymptotic value $I_{m}^{\text {as }}$ of the second plateau

$$
\begin{equation*}
I_{m}^{\mathrm{as}} / I_{m}^{(\mathrm{s})}(0) \simeq \frac{\left(1-k \beta_{\mathrm{s}}^{3}\right)^{2}}{\left(1-\left(k \beta_{\mathrm{s}}^{3}\right)^{m+1}\right)^{2}} \frac{1-\left(k \beta_{\mathrm{s}}^{6}\right)^{m+1}}{1-k \beta_{\mathrm{s}}^{6}} \tag{32}
\end{equation*}
$$

Note that the second plateau can be considered as the Guinier region for a surface fractal composed of spatially uncorrelated objects, see Eq. (14).

We emphasize the following point. The surface fractal is composed of the mass fractals. In spite of this fact, only the scattering pattern from the first mass-fractal iteration manifests itself in the intermediate region shown in Fig 6 at the chosen values of the control parameters. If, however, the Cantor surface fractal construction starts from the $n$th Cantor mass fractal with $n \gg 1$, one can observe a clearly pronounced mass fractal regime. This is a specific feature of the surface fractal construction, which is not related to the surface fractal region, and we will discuss this property elsewhere [30]. Instead, in this paper we focus on the next surface fractal region with a complex pattern of maxima and minima superimposed on a power-law decay $I(q) \sim 1 / q^{6-D_{\mathrm{s}}}$ (generalized powerlaw decay).

## 2. The surface fractal and Porod regions

If the ratio $d / l=L / r_{0}$ is chosen to be large enough, the fractal region of a surface fractal arises as a result of incoherent diffraction of all units composing the fractal (see the discussion in Sec. III B 2). This means that we should add up intensities of the fractal units together but not their amplitudes. Then the scattering intensity can be easily calculated in the fractal region, once the fractal structure is known. For the


FIG. 6. (Color online) Scattering intensity (23), normalized to one at $q=0$, for the first three iterations of the monodisperse surface fractal versus the wave vector (in units of the inverse total fractal size). (a) Scattering curve for the $m$ th iteration is scaled up for clarity by the factor $10^{2 m}$. The Guinier, intermediate, fractal, and Porod regions are shown in black, red, green, and blue, respectively. (b) Asymptotes of the plateau (32) are indicated in ash-dot cyan.

Cantor surface fractal (see Sec.IV A), we have, first, the contribution of the central ball (the first mass fractal iteration), see Sec. III $I_{0}(q) \equiv n|\Delta \rho|^{2} V_{0}^{2} F_{0}^{2}\left(q r_{0}\right)$ with $V_{0}=4 \pi r_{0}^{3} / 3$ and $F_{0}$ being the ball volume and its form factor (21), respectively. Second, the contribution of the first mass fractal iteration is $k \beta_{\mathrm{s}}^{6} I_{0}\left(\beta_{\mathrm{s}} q\right)$ (because it consists of $k=8$ balls with radii $\beta_{\mathrm{s}} r_{0}$ ), and so on. Repeating all the arguments of Sec. III B 2, we explain the exponent $D_{\mathrm{s}}-6$ in the fractal region of the surface fractal.

For high wave vectors $q \gtrsim \pi / r_{m}$, we have the Porod region, which is determined by the size of the smallest fractal subunits, balls of radius $r_{m}=\beta_{\mathrm{s}}^{m} r_{0}$. In the Porod region, the scattering intensity resembles the intensity of the initiator (a


FIG. 7. (Color online) Scattering from entire surface fractal [Eq. 233] and the separate contributions of the mass fractal iterations composing the surface fractal. Here $r_{m}=\beta_{\mathrm{s}}^{m} r_{0}$ is radius of the balls for the $m$ th iteration. (a) Monodisperse scattering. (b) Polydisperse scattering with relative variance $\sigma_{\mathrm{r}}=0.4$ (compare with the model curves shown in Fig. (4b)
ball in our case), obeying the Porod law $1 / q^{4}$.
Figures 7 and 8 a illustrates that the scattering intensity of a surface fractal in the fractal range is actually realized as a non-coherent sum of intensities of a system of balls. One can see from Fig. 8 a that in the fractal region $\pi / r_{0} \lesssim q \lesssim \pi / r_{m}$, we have a very good coincidence between exact formula (23), the approximation (30) neglecting the correlations between mass fractal amplitudes, and completely incoherent sum of intensities of the balls (31), which are discussed in detail in Sec . IV D 1

In order to observe deviations form the surface fractal power-law $1 / q^{6-D_{\mathrm{s}}}$, one can scale out it and thus depict $q^{6-D_{\mathrm{s}}} I(q)$ as a function of $q$ in a log-scale, see Fig. 8 b . The minima and maxima exhibit an approximate log-periodicity with the scale factor $1 / \beta_{\mathrm{s}}$. This result has analogy with deterministic mass fractals [27], but its nature is different.

Indeed, the log-periodicity in mass fractals arises from the self-similarity of distances between the structural units, while the log-periodicity in surface fractals arises from the selfsimilarity of sizes of the structural units. As usual, polydispersity smoothes the minima and maxima spreading, which can can have a dramatic effect on possible experimental observations. Nevertheless, the effect still appears when polydispersity is not high, and the log-periodicity allows us to extract information about the scale factor $1 / \beta_{\mathrm{s}}$ of deterministic surface fractals from SAS intensity obtained experimentally.

It is clear that the more correlators in the total amplitude are taken into accounts, the better the approximation works. And conversely, the more correlators are neglected, the more interference minima and maxima disappear from the scattering intensity. The figure 9 shows how the different approximations, discussed in Secs. III B 1, III B 2 and III B 3, work. The most precise is Eq. (13), perfectly reproducing the interference minima and maxima. We emphasize, however, that such an accuracy for the scattering intensity is not needed, because it is not observable in possible SAS experiments. For the given ratio $d / l=L / r_{0}=20 \gg 1$, even the approximation of spatially uncorrelated units works fairly well, reproducing fairly well the "fine" structure of the SAS curve.

## V. POLYDISPERSE COMPONENTS WITHIN RANDOM AND DETERMINISTIC SURFACE FRACTALS

A deterministic surface fractal can be seen as a system of balls whose radii follow a discrete power-law distribution. Moreover, as discussed in Sec. IVD positions of the balls are not important in the fractal region for the rough structure of the scattering curve. Then one can expect that the only quantity, which is significant for the behavior of scattering intensity in the fractal region, is the exponent of power-low distribution. To show this, let us compare the discrete power-law distribution with continuous one having the same exponent.

It is important to make here a clear distinction between two types of polydispersities (log-normal vs. power-law) used in this paper: the log-normal polydispersity are related to the overall sizes of different Cantor surface fractals, which are assumed to be taken at random, while the power-law polydispersity is used here for describing the distribution of the ball radii inside one surface fractal.

We consider further a system of non-overlapping balls in three-dimensional space (see Fig. 10) with continuously distributed radii $r$, satisfying the condition $a \leqslant r \leqslant R$, where $a$ and $R$ are the smallest and largest radius of the balls, respectively. The number of balls $\mathrm{d} N(r)$ whose radii falls within the range ( $r, r+\mathrm{d} r$ ) is proportional to $\mathrm{d} r / r^{\tau}$ with $3<\tau<4$. An analog of finite iteration is the cutoff length $a$, for which only the balls of radii larger than $a$ are considered.

The exponent $\tau$ can easily be related to the fractal dimension of the combined surface area of the balls (see Ref. [11] and Appendix A in Ref. [27]). Let us prove that the total area of the sphere surfaces has the fractal dimension $D_{\mathrm{s}}=\tau-1$. According to the definition of Hausdorff (fractal) dimension, we should estimate the minimal number of balls of radius $a$


FIG. 8. (Color online) Scattering intensity from surface fractals. (a) Exact total scattering intensity (23), the approximation 30) neglecting the correlations between mass fractal amplitudes, and completely incoherent sum of intensities of the balls 31) are shown in black, red, and green, respectively. The fine structure of the intensity is approximated fairly well by the incoherent sum of intensities of the balls in the fractal region, since the ratio $L / r_{0}=d / l$ is large. (b) The scaled scattering intensity $(q L)^{6-D_{\mathrm{s}}} I(q)$, shown in black, is a log-periodic function with the factor $1 / \beta_{\mathrm{s}}$. Polydispersity (red curve, scaled up by the factor 3 to facilitate visualization) smoothes the minima and maxima spreading. The relative variance of polydispersity $\sigma_{\mathrm{r}}$ is equal to 0.05 .
needed to cover the set of spheres when $a \rightarrow 0$. The minimal number of balls of radius $a$ needed to cover a sphere of radius $r$ is proportional to $r^{2} / a^{2}$. Then the minimal number of balls for covering the system with a finite cutoff length $a$ is is given by the integral

$$
\begin{equation*}
N(a) \propto \frac{1}{a^{2}} \int_{a}^{R} \mathrm{~d} r r^{2-\tau} \propto \frac{1}{a^{\tau-1}} \tag{33}
\end{equation*}
$$

when $a \rightarrow 0$. Comparing this equation with the definition of Hausdorff dimension $N(a) \propto a^{-D_{\mathrm{s}}}$ yields $D_{\mathrm{s}}=\tau-1$ with


FIG. 9. (Color online) The scaled scattering intensity $(q L)^{6-D_{\mathrm{s}}} I(q)$ of Fig. Ba, but in a large scale to compare different approximations. The relative variance of polydispersity $\sigma_{\mathrm{r}}$ is equal to 0.01 . The approximation, taking into accounts the correlations between consecutive MF amplitudes (13) [dashed (blue) line], perfectly reproduces the total scattering intensity [solid (black) line].

## $2<D_{\mathrm{s}}<3$.

Let us show how the above method of obtaining Hausdorff dimension works in some specific cases. If we consider the total volume of the balls, their Hausdorff dimension is obviously equal to $D=3$. Indeed, the minimal number of balls of radius $a$ needed to cover a ball of radius $r$ is proportional to $r^{3} / a^{3}$, and we obtain in the same manner

$$
\begin{equation*}
N(a) \propto \frac{1}{a^{3}} \int_{a}^{R} \mathrm{~d} r r^{3-\tau} \propto a^{-3}, \tag{34}
\end{equation*}
$$

because this integral converges at the lower limit of integration when $a \rightarrow 0$ for $\tau<4$. Note that if $\tau>4$, the total volume of the balls diverges when $a \rightarrow 0$, which means that such system of balls cannot be realized without overlaps between them at sufficiently low $a$. If $\tau<3$, the integral in Eq. (33) converges for $a \rightarrow 0$, which implies $N(a) \propto a^{-2}$, and $D_{\mathrm{s}}=$ 2. This is in complete analogy with the Cantor surface fractal, whose surface dimension cannot be lower than 2 (see the last paragraph of Sec. IV A).

Note that the positions of the balls in real space are supposed to be spatially uncorrelated. In spite of this, the spatial correlations are still present in the system, because they are present in each ball composing this fractal. The power-law distribution of radii makes the resulting correlations to be of the fractal type.

In order to compare the discrete and continuous distributions, it is convenient to involve number of balls within a certain range, which is not supposed to be small. It follows from the construction of the $m$ th iteration of deterministic surface Cantor fractal (see Sec. IV A) that number of balls with radii $r^{\prime}$ lying within $r^{\prime} \leqslant r$ is given by the equation

$$
\begin{equation*}
N^{\mathrm{discr}}\left(r^{\prime} \leqslant r\right)=\sum_{n=0}^{m} k^{n} \Theta\left(r-\beta_{s}^{n} r_{0}\right) \tag{35}
\end{equation*}
$$

where $k=8$ and $\Theta(x)$ is the Heaviside step function, that is, $\Theta(x)=1$ for $x \geqslant 0$ and $\Theta(x)=0$ otherwise.

For the continuous distribution considered above $[\mathrm{d} N(r) \propto$ $\left.r^{-\tau} \mathrm{d} r\right]$, we put first, the exponent $\tau=D_{\mathrm{s}}+1$ with the fractal dimension $D_{\mathrm{s}}$ being equal to the surface dimension of the Cantor surface fractal, $D_{\mathrm{s}}=-\ln k / \ln \beta_{\mathrm{s}}$, and second, the total number of balls being equal to that of the $m$ th Cantor fractal iteration $N_{m}$ [see Eq. [17]]. We obviously have $N^{\text {cont }}\left(r^{\prime} \leqslant r\right)=C_{1} r^{-D_{\mathrm{s}}}+C_{2}$, where the unknown constants $C_{1}$ and $C_{2}$ can be found from the conditions $N^{\text {cont }}\left(r^{\prime} \leqslant a\right)=0$ and $N^{\text {cont }}\left(r^{\prime} \leqslant R\right)=N_{m}$. We derive

$$
\begin{equation*}
N^{\mathrm{cont}}\left(r^{\prime} \leqslant r\right)=\frac{k^{m+1}-1}{k-1} \frac{(R / a)^{D_{\mathrm{s}}}-(R / r)^{D_{\mathrm{s}}}}{(R / a)^{D_{\mathrm{s}}}-1} \tag{36}
\end{equation*}
$$

This equation is valid for arbitrary $r$ lying between $a$ and $R$, otherwise $N^{\text {cont }}$ is zero for $r \leqslant a$ and equal to $N_{m}=\frac{k^{m+1}-1}{k-1}$ when $r \geqslant R$. The parameters $R$ and $a$ should be chosen to ensure that the continuous distribution (36) coincides with the discrete one (35) at the points $r_{n}=\beta_{\mathrm{s}}^{n} r_{0}$ for $n=0, \ldots, m$. Then they are given by

$$
\begin{equation*}
R=r_{0}, \quad a=\beta_{s}^{m+1} r_{0} \tag{37}
\end{equation*}
$$

Substituting the parameters (37) into Eq. (36) and using the relation $k \beta_{\mathrm{s}}^{D_{\mathrm{s}}}=1$ finally yield

$$
\begin{equation*}
N^{\mathrm{cont}}\left(r^{\prime} \leqslant r\right)=\frac{k^{m+1}-\left(r_{0} / r\right)^{D_{\mathrm{s}}}}{k-1} \tag{38}
\end{equation*}
$$

Because of the dominant contribution of small radii in the "cumulative" distributions (35) and (38), it is more instructive to draw $N\left(r^{\prime}>r\right)=N_{m}-N\left(r^{\prime} \leqslant r\right)$ (that is, the number of balls with radii $r^{\prime}$ obeying the condition $r^{\prime}>r$ ) as a function of $1 / r$. The double logarithm plot is shown in Fig. 11 One can see that the polydispersity distributions are alike in the power-law exponent and coincide at the "corner" points.

Once $N\left(r^{\prime} \leqslant r\right)$ is known explicitly as a function of $r$, the normalized distribution can be obtained by the relation $D_{N}(r)=\left(1 / N_{m}\right) \mathrm{d} N / \mathrm{d} r$. We obtain from Eqs. (35) and (38), respectively,

$$
\begin{align*}
D_{N}^{\text {discr }}(r) & =\frac{k-1}{k^{m+1}-1} \sum_{j=0}^{m} k^{j} \delta\left(r-\beta_{s}^{j} r_{0}\right)  \tag{39}\\
D_{N}^{\text {cont }}(r) & =\frac{D_{\mathrm{s}}}{k^{m+1}-1} \frac{r_{0}^{D_{\mathrm{s}}}}{r^{D_{\mathrm{s}}+1}} \tag{40}
\end{align*}
$$

Here the well-known formula $\mathrm{d} \Theta(x) / \mathrm{d} x=\delta(x)$ is used. As expected, the discrete distribution function (39) is given by a sum of appropriately weighted Dirac's delta-functions. Equation (40) is applicable for $\beta_{\mathrm{s}}^{m+1} r_{0} \leqslant r \leqslant r_{0}$, otherwise $D_{N}^{\text {cont }}(r)=0$.

As is shown in Sec. IVD the scattering intensity of a surface fractal in the fractal region is a result of incoherent diffraction of the units composing the fractal, namely, balls for the Cantor surface fractal or the random fractal with the power-low distribution. This means that the resulting intensity is a sum of the intensities of all balls composing the fractal. For a continuous distribution, the sum should be replaced


FIG. 10. (Color online) A distribution of balls whose radii follow a power-law continuous distribution.


FIG. 11. (Color online) Distribution of balls composing the random (red) and deterministic (black) fractal of the fourth iteration on a double logarithm scale. Here $N\left(r^{\prime}>r\right)$ is the number of balls with radii $r^{\prime}$ obeying the condition $r^{\prime}>r$. It is shown as a function of $1 / r$. The step-like function indicates discreteness of the ball distribution within the deterministic fractal.
by the corresponding integral. By analogy with Eq. (29), we derive

$$
\begin{equation*}
I_{m}(q)=n|\Delta \rho|^{2} \int_{0}^{\infty} \mathrm{d} r F_{0}^{2}(q r) V_{\mathrm{b}}^{2}(r) D_{N}(r) \tag{41}
\end{equation*}
$$

where $F_{0}$ is the form factor (21) of ball of unit radius, $V_{\mathrm{b}}(r)=$ $4 \pi r^{3} / 3$ is the volume of ball, and $D_{N}(r)$ is the normalized distribution given by Eq. (39) or (40). Certainly, for the discrete distributions, Eq. (41) coincides with Eq. (12) considered above up to a constant factor.

The scattering intensities are shown in Fig. 12 As expected, the intensity curve is smoothed for the continuum power-low distribution (40), but the scattering exponent $6-$ $D_{\mathrm{s}}$ is not changed, as well as the positions of the upper and lower edges of the fractal region.

It should be emphasized that the centers of the continuously distributed balls are assumed to be uncorrelated. The question arises whether the long-range correlations between the ball


FIG. 12. (Color online) The intensity of monodisperse scattering (41) from surface fractals with a discrete (black) [Eq. 39]] and continuous (red) [Eq. 40]] power-law distribution of balls composing the fractals. The intensities are normalized to $I_{m}(0)$ of the discrete distribution, and the momentum transfer $q$ is represented in units of the largest ball radius $1 / r_{0}$. The scattering from a surface fractal can be roughly explained in terms of power-law distribution of sizes of objects composing the fractal. The distribution can be discrete (for deterministic fractals) or continuous (for random fractals).
positions could contribute somehow into the fractal region or not. The deep analogy between the continuous and discreet power-law distributions can help us to answer the question. To this end, we consider the Cantor surface fractal with the same dimension $D_{\mathrm{s}}=\tau-1$. So, the both systems (the Cantor surface fractal and the continuously distributed balls) have the same fractal dimension. Hence, according to the paper by Bale and Schmidt [5], the both fractals have to have the fractal region with the exponent $6-D_{\mathrm{s}}$. The figure 6a gives us the full range of correlations for the Cantor surface fractal including long- and short-ranged correlations. Only the range in green has the proper slope with the factor of $6-D_{\mathrm{s}}$, and it is the fractal range that corresponds to the fractal range in Fig. 12 Black and red ranges (describing the long-ranged correlations, because small momenta are related to big distances in real space) do not show anything that vaguely resembles a fractal region, and this means that the long-range correlations hardly play a role in explaining the exponent $6-D_{\mathrm{s}}$ (see also the arguments in Sec. (III).

## VI. CONCLUSIONS

We construct a deterministic surface fractal as a sum of three-dimensional mass Cantor sets at various iterations. We study its structural properties in momentum space and derive analytical expressions for monodisperse and polydisperse form factor, radius of gyration, and edges of the fractal regions.

We conclude that in general (with minor reservations discussed in the Introduction), any surface fractal can be repre-
sented as a sum of non-overlapping mass fractals. This implies that the scattering amplitude of surface fractal can be written down as a sum of the amplitudes of composing mass fractals, see Eq. 8). This representation enables us to construct various approximations taking into account different correlations between the scattering amplitude of the objects that compose the surface fractal.

The roughest approximation is to consider the amplitudes of the composing primary objects being incoherent, which assumes that the spatial correlations between the primary objects are not important. This approximation always reproduces correctly the borders of the fractal region for a surface fractal (see Sec. III B 4) and the rough structure of the scattering intensity. However, its fine structure, including tiny minima and maxima, is described well by this approximation only when $d / l \gg 1$ (that is, the distance between objects is much larger than their size for each mass fractal composing the surface fractal), otherwise more precise approximations are needed. One of them is Eq. (11), which takes into consideration the correlations of the objects within each mass fractal, or Eq. (13), which includes the correlations between pairs of consecutive amplitudes of composing mass fractals. In this manner, one can always specify the fine structure of the scattering intensity of the surface fractal.

It is shown that when the spatial correlations between the primary objects are not important, small-angle scattering from a surface fractal can be described in the roughest approximation in terms of power-law distribution of sizes of objects composing the fractal (internal polydispersity). As is shown, the distribution of sizes $r$ of composing units obeys the power-law
$d N(r) \propto r^{-\tau} d r$, with $D_{\mathrm{s}}=\tau-1$; it is continuous for random surface fractals and discrete for deterministic surface fractals. Thus, the SAS from surface fractals can be roughly understood in terms of power-law type polydispersity. This could explain the physical nature of the exponent $D_{\mathrm{s}}-6$, found in Ref. [5] and solve the longstanding question whether the small-angle scattering from surface fractals can be explained in terms of polydispersity. The answer is "yes", provided the polydispersity is of power-law type and the fine structure of the scattering intensity of the surface fractal is neglected.

The present analysis could also be helpful for extracting additional information from SAS data, such us the edges of the fractal region, the fractal iteration number and the scaling factor.

Modern SAS devices are able to measure the range of intensities within 5 or 6 orders of magnitude, while the measurable range of scattering vectors $q$ is limited to 3 orders. These limitations do not allow us to observe with a single experimental device all the properties obtained theoretically in this paper. In particular, one can measure only the initial part of the scattering intensity shown in Fig. 6a and miss the fractal and Porod regions. One can hope that rapid progress in experimental technics (see, e.g., Ref. [31]) will enhance our ability to observe the structure of matter at different scales.
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