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Abstract. Behavior-change interventions are common in some areas of human-
computer interaction, but rare in the domain of cybersecurity. This paper 
introduces a structured approach to working with organisations in order to 
develop such behavioral interventions or ‘nudges’. This approach uses elements 
of co-creation together with a set of prompts from the behavior change 
literature (MINDSPACE) that allows resesarchers and organisational 
stakeholders to work together to identify a set of nudges that might promote 
best behavioral practice. We describe the structured approach or framework, 
which we call SCENE, and follow this description with a worked example of 
how the approach has been utilised effectively in the development of a nudge to 
mitigate insecure behaviors around selection of wireless networks.  
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1 Introduction 

The cyber security community is increasingly concerned with changing the security 
behaviors of individual Internet users.  In a 2013 survey of UK organizations across 
different sectors, 93% of large organizations reported having a security breach in the 
previous year, and 87% of small businesses. 36% of the worst breaches were 
attributed to “inadvertent human error” including accidental leakage of confidential 
information  (pwc, 2013). A National Cyber Security Association (NCSA, 2012) 
survey of small businesses in the US, conducted in 2012, suggested a cyber security 
disconnect where 47% of companies believed a data breach would have no impact on 
their business, yet 87% did not have a formal written Internet security polity and 69% 
did not even have an informal one. Finally, 18% said they would not even know if 
their computer network was compromised. This leaves us with a situation where 
many companies do not have security policies which outline the online behaviors they 
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expect from their employees, and for those that do, employees do not always comply 
with that policy. This problem is further compounded by the increased use of mobile 
devices that blur the boundaries between personal and work-related use.  Mobile 
technology users typically lack the expertise to effectively protect themselves (Ho et 
al 2010; Furman et al 2012), thus the rise of Bring Your Own Device (BYOD) 
practices in the workplace can leave many businesses open to cyber security attack. 

There are a number of human behaviors which are required to maintain cyber 
security. A review of the websites dedicated to raising awareness of cyber security 
issues has resulted in the following list of required requirements of users . Each of 
these requirements has multiple behaviors associated with it. This makes studying 
cyber security behaviors difficult as we are not talking about a single behavior.  

• Use strong passwords and manage them securely.  
• Use security software including anti-virus, anti-spyware and firewalls, and ensure 

they are up-to-date.  
• Always run the latest and official version of software (including operating system). 

Update as soon as update released.. 
• Log out of sites when you finish, disconnect from the internet and switch off your 

computer. 
• Only use trusted and secured connections, and devices (including Wi-Fi) 
• Only use trusted and secure sites and services and connect securely 
• Stay informed about scam/phishing risks (knowledge, common sense, intuition) 

and try to avoid them 
• Always opt to provide the minimal amount of personal information needed for any 

online interaction and keep your identity protected.  
• Be aware of your physical surroundings to prevent theft and shoulder surfing etc. 
• Report suspicious or criminal online activities  to the authorities 

To address the human component of cyber security we need to understand the 
factors which affect the cyber security behaviors of individual internet users. A 
significant research literature documents the efficacy of behavior change interventions 
in other domains (Abraham & Michie, 2008). However, only a small number of 
researchers have considered behavioral approaches to address the cybersecurity issues 
(Blythe, 2013; Pfleeger & Caputo, 2012). Little is currently known and much needs to 
be understood if we are to be effective in changing vulnerable behaviors in order to 
lower cyber-security threats. In particular, we lack the following:  

• Reliable behavioral data on individual users’ cybersecurity behaviors.  
• Research on the factors influencing an individual’s cybersecurity practices or lack 

thereof.  
• A theory of human behavior or how to change human security behavior with 

validated predictive power.  
• Agreement between stakeholders on the size of the problem, the risks and the 

necessary behaviors required.  
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Traditional thinking in the organizational sphere is that insecure behaviors simply 
reflect poor awareness of key security policies and practices. Many organizations 
implement awareness training as a solution (Leach, 2003). Mainstream information 
security awareness programs are typically top-down, and try to bring about changes in 
individual behavior by introducing an expert who delivers relevant information using 
various media and approaches (Ashford, 2012). However, awareness training is not 
always effective (Schneier, 2013). This suggests that while awareness is necessary 
(and may change intentions) it is rarely sufficient as a means of engineering behavior 
change. We present a structured methodology that allows us to work with 
organizational stakeholders to identify vulnerabilities and develop relevant 
technology-based, behavior change interventions (based on theories of behavior) that 
may prove more effective than simple training. 

Telling people how they should behave does not always have an effect on how they 
actually behave. This certainly applies to security policy compliance (Bulgurcu et al., 
2010). Factors such as willpower, motivation, risk perception, cost and convenience 
are often more important than a lack of knowledge. Various models of behavior exist 
that identify factors that influence behavior - and some have been applied to the 
cybersecurity context. These include threat avoidance theory (Liang, 2010), the theory 
of planned behavior (Burns & Roberts, 2013), deterrence theory, protection 
motivation theory and the health belief model (Davinson & Sillence, 2010). While 
such developments offer promise, researchers have yet to fully exploit these behavior 
models as a basis for developing cybersecurity interventions. Theories tend to assume 
that people behave reasonably and make good use of all the information available to 
them when deciding between choices and that people consider the implications of 
their choices. This may not always be the case and research into decision making 
suggests that people are subject to a number of cognitive shortcuts and biases when 
making a decision about how to behave at any particular point in time (Gilovich, 
Griffin and Kahneman 2002). While we may intend to act in a particular way we may 
not always act according to that intention. 

People can, however, be persuaded to act in particular ways when technologies are 
designed with user behavior in mind.  While we are addressing cyber security 
behaviors, persuasive technology has been applied to many domains relevant to HCI 
including ecommerce and mobile health apps. Such persuasive technology (Fogg 
2003) is based on three principal assumptions:  that a person is motivated to change, 
that they have the ability to change and that there is an effective environmental trigger 
(cue to action) for the desired behavior to happen. Thaler and Sunstein (2008) 
popularized this idea that people can be nudged towards a particular choice or 
behavior by the careful design of cues in the environment, recognizing that people do 
not make decisions in a vacuum. They make them in an environment where many 
features, noticed and unnoticed, can cue their decisions.  

Their goal is to show how ‘choice architectures’ can be designed to help nudge 
people towards make better choices without forcing certain outcomes upon anyone. 
The tools they highlight are: effective defaults, designing for error, understanding 
mappings, giving feedback, structuring complex choices, and creating incentives. We 
should note that these are concepts that human computer interaction practitioners are 
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already familiar with, as they have been traditionally associated with designing for 
ease of use. Note, too, that nudging is already common within the ecommerce domain 
- the example in Figure 2 shows how choice can be presented to dissuade people from 
the free version towards paying for the upgrade.  The “Upgrade Now” option is bright 
green and highlighted, where as “download now” is dark grey with “No Thanks” 
written below. Both serve as cues towards the upgrade option.  

 

 

Fig. 1. A nudge towards paying for a premium version of security software (http://www. 
lavasoft.com/products/ad_aware_free.php#) 

1.1 MINDSPACE and Nudging 

The MINDSPACE framework (Dolan et al., 2012) is a useful framework for drawing 
together a number of the ‘influencing factors’ that have been identified across 
different economic and psychological models of behavior change. MINDSPACE has 
been used by the UK government’s Behavioral Insight Team to create policies and 
inform practice in the field. Each of the nine influencers in the framework has been 
shown to be effective in influencing behavior and decision making. There is overlap 
between the factors summarised in Nudge and MINDSPACE. The influencing factors 
identified in MINDSPACEare as follows:  

1. Messenger: We are influenced by the person and/or method by which the message 
is delivered (Hayes, 2008). 

2. Incentives: We are influenced by the rewards and punishments (losses) we receive. 
This includes our evaluation of the cost of behaving appropriately and the cost of 
the consequences if we do not. For instance, Herath and Rao (2009) found that the 
severity of the punishment has a negative effect on security behaviors. 

3. Norms: We are influenced by the behaviors demonstrated by influencial others, 
such as senior managers, colleagues and family (Leach, 2003). 

4. Defaults: We go with the flow of preset options. The default option will be chosen 
more often (Thaler & Sunstein, 2008).  
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5. Salience: We are attracted by what is either novel or particularly relevant to 
ourselves (Lamy, Leber, & Egeth, 2004). 

6. Priming: Our acts are influenced by sub-concious cues (Kay et al, 2004). For 
instance green represents safety and red represents danger in many cultures.  

7. Affect: Our emotional associations influence our behavior (Hareli & Rafaeli, 
2008). For example, initial emotions formed when visiting a new and unfamiliar 
shopping websites can influence whether or not a visitor to these sites will disclose 
information (Li, Sarathy, & Xu, 2011). 

8. Commitments: We seek to be consistent with our public statements and 
reciprocate the acts of others (Shore & Wayne, 1993).  

9. Ego: We act in ways that make us feel better about ourself. 

We believe the MINDSPACE framework provides a useful tool to keep the many 
different potential influencers in mind when developing technology based nudges. For 
example, using messenger effects and social norms the example in Figure 2 could be 
further enhanced by adding that 99% of customers choose the upgrade.  

Lack of an evidence base to determine what will effectively change peoples’ 
security behaviors has led us to develop an approach, based on MINDSPACE,  for 
working interactively with companies to identify their current security behavior 
problems and identify possible technology based nudges. These nudges would allow 
us to influence security behaviors at the specific point in the interaction where 
decisions relevant to security must be made. 

This is a general approach that can be used to identify different problems and 
solutions may not necessarily involve technology. However, in our work, the focus is 
on redesigning the technology to persuade people to follow a secure path. We assume 
that, while people may intend to act securely, their primary goal is very rarely security 
and therefore it is important to influence decisions at the point the decision has to be 
made. The goal of our approach is therefore to help organisations identify their most 
pressing problems (in the form of scenarios) and the most appropriate behavioral 
design interventions for them.  

1.2 Approach 

Our iterative behavior design approach - with the acronym SCENE - involves 
stakeholders in (i) Scenario elicitation; (ii) Co-creating nudges; (iii) Election of 
nudge(s) for further development; (iv) Nudge prototyping and (v) Evaluation of 
prototype(s) - (See Fig. 1).  

Three important points are worth noting in terms of the application of this 
methodology. First, every stage utilises numerous stakeholders. This ensures that the 
solution focuses both on the needs of the end users as well as on the various other 
individuals directly or indirectly involved or affected by any changes in procedures. 
Second, the methodology is not a one-time cycle. Instead, the process provides a 
methodological framework for carefully assessing proposals for change in defaults, 
settings, and choice architecture based on numerous established practices and findings 
(Thaler & Sunstein, 2008; Johnson et al., 2012). Thirdly, we believe that the sense of 
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exploited through “nudges” in order to instill more secure behaviors.  The workshop 
allows for an open, uncritical discussion of the problem and allows participants the 
opportunity to explore a number of different perspectives. The very act of taking part 
in the process will have made users more aware of how their security behavior may be 
influenced.  

Output: A list of nudge possibilities. 

Elect Nudge for Development. In the third stage, participants assess the nudge(s) 
generated and elect one or more for implementation. All parties can contribute to this 
prioritization process and consider whether these approaches have been tried before 
(generally or within this company) and whether they practically possible within the 
scenario and company. In addition, different stakeholders can independent prioritize 
which nudge they would support. We use a rating scheme to demonstrate the level of 
support for a proposed solution (as low agreement may reduce the chances that the 
nudge will be adopted in its final form by all the stakeholders). It is also a means to 
assess communication and commitment to the process across the board.   

Output: Agreement on nudge to employ and its initial design. 

Nudge Prototype. In this fourth stage, the final nudge or intervention is developed in 
detail. In doing this we are involved in creating the choice architecture (Thaler & 
Sunstein, 2008) which can take many different forms – e.g. an application prototype 
or particular form of communication.  We know that the work context may attenuate 
the effectiveness of a nudge (if cyber security compliance is onerous it can lead to 
productivity loss) and so consideration of the work context is vital to ensure nudges 
do not interrupt the work flow unduly.   

Output: A prototype intervention. 

Evaluation of Nudge. In the fifth stage, the new nudge prototype is evaluated. It is 
important to use quick evaluations as part of the prototype process and feedback early 
to developers if the suggested nudge does not appear to be effective. Researchers and 
practitioners need to formulate clear success criteria, capture baselines and to record 
change in self-reports and actual behavioral changes. These data then serve as a 
means to assess the extent to which the intervention had a reliable and noticeable 
effect on behaviors. When the evaluation has shown a significant group difference in 
relation to the behaviors exhibited by the experimental group that was subject to the 
intervention compared to the control group, the intervention can be rolled out to 
further groups or applied to a larger sample. Care must be taken to ensure that the 
intervention is appropriate for all groups.  

Output: Roll out and evaluation of intervention to add to evidence base.  

2 Piloting the Framework 

Any framework also needs to prove itself in practice. In this section we briefly outline 
an initial evaluation of the framework, in terms of its general effectiveness in 
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generating useful nudges in our own organizations - addressing known security 
problems for university staff and students (see Jeske et al., 2014; Turland et al., 2014 
for a more detailed description of the resulting nudge application).  The development 
of nudges in the university context followed the SCENE methodology, as follows: 

Scenario elicitation: This was undertaken by a research team consisting of 
psychologists, computer scientists, mathematicians and security experts who worked 
for two universities in the North East of England, working with other university users.  
The team identified several scenarios relating to security vulnerabilities, including 
USB use, failure to update security software on personal computers and the use of 
social media.  A particular scenario around the use of personal computers to carry out 
(sometimes confidential) work in public places, using insecure public wireless 
networks was identified as a particularly promising.  The use of insecure wireless 
networks creates a number of security vulnerabilities that can be exploited (man in the 
middle, spoofing, hacking, e.g., Herzberg & Jbara, 2008). Human biases (e.g., 
selecting the first, familiar networks) can also be exploited to mislead individuals to 
utilize the wrong wireless access points (Ferreira et al., 2013). 

Co-creation: The team explored the wireless scenario in more detail, looking at 
current systems and the defaults that might lead the user to make insecure choices.  
Using the MINDSPACE framework, a number of potential nudges were identified, 
with the most promising of these listed in Table 1. 

Table 1. Application of MINDSPACE influencers for nudge development 

 

Influencers Description of possible nudges (for chosen scenario) 

C
ri

te
ri

a 
ch

os
en

 

Messenger Warning messages should come from a trusted provider 
not generic, perhaps from the university. Perhaps a 
celebrity should be used to deliver warning messages.  

Incentives When connected to unsecure network hamper 
productivity by reminding people they are on an unsecured 
network (negative). Provide free printing to students using 
a secure network.  

Norms Tell the user the % of people who lost/infected data 
within the company that have used that network.  

Tell the user of the % of people using the preferred 
network.  

Defaults Present most secure as first option – order list by  
Security. 

Salience Prompt ‘Not a secure network’ etc. 
Trusted network list produced by company. 

Affect Use of emotive colors. Mark insecure networks as red.  

 



 SCENE: A Structured Means for Creating and Evaluating Behavioral Nudges 237 

Election of a nudge for development: Ideas were collated in a spread sheet and sent 
to each workshop participant a week later. Given time for reflection, participants 
could then elect their top three ideas. The research team also assessed which of the 
potential nudges were technically feasible.  

Nudge prototyping: Our final decision was to develop a prototype application that 
would change the presentation of wireless networks available to the user.  We created 
a trusted network list, which would be managed by the chief security officer of a 
company in tandem with an application that would  nudge users towards this ‘white 
list’ by changing the menu order of available wireless networks (change default list) 
and to color code the options available using colors with affective associations 
(red=danger, green=safe).  This nudge was developed as a new app for the Android 
platform (see Turland et al., 2014 for technical details). 

Evaluation: A laboratory-based evaluation was conducted to determine whether 
the application effectively improved security decisions.  The two manipulations 
(menu order and color) were assessed independently and in combination in a study in 
67 students were asked to connect to a wireless network  The results of the nudge 
prototype suggested that color could be a very effective nudge (see Jeske et al., 2014 
for a full description of the evaluation method and results). 

Next steps: We believe the best way to solve cybersecurity issues is to research 
how and why people make decisions, and then design products, services and places to 
nudge people to make better decisions in the future. In addition, using this process 
over time and across various security scenarios, organizations can develop a 
stakeholder-informed and needs-based nudge decision model that provides them with 
a procedural framework for their independent and continuous improvement. We have 
presented the methodology to several SME’s, who have previously asked for 
technical support as a result of a security breach, and are currently starting to utilize 
this process with these companies to help prevent further breaches.  

3 Conclusion 

The use of a framework based on behavioral change literature and in the area of cyber 
security is still relatively novel (see Pfleeger & Caputo, 2012; Siponen, 2000). The 
fact that our framework considers the importance of co-creation in the design of 
nudges acknowledges the role that users increasingly play in the security decision-
making process. Another benefit of the model is that our framework is not context 
specific, which makes it more readily transferable to other settings. For instance, our 
approach can be used to evaluate if an interface is optimized to achieve the intended 
behavior. We therefore believe that this framework can make an important 
contribution to cybersecurity, HCI and awareness initiatives. In conclusion, we 
believe this methodology can help practitioners and academics to develop a strong 
evidence base for different interventions at the same time as achieving practical 
results for organizations.  
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