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Abstract

Humans are remarkably adept at perceiving and understanding complex real-world scenes. 

Uncovering the neural basis of this ability is an important goal of vision science. Neuroimaging 

studies have identified three cortical regions that respond selectively to scenes: parahippocampal 

place area (PPA), retrosplenial complex/medial place area (RSC/MPA), and occipital place area 

(OPA). Here, we review what is known about the visual and functional properties of these brain 

areas. Scene-selective regions exhibit retinotopic properties and sensitivity to low-level visual 

features that are characteristic of scenes. They also mediate higher-level representations of layout, 

objects, and surface properties that allow individual scenes to be recognized and their spatial 

structure ascertained. Challenges for the future include developing computational models of 

information processing in scene regions, investigating how these regions support scene perception 

under ecologically realistic conditions, and understanding how they operate in the context of larger 

brain networks.
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Introduction

What is a scene, that an observer might know it? Henderson and Hollingworth (1999) offer 

the following definition: “a scene is a semantically coherent (and often namable) view of a 

real-world environment comprising background elements and multiple discrete objects 

arranged in a spatially licensed manner.” Under this definition, scene perception can be 

usefully contrasted to object perception: whereas objects are spatially compact entities that 

one acts upon, scenes are spatially distributed entities that one acts within (Epstein 2005).

There are several reasons why an organism might care about scenes, and why the visual 

system might have specialized systems for processing them (Malcolm et al. 2016). Scenes 

are locations in the world, so one may want to identify a scene as a particular place or a 

particular kind of place. During navigation, one might want to understand the spatial 
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structure of a scene so that one can orient oneself relative to it, or plan a path through it. 

Objects always appear in scenes, therefore it can be useful to analyze the scene in order to 

know where to search for an object, or to provide clues as to an object’s identity. As these 

considerations indicate, scene perception is ecologically important, and it is not surprising 

that humans are remarkably good at it: we understand landscapes, cityscapes, and rooms just 

as readily as we understand faces, bodies, animals, and tools.

The study of scene perception goes back over 50 years, to the seminal contributions of 

Biederman (1972) and Potter (1975). Over the past 20 years, this psychological work has 

been complemented by a growing line of neuroscience research, which was initially sparked 

by the discovery of the parahippocampal place area (PPA), a ventral pathway region that 

responds strongly in fMRI studies when participants view scenes (landscapes, cityscapes, 

and rooms), but less strongly when they view objects (faces, bodies, artifacts). Subsequent 

studies identified two other brain regions that exhibit a scene-selective response: one in the 

medial parietal/retrosplenial region, and another in the dorsal occipital lobe (Figure 1a). In 

this review, we describe these three scene-responsive regions, discuss their visual and 

functional properties, and highlight some recent directions that we think are likely to provide 

particularly fruitful avenues for future research.

Delineating the scene network

Parahippocampal Place Area (PPA)

The preferential response to scenes in posterior parahippocampal/anterior lingual region was 

first reported by Epstein and Kanwisher (1998), who labelled this region the 

parahippocampal place area (PPA). Two contemporaneous reports indicated a preferential 

response to buildings in a similar cortical locus (Aguirre et al. 1998, Ishai et al. 1999). The 

PPA typically includes portions of the posterior parahippocampal, anterior lingual, and 

medial fusiform gyri. A recent probabilistic study using cortex-based alignment indicated 

that the strongest scene selectivity can be reliably localized to the junction of the collateral 

sulcus and the anterior lingual sulcus (Weiner et al. 2018). Relative to the ventral pathway as 

a whole, the PPA appears to be part of a medial substream that shows a functional distinction 

from the more lateral aspects on a number of different dimensions (e.g. medial vs. lateral 

preference for inanimate vs. animate objects, large vs. small objects, and places/scene vs. 

faces/bodies) (Konkle & Caramazza 2013, Kravitz et al. 2013). These functional distinctions 

might be driven by differences in cytoarchitecture as well as differential anatomical 

connectivity to early visual areas that process (respectively) the periphery vs. center of the 

visual field (Weiner et al. 2017).

In monkeys, two separate scene regions—the “lateral place patch” (LPP) and the “medial 

place patch” (MPP)—have been identified in the occipitotemporal sulcus and medial 

parahippocampal gyrus, respectively, which, together, might form the homologue of the PPA 

(Kornblith et al. 2013, Nasr et al. 2011). Although only the LPP responds in a scene-

preferential manner during fMRI, scene-selective neurons were observed in both regions 

during neurophysiological recordings, and multiunit classification methods suggest that both 

regions contain more information about scenes than they do about objects (Kornblith et al., 

2013). Scene-selective neurons have also been identified by intracranial recording in 
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parahippocampal cortex in humans (Mormann et al. 2017). Consistent with neuroimaging 

and recording studies, direct electrical stimulation of the PPA through intracranial electrodes 

can elicit hallucinatory images of scenes (Megevand et al. 2014).

Retrosplenial Complex/Medial Place Area (RSC/MPA)

The original 1998 PPA paper noted the existence a second locus of scene-preferential 

response in some participants, which was described as being in “anterior calcarine cortex”. 

O’Craven and Kanwisher (2000) obtained more reliable evidence for this second scene-

responsive region, which, like the PPA, was active during both perception and mental 

imagery of scenes. Subsequent studies localized this scene-preferential territory to the 

medial-parietal/retrosplenial region, along the banks of the parietal-occipital sulcus, and 

labelled it the retrosplenial complex (RSC). This has led to some confusion, because this 

functionally-defined scene region is not equivalent to retrosplenial cortex, which is a 

cytoarchitechtonically defined region (comprising Brodmann Areas 29 and 30). Indeed, a 

recent study from one of our labs suggests that the scene-selective territory that is often 

labelled RSC might not overlap with BA29/30 at all (Silson et al. 2016b). Thus, the more 

neutral term medial place area (MPA) may be a more useful nomenclature to describe the 

scene-responsive functional territory. Here, we use the abbreviation RSC/MPA. In monkeys, 

a possible homologue of RSC/MPA has been identified along the parietal-occipital sulcus, 

but no recordings have been made from this region and its functional properties beyond its 

scene-selective response are currently unknown (Kornblith et al. 2013, Nasr et al. 2011).

Occipital Place Area (OPA)

A third scene-responsive locus was first identified in the dorsal occipital lobe using PET 

(Nakamura et al. 2000) and later confirmed with fMRI (Grill-Spector 2003, Hasson et al. 

2003). Initially, this region was labelled TOS, based on its proximity to the transverse 

occipital sulcus, but subsequent doubts about the accuracy of this anatomical localization led 

to it being renamed the occipital place area (OPA) (Dilks et al. 2013). A putative homologue 

has been identified in the dorsal occipital lobe of the macaque, near the prelunate gyrus 

(Arcaro & Livingstone 2017, Kornblith et al. 2013, Nasr et al. 2011), but like the homologue 

of MPA/RSC, its functional properties have not been explored.

Organization of the scene network

Functional connectivity studies suggest that the PPA, RSC/MPA, and OPA are strongly 

connected to each other. Recent analyses of resting state data suggest that this scene 

“network” might be further fractionated into anterior and posterior subnetworks (Figure 1b): 

there is a significant amount of functional connectivity between the posterior PPA, posterior 

RSC/MPA, and OPA on the one hand, and between the anterior PPA, anterior RSC/MPA and 

adjoining territory in posterior cingulate cortex, and a region adjoining OPA in the caudal 

inferior parietal lobe on the other (Baldassano et al. 2016a, Nasr et al. 2013, Silson et al. 

2016b). The first set of regions might be involved in the perceptual analysis of scenes, 

whereas the second set of regions might be more involved in spatial processing and memory.

Note that we refer to PPA, RSC/MPA, and OPA as “scene regions” because they respond 

strongly to scenes and appear to have an important role in scene processing. Our use of this 
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term in the context of this review does not imply that we believe that these regions are 

exclusively involved in scene processing. Indeed, there is considerable evidence that PPA 

and RSC/MPA, at least, are involved in other cognitive functions, such as memory, 

imagination, and semantic knowledge retrieval (Ranganath & Ritchie, 2012). As vision 

scientists, we are interested in scene regions because we want to understand scene 

perception, but researchers with other concerns might consider the literature on scene 

perception as just one source of evidence about the function of these parts of the brain.

Mapping visual responses across the scene network

One of the defining characteristics of visual cortex is the presence of retinotopic 

organization: adjacent points on the cortex respond to stimulation from adjacent points in 

visual space. For scene-selective regions, a key question is the extent to which they exhibit 

any retinotopic properties or organization. A second important question is to what extent 

their activation profiles—including their preferential response to scenes—can be explained 

in terms of sensitivity to elementary features of the visual images such as spatial frequency, 

line orientation, and contrast.

Retinotopic organization of scene-selective cortex

Studies using population receptive field (pRF) mapping have shown that PPA, OPA and 

RSC/MPA exhibit retinotopic biases in terms of visual field (contralateral, ipsilateral), 

eccentricity (fovea, periphery) and elevation (upper, lower) (Figure 1a) (Groen et al. 2017). 

For RSC/MPA, retinotopic properties appear to be restricted to more posterior regions in the 

parieto-occipital sulcus (Silson et al. 2016b) just anterior to peripheral V1 and dorsal V2 

(Elshout et al. 2018, Nasr et al. 2011) and this may explain why initial studies found only 

weak evidence for retinotopy in this region (MacEvoy & Epstein 2007, Ward et al. 2010).

Responses in all three scene-selective regions are stronger to stimuli presented in the 

contralateral versus ipsilateral hemifield (MacEvoy & Epstein 2007) and disruption of 

processing in OPA with transcranial magnetic stimulation (TMS) biases eye movements 

away from the contralateral visual field (Malcolm et al. 2018). In terms of eccentricity, PPA 

is embedded within an eccentricity gradient in ventral temporal cortex that varies from 

foveal responses more laterally (where face-selective cortex is located) to peripheral 

responses more medially (where PPA is located) (Hasson et al. 2003, Levy et al. 2001). A 

similar preference for more peripheral parts of the visual field is also observed in OPA 

(Silson et al. 2015, Silson et al. 2016a) and RSC/MPA (Silson et al. 2016b), and all three 

scene-selective regions show greater functional connectivity with peripheral ( > 5 degrees) 

than foveal V1 (Baldassano et al. 2016b). Further, consistent with the increase in pRF size 

with eccentricity in early visual cortex, pRFs in the scene-selective regions are larger than 

those in more foveally-biased cortex (Grill-Spector et al. 2017, Silson et al. 2015). Finally, in 

terms of elevation, OPA shows a bias for the lower visual field and PPA for the upper visual 

field (Silson et al. 2015), but there appears to be no elevation bias in RSC/MPA (Silson et al. 

2016b). Similar biases for the upper and lower visual field have also been reported in the 

monkey, with the LPP showing an upper-field bias and the putative homologue of the OPA 

in dorsal extrastriate cortex showing a lower field bias (Arcaro & Livingstone 2017).
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Consistent with these findings of retinotopic responses, multiple retinotopic maps overlap 

with scene-selective regions (Figure 1a). Notably, however, there is no one-to-one 

relationship between scene regions and any given retinotopic map. For example, PPA 

overlaps to varying proportions with maps termed VO-2, PHC-1 and PHC-2 (Arcaro et al. 

2009, Silson et al. 2015). Similarly, OPA overlaps dorsal V3, V3A, V3B, LO-1 and LO-2, 

with some parts of OPA located outside of any currently identified maps (Bettencourt & Xu 

2013, Nasr et al. 2011, Silson et al. 2016a). For RSC/MPA, recent work has suggested the 

presence of a retinotopic map in a similar cortical location (putatively V2A), although the 

precise relationship to RSC/MPA is unclear (Elshout et al. 2018). Similar overlap with 

retinotopic maps has been reported in monkeys, with the LPP overlapping maps OTS-1 and 

OTS-2, and the dorsal scene-selective region overlapping DP, V3A and part of dorsal V3 

(Arcaro & Livingstone 2017).

The retinotopic biases observed in scene regions may have functional implications. The 

relatively large peripheral pRFs might make the scene regions sensitive to large scale 

summary statistics or gist of the input that could enable rapid scene recognition (Boucart et 

al. 2013, Larson & Loschky 2009). The differential biases for the upper and lower visual 

field in PPA and OPA, respectively, might make them sensitive to different aspects of scenes. 

For example, large, immoveable objects that may serve as landmarks are more likely to 

occupy the upper visual field and PPA responds strongly to these types of stimuli. In 

contrast, the surface on which we are moving is likely to occur in the lower visual field, and 

OPA responses reflect the navigational affordances of scenes (Bonner & Epstein 2017, 

Bonner & Epstein 2018).

Visual features modulating responses in scene-selective cortex

Although the scene regions are defined by the comparison of scenes versus non-scene 

categories, many low-level visual features differ between these categories and have been 

shown to modulate responses in these regions. For example, the scene regions are more 

responsive to high than low spatial frequencies (e.g. Rajimehr et al. 2011), and manipulating 

spatial frequency content changes the information available in multivoxel response patterns 

(Berman et al. 2017, Watson et al. 2016). Other visual properties that modulate responses in 

scene regions include rectilinearity (Nasr et al. 2014) and the overall orientation distribution, 

with stronger responses to images with cardinal rather than oblique orientations (Nasr & 

Tootell 2012). Even without presenting scenes, differential responses can be observed to 

minimal stimuli (e.g. geometric shapes) that differ in spatial frequency and rectilinearity 

(Nasr et al. 2014, Rajimehr et al. 2011). Finally, the temporal dynamics of scene processing 

also suggest an influence of low level features. Intracranial recordings from PPA show a 

distinction between scene and non-scene images emerging within 100 ms, which might 

reflect a rapid feedforward analysis of global scene features (Bastin et al. 2013). In EEG, 

summary image statistics influence event-related potential amplitudes from 100 ms up to 

300 ms post-stimulus, suggesting that low-level visual features also influence later stages of 

scene processing (Groen et al. 2016, Groen et al. 2013, Harel et al. 2016).

Can the apparent category selectivity of scene regions be explained in terms of sensitivity to 

low-level visual features? The weight of the evidence tends to argue against this idea. For 
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example, scene selectivity remains when rectilinearity is controlled for by matching scene 

and face stimulus sets (Bryan et al. 2016) or when low level featural differences are tightly 

controlled between stimuli perceived as a scene or not (Schindler & Bartels 2016). When 

considering the contribution of low level visual features to responses in scene regions, it is 

important to note that high level aspects of scenes (e.g. category) and low level features (e.g. 

spatial frequency) are inextricably linked (Groen et al. 2017). For example, forest scenes are 

typically characterized by high spatial frequency, and cityscapes will have a high degree of 

rectilinearity. Thus, it is not surprising that features such as spatial frequency and 

rectilinearity modulate responses. More important is understanding the relationship between 

low level features and the higher level scene information that is used to guide behavior, a 

topic we take up later in this paper.

Information processing in the scene network

Many cognitive functions have been attributed to the scene network, including scene 

recognition, spatial perception, spatial navigation, and guidance of visual search. To perform 

such functions, these regions must extract representations of higher-level aspects of scenes, 

such as spatial layout, scene category, place identity, spatial location and heading (Figure 2). 

The extraction of such high-level qualities is often thought to be one of the central goals of 

vision, as this is the kind of information that is necessary for vision to interact with long-

term knowledge such as semantic categories or cognitive maps. Here, we survey studies that 

have probed mid- and high-level representations within the scene network that relate to 

cognitive function.

What are the stimuli and tasks that activate the scene regions?

The PPA responds strongly to images that convey information about local spatial layout, 

even if the depicted environment is devoid of discrete objects (e.g., an empty room, 

consisting of just walls, ceiling, and floor, or an empty landscape) (Epstein & Kanwisher 

1998), and even if the “scene” is nothing more than a layout made of Lego blocks (Epstein 

et al. 1999) perceived either visually or haptically (Wolbers et al. 2011). Similar effects are 

observed in RSC/MPA and OPA (Kamps et al. 2016, Wolbers et al. 2011). Consistent with 

these fMRI results, individual neurons in parahippocampal cortex respond significantly more 

strongly to images that have an interpretable spatial background than to images that have an 

uninterpretable background or no background (Mormann et al. 2017). These findings 

suggest a sensitivity to the spatial structure of the stimulus (e.g. “scene-like” vs. “object-

like”). Building on this general notion, fMRI responses in scene regions are sensitive to the 

size (Park et al. 2015), openness (Henderson et al. 2011), distance (Henderson et al. 2008) 

and coherence (Epstein & Kanwisher 1998, Kamps et al. 2016) of the depicted space, and to 

the height of space-defining boundaries (Ferrara & Park 2016).

Additional insight into the functions of scene regions comes from examination of their 

submaximal activation to non-scene stimuli. In PPA, there is a reliable hierarchy of 

responses, with high response to images of buildings cut out from the surrounding 

environment, medium response to man-made objects (vehicles, tools), low response to 

animals and bodies, and virtually no response to faces. This ordering might reflect 
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sensitivity to higher order properties of the stimuli. Studies have explored different high-

level factors, revealing sensitivity of response that relates to the real-world size of objects 

(Konkle & Oliva 2012), spatial stability (Mullally & Maguire 2011), distance from the 

viewer (Amit et al. 2012, Cate et al. 2011), interaction envelope (Bainbridge & Oliva 2015) 

or the extent to which the objects are associated with specific contextual settings (Bar & 

Aminoff 2003).

Results such as these have led to theories that the role of PPA, RSC/MPA and OPA in scene 

perception might be conceptualized more broadly in terms of the processing of landmarks 

(Auger et al. 2015, Epstein & Vass 2014, Troiani et al. 2014), contexts (Aminoff et al. 2013), 

or spaces (Bainbridge & Oliva 2015, Mullally & Maguire 2011). A challenge for such 

interpretations is that some high-level factors might be inherently confounded with low- and 

mid-level visual features discussed in the previous section that are known to affect response 

in scene regions (Long et al. 2018). For example, large objects might tend to be more 

rectilinear, while small objects might tend to be more curved (Konkle & Oliva 2012). 

However, it is unlikely that low-level features can explain all of these high-level effects. 

Preferential response to large, stable objects is even observed in blind participants making 

size judgments in response to auditory cues (He et al. 2013). Moreover, effects of landmark 

status are observed even when this factor is determined by the experience of the viewer, 

rather than by the category or shape of the object. For example, the PPA responds more 

strongly to objects that were previously encountered at decision points along a route 

compared to objects encountered at less navigationally relevant locations (Janzen & van 

Turennout 2004, Schinazi & Epstein 2010). A similar effect is observed in RSC/MPA for 

objects that are encountered at fixed rather than variable locations within a virtual maze 

(Auger et al. 2015).

Turning back to the activation elicited by scenes, several studies have examined how 

responses in scene regions vary as a function of real-world familiarity with the depicted 

location (Epstein et al. 1999, Epstein et al. 2007a, Epstein et al. 2007b). Familiarity effects 

are especially strong in RSC/MPA, where images of familiar locations can elicit 50% more 

activation than images of unfamiliar locations. In contrast, familiarity effects in PPA and 

OPA are weaker and less reliable. These results suggest that RSC/MPA might play a more 

mnemonic role in scene processing, whereas the function of the PPA and OPA may be more 

perceptual. Consistent with this view, activation in RSC/MPA when viewing scenes is 

significantly enhanced if the participants are asked to retrieve spatial information, such as 

where the scene is located within the broader environment or the facing direction of the 

depicted view (Epstein et al. 2007b), and activation in RSC/MPA increases in tandem with 

the participants’ acquisition of survey knowledge when learning a new environment 

(Wolbers & Buchel 2005).

Representations related to scene recognition

Although univariate analyses are useful for identifying the cognitive processes supported by 

a region, they are less informative about the representations that mediate those processes. In 

this section and the next, we review studies that have used methods such as multivoxel 

pattern analysis (MVPA), voxelwise encoding models, and fMRI adaptation to understand 
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the representations supported by scene regions. The present section considers 

representations that are useful for scene recognition; the subsequent section considers 

representations useful for spatial perception and navigation.

A scene can be recognized at several different levels of specificity: (i) as a member of a 

semantic category (e.g. kitchen, forest, beach); (ii) as a specific location, room, or building 

(e.g. the kitchen on the fifth floor of Goddard Hall on the University of Pennsylvania 

campus); (iii) as a specific view of a location, room, or building (e.g. the kitchen viewed 

from the Northeast). Multivoxel activation patterns in PPA, RSC/MPA and OPA distinguish 

between scenes of different categories, as do those in the object-selective lateral occipital 

complex (LOC) and early visual cortex (Epstein & Morgan 2012, Walther et al. 2009). 

Multivoxel activation patterns in PPA, RSC/MPA and OPA also distinguish between 

individual landmarks, such as buildings on a college campus (Epstein & Morgan 2012, 

Morgan et al. 2011). Notably, when the visual similarity is partially controlled for by using 

very different views (interior vs. exterior) of the same landmark in the classification analysis, 

it is still possible to decode landmark identity in the PPA, RSC/MPA, and OPA, while 

classification performance in brain regions outside of the scene network falls to chance 

(Marchette et al. 2015).

What is the nature of the underlying representations that allow scene categories and 

individual landmarks to be classified in scene regions using MVPA? The possibilities range 

from low-level features (e.g. scene categories are distinguishable based on their Fourier 

amplitude spectra; see Oliva & Torralba 2001) to purely abstract semantic, linguistic, or 

spatial codes. The fact that it is possible to cross-decode between interior and exterior views 

of the same landmark suggests some degree of abstraction related to identity, particularly in 

the anterior PPA, where the cross-decoding was related to the participants’ amount of 

experience with the landmark (Marchette et al. 2015). With regards to abstract 

representations of scene categories, the evidence is equivocal, with one study finding cross-

decoding between visual depictions and verbal descriptions in a wide swath of cortex, 

including PPA, RSC/MPA, and cIPL (Kumar et al. 2017), but another study finding an 

absence of cross-decoding between visual and auditory scenes (e.g. between a visual image 

of a beach and the sounds that one would hear on a beach) in the same regions (Jung et al. 

2018). Given the strong evidence that PPA, RSC/MPA, and OPA are—at least in their 

posterior portions—visually responsive regions, we believe that the category and landmark 

decoding observed in many MVPA studies is most likely driven primarily by between-

category and between-landmark differences in visual or shape features.

Some insight into what those features might be comes from studies that have examined 

responses to scenes presented in different stimulus formats. Scene category can be cross-

decoded between multivoxel patterns elicited by color photographs and line drawings in 

PPA, RSC/MPA, and OPA (Walther et al. 2009); this result has been replicated using 

multiunit responses in LPP (Kornblith et al. 2013). In PPA and OPA, such cross-decoding 

appears to be driven primarily by the statistics of contour junctions, as category information 

in the multivoxel patterns is eliminated by shifting contours in line drawings relative to each 

other (thus disrupting junctions), but not by rotating the image (thus disrupting orientation 

statistics) (Figure 3a)(Choo & Walther 2016). These results suggest that category 
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distinctions in PPA and OPA are driven in part by category-related differences in the 3-d 

shapes of scenes, as contour junctions are strong cues to this kind of information. Indeed, as 

we will discuss in the next section, there is strong evidence that scene regions are sensitive 

to global shape properties of scenes.

Surface properties, such as color, texture and material, might provide another source of 

information about the category or identity of a scene. For example, a desert is identifiable 

based on the presence of fine grained yellow sand, and a specific building might be made of 

wood, concrete, or brick. Scenes with different wall textures elicit distinguishable multivoxel 

patterns in PPA, even when they are artificial rooms with the same spatial geometry (Park & 

Park 2017). Moreover, the PPA shows fMRI adaptation across scenes and surfaces with the 

same surface texture and across 2-d object arrays that have different contours but share the 

same visual statistics (e.g. two different piles of strawberries) (Cant & Xu 2012). These 

texture effects are less reliable or unreliable in RSC/MPA and OPA. Consistent with these 

neuroimaging results, the firing rates of cells in the LPP and MPP are modulated by 

differences in texture in addition to being modulated by differences in viewing angle and 

distance (Kornblith et al. 2013).

A third source of information about the category or identity of a scene comes from the 

objects that the scene contains. A beach umbrella, for example, likely indicates that one is 

looking at a beach, while a computer monitor suggests that one is looking at an office. For 

this reason, it is perhaps not surprising that many studies have reported decoding of scene 

category in object-selective LOC (Choo & Walther 2016, Jung et al. 2018, Walther et al. 

2009). The multivoxel patterns elicited by scenes in LOC are linearly related to the 

multivoxel patterns elicited by their constituent objects, suggesting that LOC “constructs” 

scene representations out of object representations (MacEvoy & Epstein 2011). Moreover, in 

a study that used an encoding model approach, Stansbury and colleagues (Stansbury et al 

2013) demonstrated that it was possible to predict the voxelwise responses to scenes 

throughout high-level visual cortex, including PPA, RSC/MPA, OPA, and LOC, based on the 

scenes’ membership in artificial “categories” that were defined based on within-scene 

objects. When viewing artificial scenes consisting of walls and a single focal object, PPA 

encodes information about both the object and the shape of the room (e.g. open vs. closed), 

while LOC encodes information about the object alone and RSC/MPA encodes information 

about the shape alone (Harel et al. 2012). This suggests that PPA might form a unified 

representation of a scene that incorporates object information obtained from LOC and 

information about the shape of space obtained from RSC/MPA (and possibly OPA—see next 

section).

Beyond category and scene/landmark identity, a number of studies have examined coding of 

individual scene views. These studies have typically used fMRI adaptation, which tends to 

be a more fine-grained tool for examining representations than MVPA (Drucker & Aguirre 

2009, Epstein & Morgan 2012, Hatfield et al. 2016). These studies have revealed adaptation 

effects in PPA, RSC/MPA, and OPA that are specific to individual views (Epstein et al. 

2003, Epstein et al. 2007a), consistent with the sensitivity to viewpoint observed in LPP and 

MPP neurons (Kornblith et al. 2013), as well as adaptation effects that generalize across 

views (Epstein et al. 2007a, Morgan et al. 2011). In PPA, cross-adaptation is observed 
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between views of the same scene taken at different distances (Persichetti & Dilks 2016) and 

also between mirror-reversed images of the same scene (Dilks et al. 2011), suggesting this 

region is somewhat indifferent to manipulations that preserve the identity and the intrinsic 

spatial structure of the scene, consistent with a putative role in recognition. In contrast, OPA 

and RSC/MPA show recovery from adaptation in these cases, suggesting that they are more 

sensitive to the spatial relationship between the scene and the viewer. Other experiments, 

however, have found a greater degree of viewpoint-invariance in RSC/MPA compared to 

PPA (Park & Chun 2009). Some of these apparently conflicting results might be attributed to 

the use of different adaptation paradigms (Epstein et al. 2008), as the relationship between 

adaptation effects and underlying neural representations is not well understood (Epstein & 

Morgan 2012, Hatfield et al. 2016).

Representations related to spatial perception and navigation

Scenes are—by definition—spaces. Thus, it is not surprising that many studies have focused 

on how the PPA, RSC/MPA, and OPA encode spatial information. These studies have 

identified representations of the spatial structure of the local scene (“vista space”) and also 

representations of the broader space extending beyond the current perceptual horizon 

(“environmental space”).

A key concept is the spatial layout of scenes. Broadly speaking, layout is the spatial 

organization of the elements of the scene. An important component of layout is the 

arrangement of fixed surfaces such as walls and ground planes, which defines the geometric 

shape of the scene. A long line of research in animal behavior and developmental 

psychology suggests that geometric information is crucial for spatial orientation (Cheng & 

Newcombe 2005, Gallistel 1990, Julian et al. 2018b, Lee 2017) and behavioral evidence 

suggests the shape of the scene is one of several global features used for scene recognition 

(Greene & Oliva 2009). As noted previously, there is considerable evidence that scene 

regions respond strongly to the presence of geometry-defining boundary surfaces (Epstein & 

Kanwisher 1998, Ferrara & Park 2016).

MVPA studies have shown that scene regions represent the spatial layout of scenes. In PPA, 

for example, scene-evoked patterns are determined primarily by the shape of the scene (open 

vs. closed) and the distance to the scene surfaces (near vs. far), rather than the content of the 

scene (urban vs. natural) (Figure 3b)(Kravitz et al. 2011, Park et al. 2011). Patterns in 

RSC/MPA exhibit similar sensitivity to the shape of the scene (Harel et al. 2012, Park et al. 

2011) and to the size of the depicted space (large vs. small) (Park et al. 2015), and shape 

coding is also observed in OPA (Kravitz et al. 2011). In a recent study, Lescroart and Gallant 

(2019) found that voxelwise responses in all three regions could be predicted based on the 

histogram of surfaces distances and orientations within a scene (Figure 3c). This 3-d 

structural model explained unique variance in the responses that could not be explained by 

low-level models based on 2-d orientation and spatial frequency. Consistent with results 

from earlier studies, the first principal component of the 3-d structural model weights 

reflected the distances to the surfaces in the scene, while the second PC reflected the degree 

of openness.
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What about more specific representations of environmental shape, such as whether a room is 

square, rectangular, round, or L-shaped? Surprisingly, this issue has not been investigated 

with MVPA, though a recent adaptation study found evidence that the PPA is sensitive to 

length and angle changes in line drawings of scenes, which are potential cues to scene 

geometry (Dillon et al. 2018). Additional relevant evidence comes from a study that used 

MVPA to identify representations of the navigational affordances of scenes—where one can 

move to, and where one’s movement is blocked (Bonner & Epstein 2017). The study used 

both artificial scenes, for which environmental shape was completely controlled and the 

affordances were defined by the locations of exits, and real-world scenes, for which 

pathways for movement were determined by a combination of features including 

environmental boundaries. In both cases, multivoxel patterns in OPA distinguished between 

scenes based on the direction (left vs. center vs. right) that one could move to egress the 

scene (Figure 3d). These results are consistent with other findings that implicate OPA in the 

processing of the spatial structure of scenes (Dilks et al. 2011, Julian et al. 2016, Persichetti 

& Dilks 2018).

The spatial structure visible in the local scene is just a part of the spatial structure of the 

broader environment. Among the three scene regions, RSC/MPA appears to be most 

centrally involved in relating the local scene (vista space) to its surroundings (environmental 

space) (Byrne et al. 2007, Epstein 2008, Julian et al. 2018b, Vann et al. 2009). Crucial to 

solving this problem is the ability to represent allocentric (i.e. world-referenced) spatial 

quantities such as heading (the direction that one is currently facing) and location (one’s 

position in the world). Several MVPA and adaptation studies have found evidence that 

RSC/MPA represents heading and location when participants are given tasks that require 

them to recover spatial information from memory, either in response to scenes or in response 

to verbal prompts (Baumann & Mattingley 2010, Marchette et al. 2014, Robertson et al. 

2016, Shine et al. 2016, Vass & Epstein 2013, Vass & Epstein 2017). The precise quantity 

observed (heading, location, or both) in RSC/MPA varies across studies, consistent with 

neurophysiological results that suggest the existence of a flexible and multidimensional 

spatial code that might manifest itself in fMRI responses in multiple ways depending on the 

details of the stimuli, environment, and task (Alexander & Nitz 2015). Notably, one study 

found that location and heading codes in RSC/MPA were anchored to the shape of the local 

space as defined by fixed boundary elements (Marchette et al. 2014). Such scene-referenced 

allocentric codes might be essential for mediating between the local scene and the broader 

environmental space. For further discussion of the role of scene regions in environmental 

spatial coding, see previous reviews (Epstein et al. 2017, Julian et al. 2018b).

Establishing a causal role in function

The conclusions above are drawn primarily from neuroimaging studies, but they are 

supported by studies using causal methods. There is an extensive neuropsychological 

literature examining the effects of neurological insult to the parahippocampal and 

retrosplenial cortices, which has been reviewed elsewhere (Aguirre & D’Esposito 1999, 

Epstein 2008, Maguire 2001). Broadly speaking, damage to parahippocampal cortex leads to 

impairments in recognizing places and landmarks, while damage to the medial parietal 

region encompassing RSC/MPA leads to deficits in the ability to use scenes and landmarks 
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to retrieve a heading and localize oneself in space. To our knowledge, there are no reports of 

patients impaired at recognizing scenes at the categorical level, although this is perhaps not 

surprising given that scene category can be ascertained through both scene-based and object-

based cues, the latter being processed outside of PPA and RSC/MPA. Of note, one patient 

with extensive LOC damage but preserved PPA retained the ability to recognize scenes at the 

categorical level even though her object recognition ability was profoundly impaired 

(Steeves et al. 2004).

The neuropsychological literature on OPA is less well established. Damage to the inferior 

intraparietal sulcus, adjoining but distinct from OPA, is associated with Balint’s syndrome, 

one of whose primary symptoms is simultanagnosia, an inability to attend simultaneously to 

multiple elements within a scene (Bettencourt & Xu 2013, Xu & Chun 2009). Neurological 

insults localized to OPA, on the other hand, have not been reported. However, because OPA 

is close to the skull, it is an ideal target for transcranial magnetic stimulation (TMS), a 

technique that allows researchers to create a “virtual lesion” that temporarily disrupts normal 

information processing. TMS of OPA leads to impairments in the ability to recognize the 

categories of scenes (Ganaden et al. 2013) and discriminate scenes based on their spatial 

layout (Dilks et al. 2013). Moreover, a recent TMS study suggested that OPA may be 

especially involved in the perception of environmental boundaries (Julian et al. 2016). Taken 

together with the neuroimaging results, these findings suggest that OPA may process visual 

features that are essential for both scene recognition and spatial perception. We expect that 

results from studies using causal methods will continue to be important, especially insofar as 

they guide and constrain our interpretation of data obtained with correlational methods like 

fMRI and neural recordings.

The future of scene research: New approaches and conceptualizations

Computational modelling

As we have emphasized throughout this review, the existence of inherent correlations 

between low level visual features (e.g. edges, contrast, color), mid-level features (e.g. 

contour junctions) and high-level abstract properties (e.g. specific place, semantic features) 

can make it challenging to attribute observed responses to any particular type of 

representation. To gain traction on this issue, one approach is to test explicit, computable 

models of the properties that might underlie representations. To date, model-based 

approaches have been used to investigate representations of navigational affordances 

(Bonner & Epstein 2018) and scene category (Groen et al, 2018), and have modelled 

properties such as objects (Stansbury et al. 2013), and surface distances and orientations 

(Lescroart & Gallant 2019). Here we will focus on issues that future work will need to 

consider.

First, it is important to compare multiple models since many different models may account 

for some aspects of the measured responses. One such approach is to use variance 

partitioning to establish the unique response variance accounted for by each model. For 

example, using a voxel-wise encoding model approach, Lescroart and colleagues (2015) 

found that separate models based on the spatial frequency, subjective distance and the 

categories of objects present could each explain some variance in fMRI responses in scene 
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regions to a large set of scenes. Importantly, however, when variance partitioning was used 

to determine the extent to which the different models were accounting for unique or shared 

components of the response variance, it was revealed that all three models were largely 

explaining the same variance. A researcher who had explored only one of these models 

might have been tempted to conclude that it was “correct” when in fact other theoretically 

distinct models provide equally good accounts of the data.

Second, to optimize the ability to compare different models, studies should consider 

selecting stimuli that reduce the covariation among model features (see Lescroart et al, 2015 

for discussion). One possible approach is to restrict variation of features by testing highly 

constrained or artificial stimuli. However, this approach runs the risk of generating findings 

that do not generalize to the broader range of natural scene stimuli. Alternatively, natural 

stimuli can be sampled in a way that minimizes the covariation across the stimulus features 

in the models. Such an approach was used to compare object, deep neural network (DNN) 

and functional models of scene processing (Groen et al. 2018) revealing that responses to 

scenes in all three scene regions were best explained by the DNN feature model (Figure 4a).

Third, while it is important to test multiple models, there are a huge number of possible 

models that could be tested and the statistical power to distinguish between model 

contributions diminishes as the number of models increases. The critical question then 

becomes how to select the specific models tested. Groen et al. (2018) addressed this issue by 

selecting models based on a prior large-scale behavioral study that tested many more models 

(Greene et al, 2016). Alternatively, Lescroart and Gallant (2019) adopted the approach of 

separately comparing three 3D structural models and three 2D visual feature models and 

then comparing the best 3D model with the best 2D model.

Finally, DNNs have become a popular model of visual processing given their high levels of 

performance on object classification tasks and the correspondence between representation in 

different layers of the DNNs and stages of the ventral visual processing pathway. 

Representational similarities within a network trained on scene classification (Zhou et al. 

2014) have been shown to correspond with representational similarities in the brain observed 

with both MEG (Cichy et al. 2017) and fMRI (Bonner & Epstein 2018, Groen et al. 2018). 

Such findings suggest that the DNN is a good model for scene processing. However, it can 

be challenging to understand the internal operations and theoretical principles that account 

for the DNN-brain correspondences. One possible approach is to run in silico experiments to 

assess how information in the DNN is affected by systematically varying the inputs. A 

recent study using this approach found that the computation of affordance related activation 

patterns depended on the presence in the image of high spatial frequencies and cardinal 

orientations in the lower visual field (Bonner & Epstein 2018). Moreover, units in the 

intermediate levels of the DNN that represented affordances were selectively responsive to 

boundary-defining junctions and extended surfaces (Figure 4b). These observations provide 

insight into how the DNN transforms low-level visual information into higher-level features. 

While most work thus far has focused on DNNs pre-trained for recognition, future work 

should investigate how the features represented in DNNs vary as a function of both task and 

training images.
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Scene perception in the real world

Another important challenge for future research is understanding the contributions of scene 

regions to scene perception in cases where both the stimuli and tasks are ecologically 

realistic. The vast majority of neuroimaging experiments on scene perception might be 

characterized as “holiday snapshot perception”--a well-composed photograph is flashed on 

the screen in foveal vision, and the subject attempts to understand the photograph as quickly 

as possible. Certainly there are some situations – for example, when coming through a 

doorway—in which a scene suddenly becomes visible and must be rapidly interpreted. 

However, it is more frequently the case that we are immersed in an environment for an 

extended period of time, and our comprehension of the scene must develop across multiple 

fixations and changes in body and head position. In such real-world situations, the identity 

and category of the surroundings does not change at a rapid rate, but the spatial relationship 

between the observer and the scene is in constant flux. This contrasts somewhat with the 

case of object perception, where a new object comes into view at each fixation and must be 

rapidly identified based on a new bolus of high-resolution information from the center of the 

visual field.

So, how are scenes perceived in the real world? Some insight comes from naturalistic 

viewing experiments. When participants are asked to simply watch a movie in the scanner, 

PPA responds most strongly to movie frames depicting street scenes, landscapes, rooms, or 

corridors (Hasson et al. 2004). This finding shows that the preferential response to scenes in 

the PPA is not an artifact of the one-image-at-a-time presentation paradigm that is used in 

most laboratory experiments. Moreover, it suggests the possibility that scene areas tend to be 

most active when we attend broadly to the environment rather than focusing in on a specific 

object (Treisman 2006). It would be of great interest to relate activity in scene regions to the 

dynamics of eye movements, attention, and full-body kinematics during active navigation 

(e.g. Matthis et al. 2018). fMRI may not be the optimal method for investigating this issue, 

given the inherent motion restrictions of fMRI scanners, but other cognitive neuroscience 

methods, such as mobile electroencephalography, functional near-infrared spectroscopy, and 

electrocorticography, might provide useful data.

A related problem is understanding how scene regions contribute to ecologically relevant 

real-world behaviors. Consider the case of navigation—getting from one location to another 

in the real world. It is broadly accepted that there are at least two ways that this can be 

achieved (Chersi & Burgess 2015). First, a navigator can use a response-based strategy, in 

which she implements a series of actions, each of which is triggered by the presence of a 

specific landmark (“turn left at the church, walk down the street about 500 feet”). Second, 

she can use a cognitive-map based strategy, which involves keeping track of one’s location 

and heading in a consistent spatial coordinate frame. Response-based strategies involve the 

striatum, particularly the caudate nucleus, whereas map-based strategies involve the 

hippocampus and entorhinal cortex. A recent report indicates a functional connection 

between the PPA and the caudate (Nasr & Rosas 2016), which suggests the possibility that 

the PPA might provide landmark information to this structure during response-based route 

following. In cognitive-map based navigation, PPA and RSC/MPA are typically activated 

(Hartley et al. 2003), and we previously outlined evidence that they might play 
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complementary functional roles, with the PPA primarily concerned with processing place-

related cues that indicate which hippocampal map needs to be retrieved, and RSC/MPA 

primarily concerned with processing cues that allow the navigator to localize and orient 

themselves relative to the retrieved map (Epstein et al. 2017, Julian et al. 2018b, Julian et al. 

2015). Beyond these preliminary observations, we believe that the role of scene regions in 

realistic navigation remains to be explored.

Two other important real-world behaviors that often recruit scene processing are visual 

search and object recognition. Whether it is looking for our keys on a crowded counter, or 

looking for a mailbox on a crowded street, scene properties can be essential for guiding 

visual search (Torralba et al. 2006). The neural operations that implement this guidance are 

not well understood, but one neuroimaging study found that when subjects searched for cued 

objects in unfamiliar scenes, multivoxel patterns in RSC/MPA, LOC, and the intraparietal 

sulcus coded the side of the scene that the object was most likely to appear (Preston et al. 

2013). In familiar scenes, on the other hand, work using the contextual cueing paradigm 

suggests that the hippocampus is crucial for guiding search for objects that appear 

consistently in the same position (Chun & Phelps 1999, Greene et al. 2007). Scene 

information may also have an influence on object recognition (Biederman et al. 1982, 

Davenport & Potter 2004) especially when the percept of the object is unclear (Oliva & 

Torralba 2007). In such cases, contextual signals from the PPA and RSC/MPA may work in 

concert with top-down signals from medial prefrontal cortex to constrain object recognition 

(Bar 2004, Brandman & Peelen 2017). These contextual signals may provide information 

about which objects are typically found in a given scene and their most likely locations.

Beyond the “classical” scene network

A third promising line of new research explores scene representations outside of the 

“classical” scene network, most notably in the hippocampus. Contrary to the common view 

that this structure exclusively supports memory, alternative theories propose that it plays a 

central role in scene construction—that is, the bringing together of elements from memory 

or the imagination into a coherent spatial framework (Maguire & Mullally 2013)—or scene 

perception (Graham et al. 2010). Consistent with these ideas, damage to the hippocampus 

leads to impairment on tasks involving scenes, even when there is minimal mnemonic 

demand (Lee et al. 2005), and reduces boundary extension, which is often taken as a 

behavioral marker of scene processing (Mullally et al. 2012; although see Kim et al. 2015). 

The anterior medial hippocampus, especially the subiculum and pre/para-subiculum, is more 

activated when imagining scenes that when imagining objects (Dalton et al. 2018) and more 

active in a perceptual oddity task when scenes rather than objects are the items to be 

compared (Hodgetts et al. 2017). Moreover, a recent study found that the hippocampus was 

more active when viewing intact scenes than when viewing scrambled scenes during the 

standard 1-back perceptual matching task that is often used by vision scientists to localize 

scene regions (Hodgetts et al. 2016) (see also Zeidman et al. 2015).

A key unresolved question is whether scene representations in the hippocampus bear any 

resemblance to scene representation in the PPA, RSC/MPA, and OPA. One salient difference 

between these regions is that there is no evidence for a retinotopic map of visual space in the 
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hippocampus. However, there are longstanding reports of “spatial view cells” in this region 

(Rolls & Wirth 2018), and recent work suggests that entorhinal cortex—the primary input 

structure to the hippocampus—uses grid cells to represent visual space in a reference frame 

that is anchored to the geometry of the visual display (Julian et al. 2018a; see also Killian et 

al. 2012, Nau et al. 2018). Thus, one possibility is that visual scene representations in the 

PPA, RSC/MPA, and OPA are transformed into more purely spatial scene representations in 

entorhinal cortex and the hippocampus that would be akin to a cognitive map of the scene 

(Epstein et al. 2017, Julian et al. 2018b, Nau et al. 2018). In any case, the role of the MTL in 

scene processing deserves further investigation, and in general an important issue for the 

future is understanding how scene regions operate within the context of larger brain 

networks.

Such studies may provide insight into an interesting question: why did the human visual 

system evolve to have three scene regions? As discussed previously, PPA and OPA are 

differentially sensitive to stimulation in the LVF vs. UVF, so it is reasonable to hypothesize 

that differences in visual input might have driven the development of separate scene regions 

within the ventral vs. dorsal visual pathway. Equally relevant in determining the anatomical 

and functional organization of the scene system, however, might be the need to communicate 

with downstream target systems such as the hippocampus. The medial temporal lobe 

memory system is evolutionarily conserved across humans, monkeys, and rodents (Burwell 

et al. 1995). In rodents, major inputs to this system are provided by postrhinal and 

retrosplenial cortices (Furtak et al. 2007, Yoder et al. 2011) which are believed to be the 

homologues of parahippocampal and retrosplenial cortices in primates. Thus, PPA and 

RSC/MPA might have developed in their specific anatomical locations in order to take 

advantage of these two pre-existing points of connection to the entorhinal cortex and 

hippocampus.

Conclusions

Over the past 20 years, we have learned much about scene processing in the human brain. Of 

central importance are the scene-selective brain regions PPA, RSC/MPA, and OPA, although 

other brain regions, such as object-selective LOC and possibly the hippocampus, also play a 

role. Our review reveals the complex nature of processing within these regions: sensitivity to 

low-level features is observed, but also sensitivity to higher-order properties of the stimulus; 

scene regions mediate visual recognition, but also spatial navigation; there is some 

differentiation of function between the three scene regions, but the observed specializations 

are by no means absolute. Despite these important insights, there is still much to learn, and 

future work will need to develop computational models, explore scene perception under 

ecologically realistic conditions, and understand how scene regions interact with larger brain 

networks. Given the importance of these questions and the richness of the data, both neural 

and behavioral, we anticipate that scene perception will continue to be a central topic of 

investigation in vision science in the years to come.
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Summary Points:

1. fMRI studies have identified three brain regions that respond selectively to 

scenes: the PPA, RSC/MPA, and OPA. Homologues of these three scene-

responsive brain regions have been found in macaques.

2. Retinotopic responses are observed in PPA, posterior RSC/MPA, and OPA. 

PPA is more sensitive to stimulation in the upper visual field, whereas OPA is 

more sensitive to stimulation in the lower visual field.

3. Scene regions exhibit preferences for low-level visual features that are 

characteristics of scenes, such as high spatial frequencies, rectilinear 

junctions, and edges at cardinal orientations. However, this sensitivity to low-

level features does not appear be sufficient, on its own, to account for their 

scene-selective response.

4. Scene regions also exhibit responses that relate to higher-order structure in the 

stimulus. They respond strongly to the presence of environmental boundaries 

that define the spatial layout of scenes. Their response to single objects is 

modulated by spatial factors such as the real-world size, spatial stability, and 

navigational relevance of the objects.

5. Scene regions discriminate between scenes at multiple levels: as members of 

different scene categories (“beach”), as unique places or landmarks, or as 

individual views. Underlying these discriminations are representations of 

spatial layout (in PPA, RSC/MPA, and OPA), surface properties (in PPA), and 

within-scene objects (in PPA and LOC).

6. Scene regions also encode spatial properties that are useful for navigation. 

PPA and OPA are primarily concerned with analyzing local spatial structure 

of scenes (“vista space”), whereas RSC/MPA encodes quantities like facing 

direction and location that are crucial for understanding the relationship 

between the local scene and the broader environment.

7. Future work should develop explicit computational models of information 

processing in scene regions, investigate scene processing using realistic 

stimuli in the context of ecologically important tasks, and explore the 

interaction between scene regions and other parts of the brain, including the 

hippocampus.
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Figure 1. Scene-selective cortical regions.

A) Group average data showing the location of the scene-selective cortical regions with 

respect to anatomy and retinotopically-defined areas. The circular insets show the portion of 

the visual field eliciting the strongest response within each scene region based on population 

receptive field mapping. PPA (left) is located in and around the collateral sulcus on the 

medial part of the ventral temporal cortex. It overlaps with retinotopically defined regions 

PHC-1, PHC-2 and VO-2 and responds most strongly to stimuli in the contralateral upper 

visual field. RSC/MPA (middle) is located in medial parietal cortex in and around the ventral 

portion of the parieto-occipital sulcus. It responds most strongly to stimuli in the 

contralateral visual field with no clear bias to the upper or lower visual field. OPA (right) is 

located near the transverse occipital sulcus in occipito-parietal cortex. It overlaps most 

prominently with V3B and LO2, but also with V3A, V7/IPS0, and LO1, and responds most 

strongly to stimuli in the contralateral lower visual field.

B) Relationship between the different regions based on functional connectivity. There is 

strong functional connectivity between all three regions, but posterior PPA (pPPA) shows 

stronger connectivity to OPA and posterior parts of RSC/MPA, while anterior PPA (aPPA) 

shows stronger connectivity with the caudal inferior parietal lobe (cIPL), a region anterior to 

OPA, and anterior parts of RSC/MPA as well as adjoining regions in posterior cingulate 

cortex. This pattern of functional connectivity might reflect separate networks for perceptual 

(pPPA, OPA, posterior RSC/MPA) and memory-based (aPPA, cIPL, anterior RSC/MPA) 

processing. COS – collateral sulcus, OTS – occipitotemporal sulcus, MFS – mid-fusiform 

sulcus, CaS – calcarine sulcus, POS – parieto-occipital sulcus, IPS – intraparietal sulcus
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Figure 2. Scene perception depends on both multi-level properties of the image and the 
observer’s goals.

The visual system analyzes many properties of scenes, ranging from low-level features (e.g. 

edges, color) to mid-level elements (e.g. layout, objects) to high-level semantic and spatial 

properties (e.g. scene category). The results of these analyses can be used in the service of 

several different behavioral goals. Note that although we group properties into three levels 

for exposition, these levels are notional, as properties at different levels are inherently 

correlated, and consequently there may not be a strict low-to-high hierarchy of processing.
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Figure 3. Representations of the spatial structure of scenes

A) Results from an fMRI study showing that scene representations in PPA rely on contour 

junctions, an important cue for the three-dimensional arrangement of scene surfaces. 

Multivoxel patterns were measured for line drawings depicting 6 scene categories. Category 

could be cross-decoded between original (intact) and rotated line drawings, but not between 

original (intact) and contour-shifted line drawings. The first manipulation preserves the 

contour junctions in the stimulus, while the second manipulation destroys them. Similar 

results were obtained in OPA.

B) Results from an fMRI study showing that scene representations in PPA are organized by 

spatial structure. Multivoxel activation patterns in the PPA were measured for 96 scenes. 

Multidimensional scaling of these data (left) reveals grouping of scenes based on layout 

(open vs. closed). The representational dissimilarity matrix (right) shows a clear distinction 

between open and closed scenes.

C) Results from an fMRI study showing that individual voxels in PPA respond to scenes 

based on layout-defining surfaces. Artificial scenes were modelled in terms of a histogram 

of surfaces at different tilt/slant and depth. Responses of voxels in scene regions could be 

predicted based on this model. Right shows a PPA voxel that exhibits a complex sensitivity, 

including strong response to fronto-parallel surfaces at intermediate distances.

D) The navigational affordances (i.e. pathways for movement) of scenes were evaluated by a 

set of raters, and then quantified in terms of an angular histogram. Representational 

similarities between multivoxel patterns in OPA (and, to a lesser extent, PPA) were related to 

these affordances.
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Figure 4. Computational approaches to understanding scene perception in the brain.

A) Multivoxel fMRI patterns in PPA were obtained for 30 scene categories, and the resulting 

representational dissimilarity matrix (RDM) was compared to RDMs for three possible 

models of scene processing. Dissimilarity in the Objects model was based on the objects 

present within each scene; dissimilarity in the DNN features model was based on activation 

in a deep neural network trained on object classification; and dissimilarity in the Functions 

model was based on types of actions (e.g. walking, vacuuming) that could be carried out in 

each scene. Categories (e.g. bus depot, putting green, volcano, pier) were chosen to 

maximally differentiate between the three models. Middle panel shows that the RDMs for all 

three models correlate with the PPA RDM, with the strongest correlation for the DNN 

feature model. Right panel shows the results of variance partitioning, showing that much of 

the PPA variance explained by the Object and Functions models is shared with the DNN 

features model, which explains the most unique variance. Total response variance accounted 

for by all three models was 14.8%.

B) In an in silico experiment, the response profiles of individual DNN units were assessed 

by comparing response to an unaltered image with response to the same image overlaid with 

a small occluder. A discrepancy map showing the portion of the image that the unit responds 

to was created by varying the location of the occluder. On the right are discrepancy maps of 

three scenes for two DNN units that were previously shown to convey information about 

navigational affordances. The top unit appears to respond to features related to doorways; 

the bottom unit appears to respond to open spaces along the ground plane.
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