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ABSTRACT With advances in machine vision systems (e.g., artificial eye, unmanned aerial vehicles,

surveillance monitoring) scene semantic recognition (SSR) technology has attracted much attention due

to its related applications such as autonomous driving, tourist navigation, intelligent traffic and remote

aerial sensing. Although tremendous progress has been made in visual interpretation, several challenges

remain (i.e., dynamic backgrounds, occlusion, lack of labeled data, changes in illumination, direction, and

size). Therefore, we have proposed a novel SSR framework that intelligently segments the locations of

objects, generates a novel Bag of Features, and recognizes scenes via Maximum Entropy. First, denoising

and smoothing are applied on scene data. Second, modified Fuzzy C-Means integrates with super-pixels and

RandomForest for the segmentation of objects. Third, these segmented objects are used to extract a novel Bag

of Features that concatenate different blobs, multiple orientations, Fourier transform and geometrical points

over the objects. An Artificial Neural Network recognizes the multiple objects using the different patterns

of objects. Finally, labels are estimated via Maximum Entropy model. During experimental evaluation,

our proposed system illustrated a remarkable mean accuracy rate of 90.07% over the MSRC dataset and

89.26% over the Caltech 101 for object recognition, and 93.53% over the Pascal-VOC12 dataset for scene

recognition, respectively. The proposed system should be applicable to various emerging technologies, such

as augmented reality, to represent the real-world environment for military training and engineering design,

as well as for entertainment, artificial eyes for visually impaired people and traffic monitoring to avoid

congestion or road accidents.

INDEX TERMS Scene recognition, object segmentation, recognition, bag of features, artificial neural

network, maximum entropy, object pattern.

I. INTRODUCTION

Visual sensor [1] technology is one of the most significant

human sensing tools that attains content awareness from the

surroundings by exploiting the statistical dependencies of

detected objects [2]. Using visual sensor technology, people

can also identify multiple objects [3], find and describe the

relationships between objects [4], [5] and interpret situations

to perceive scene types. Tomakemachines capable of sensing

the world as humanoid abilities, researchers have paid major

The associate editor coordinating the review of this manuscript and

approving it for publication was Mu-Yen Chen .

attention to scene semantic recognition (SSR) [6], [7], auto-

matic analysis of object positions [8] and structural correla-

tion between multiple objects in scenery images. However,

massive challenges remain (i.e., variation in illumination,

size of objects, view orientations, multi-object occlusion and

object tracking) to improve the reliability of SSR in practi-

cal applications such as security navigation to automatically

identify suspicious/violent scenes, recognition of social inter-

action type in public areas, distinguishing between various

sports scenes [9], remote sensing [10] and aerial scene clas-

sification [11], [12]. The SSR system proposed in this paper

is comprised of the steps illustrated in Fig. 1.SSR systems
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usually consist of four basic modules: pre-processing, object

segmentation, feature extraction and recognition. The pre-

processing module is used to target specific areas of interest

and also to remove unnecessary information such as noise

contents [13]. The object segmentation [14] module deals

with the transformation of an image into a set of pixel regions

represented by a mask or labels in an image. The feature

extraction [15] module is used to identify and label each

object. Finally, in the recognition module, a semantic rela-

tionship amongst detected objects is observed and a classifier

is applied to marked objects with their predefined labels for

recognizing scene classes. Many well-known methods such

as multiscale contrast, region clustering, histogram span-

ning, color/texture features, plane-based point clouds, graph-

cut and kernel collaborative classification are considered to

strengthen all the above modules during SSR.

In this paper, we propose a novel SSR model that inte-

grates modified Fuzzy C-Means [16] and Random Forest to

segment single/multiple objects [17]. Then, different features

such as discrete Fourier transform, blob extraction, multiple

orientation and geometrical shape are merged to develop a

Bag of Features. After feature extraction, Artificial Neural

Network [18] recognizes single/multiple objects based on

extracted features. Finally, these objects estimate the poste-

rior of the class label by employing the Maximum Entropy

[19] method for scene classification. In this frameworks,

we have resolved several problems that can directly affect the

recognition accuracy of multiple objects and scenes, namely,

variations in the size of the objects, variations in illumination,

multiple view orientations of the object, occlusion caused by

multiple objects in the scene, shadows, high intensity edges

and changes in the direction of the objects in the images.

We obtained remarkable improvement in recognition rates

over other state-of-the-art (SOTA) methods in three datasets.

The major contributions of this work can be summarized as

follows.

• We propose a robust method for multiple objects and

scene recognition based on Artificial Neural Network

and Maximum Entropy model, which can successfully

predict the semantic labels of objects in different scenes.

• Improved segmentation for the estimation of multiple

regions of images and a novel Bag of Features is the

main contribution of this work. Our precise segmenta-

tion improved the overall accuracy of scene recognition.

• A novel Bag of Features for multiple object recognition

has improved recognition accuracy by Artificial Neural

Network.

• The efficiency and the efficacy of the proposed work are

validated in the experimental results over three publicly

available datasets demonstrating that the proposed work

outperforms other SOTA methods.

The rest of the paper is structured as follows: Section II

discusses the related the work. Section III presents the

flow architecture of the proposed SSR methodology which

includes Fuzzy C-Means and Random Forest algorithms,

feature extractions using multiple techniques, multiple

objects recognition using ANN and scene recognition via

Maximum Entropy. Section IV describes the analysis and

comparison of the recognition rate of our work with other

SOTA SSR systems using MSRC, Caltech 101 and Pascal-

VOC12 datasets. Finally, Section V provides the conclusion

with some future directions.

II. RELATED WORK

Visual scenes are examined by humans in a simple man-

ner, however, machines face various challenges, specifi-

cally, object location, size variation, view orientation and the

impact of these challenges on scenes to makes the extraction

and manipulation of useful information for SSR problematic.

Furthermore, the visual interpretation of data from these

scenes remains a critical task for researchers. We divide the

related work into object segmentation and scene recognition.

A. SINGEL/MULTIPLE OBJECT SEGMENTATION AND

RECOGNITION

During object segmentation, an image is partitioned into a

set of pixel regions represented by a mask or labels. Such

segmentation of single/multiple objects with complex back-

grounds has been the subject of extensive studies and still

has massive gaps which need to be filled to remove the

imperfections from the studies. Liu et al. [20] proposed a

framework to recognize a salient object based on their novel

set of features including multiscale contrast, a histogram

spanning from the center to the surroundings and spatial dis-

tribution with respect to color. They extended their approach

by imparting Random Geometric prior Forest for the best

segmentation results from sequential images. Li et al. [21]

proposed a salient segmentation method, by using a saliency

mask and distinct object labels. This segmentation method

includes three steps: estimation of saliency maps, detection

of salient object contours and identification of salient object

instances.

Xu et al. [22] formulated a technique by integrating Fuzzy

C-Means (FCM) and Graph Cut to segment images and

split the colors into super-pixels by implementing the Turbo-

pixel algorithm. They extracted color histogram features from

these super-pixels to make clusters and employed Graph Cut

to extract the segmented objects. Khan et al. [23] proposed a

model in which they fused the pairwise relative spatial infor-

mation of images with distance and angles between visual

information in the images while most approaches considered

the distance only. Using the extra information, they have

reduced the computational cost and achieve good classifica-

tion accuracy of 83.50% over the MSRC dataset but they lack

in the classification accuracy over the Caltech 101 and Pascal-

VOC07 datasets which produced only 68.40% and 54.97%

accuracy respectively. Li et al. [24] introduced a method for

object recognition based on the optimal Bag of Words model

and Region of Interest (ROI). They extracted ROI by the

combination of a saliency map and Shi-Thomasi corner. They

considered SIFT feature descriptor, visual codebook through
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FIGURE 1. Flow architecture of proposed SSR model using Bag of Features and Maximum Entropy model.

Gaussian Mixture model and Support Vector machine to

perform object recognition and classification.

B. SCENE RECEOGNITION

Scene recognition is currently the most widely studied topic

that explores new directions such as the structure recognition

of urban areas based on contents in the scenes, satellite or

aerial remote sensing recognition, similar object properties

among different scenes and orientation recognition of dif-

ferent objects (i.e., robots and smart machines). In [25],

P. Espinace et al. proposed a generative probabilistic hierar-

chal model that uses low-level features for object detection

and then these objects are contextually analyzed for scene

recognition. They used a probability-based object classifier

that worked on pre-searched objects to devise the probability

distribution of scenes. In [26], J. Shotton et al. introduced

a discriminative model which incorporates texture, layout,

context information andwell using conditional randomfields.

Their model provided automatic scene recognition based on

visual information and semantic segmentation.

Chen et al. [27] developed a system, in which a Prototype-

Agnostic scene layout construction approach is used to rep-

resent the spatial structure of scene images. Their system has

flexibility to capture the diverse characteristics of the scene

images and has generalization capability. In [28], R. Kachouri

et al. used unsupervised image segmentation to efficiently

segment the image into meaningful regions. They applied

the merging mechanism on the color and texture features to

explore various objects to sketch scene information. Li and

Fei [29] proposed the Generative Graphical model, varia-

tion message passing and scene level likelihoods to achieve

integrative and holistic scene recognition. Their approach

needs proper semantic labels for the scenes, and therefore

complex variations among object definition causes effects

during recognition. Xie et al. [30] designed a framework

which employed a Spatial Partitioning Scheme and Spatial

Pyramid Matching for scene recognition. They used a low-

level visual descriptor and examined various autoencoders to

encode low level features into mid-level features. They then

performed scene recognition using high level image signa-

tures via modified Spatial Pyramid and the Normalization of

mid-level features. Zhang et al. [31] proposed object distance

and a kernel-based framework that builds an object bank

representation to discriminate multiple objects and traverse

all pixels of an object to understand its properties. They then

used object-to-class kernels to find class distances which

properly classify different scenes.

III. OUR APPROACH

Firstly, preprocessing includes noise removal, smoothing and

normalization of object sizes in all images of the datasets.

Secondly, segmentation of the image is performed by Fuzzy

C-Means and Random Forest to efficiently partition the

image into segments. At the third stage, a Bag of Fea-

tures approach integrates multiple orientations, blobs, Fourier

transform and geometric features for extraction, and compu-

tation is applied. The last and fourth stage comprises a sin-

gle/multiple object recognition incorporated Artificial Neural

Network and achieves scene recognition results byMaximum

Entropy.

A. PRE-PROCESSING AND NORMALIZATION

During pre-processing, the raw images in datasets are col-

lected under different circumstances such as illumination

changes [32] and contrast distribution which cause extra arti-

facts, high intensity values and varying scales of objects in the

images (see Fig. 2(a)). To clear this unwanted information,

initially, we have adjusted the dimension to 320 × 213 using

fixed window resizing. Then, smoothing is applied using

wiener filter to remove the extraneous noise (see Fig. 2(b)).

Wiener filtering [33] is a linear estimation technique which

minimizes the overall mean square error in the process of

inverse filtering and noise smoothing which are based on

a stochastic framework. Here, the Wiener Filter W (x, y) is

used to find the best estimate of the original image O(i, j)

from the degraded image d(i, j) caused by extraneous noise
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FIGURE 2. Examples of image filtering process including (a) noisy images
and (b) filtered images using wiener filter over MSRC objects dataset.

n(i, j). The wiener filter achieves an estimation of the original

image as follows;

W (x, y) =
pd (x, y) − pn (x, y)

pd (x, y)
(1)

where pd (x, y) and pn (x, y) are the power spectra of the

degraded image and the extraneous noise as shown in Fig. 3.

B. MULTIPLE OBJECT SEGMENTATION

After the pre-processing phase, multiple objects segmenta-

tion [34] algorithms are discussed in which we divide the

whole image contents into different parts, i.e., regions or clus-

ters based on various high level and low-level features (i.e.,

color, pixel orientation and pixel intensity) using Threshold-

ing and Clustering techniques. Here, regions and locations of

objects are defined through segmentation and these extracted

regions are used for further classification tasks. In this paper,

two novel techniques, namely, Fuzzy C-Means using Super-

Pixels and Random Forest for multiple objects segmentation,

are described as follows.

1) MODIFIED FUZZY C-MEAN ALGORITHM

In this section, we proposed a Modified Fuzzy C-Means

based on Super-Pixels along with Mahalanobis distance [35].

Conventional Fuzzy C-Means is a clustering algorithm [36],

[37] which uses unsupervised learning and cluster data via

minimization criteria and cluster centers. We have modified

it by using the super-pixels as input as the MFCM used

less computational time compared to Fuzzy C-Means. Super-

pixels are achieved applying Mahalanobis distance over the

input images. Computational time is shown in Table 2.

In the proposed MFCM, we performed segmentation using

the objective function JMFCM which minimizes the weighted

distance of the total data points X that contain Super-Pixels

(as shown in Fig. 3), number of clusters c, cluster centers pi
and membership matrix U which are defined as;

X = {x1, x2, . . . ., xN , P = {p1, p, . . . ., pc (2)

U =
[

uij
]

∈ [0, 1]c×N (3)

JMFCM =

N
∑

j

P
∑

i

umij d
2
M (4)

FIGURE 3. Few examples of super-pixel extraction from the images.

FIGURE 4. Multiple objects segmentation using MFCM based on
Super-pixel and Mahalanobis distance.

using

∀j ∈ {1, . . . ,N } , i ∈ {1, . . . , c} : 1 ≥ uij ≥ 0 (5)

∀j ∈ {1, . . . ,N } :
∑c

i=1
uij = 1, 1 < m < ∞ (6)

where N is the data points, P is the total number of classes,

uij is the membership degree of point xi in the j
th cluster, m is

the weight that represents the degree of fuzziness and dM is

the Mahalanobis distance between given datapoint xi which

is represented as;

dM = (xi − V )T
−1
∑

(xi − V ) (7)

∑

=
1

N

∑N

j=1
(xi − V )(xi − V )T (8)

where V shows the mean vector for all samples. Fig. 4

indicates multiple clusters of objects with different colors

using proposed MFSM object segmentation. Iterations of the

minimization function of MFCM are carried out according to

the Algorithm 1.

2) RANDOM FOREST FOR MULTIPLE OBJECT

SEGMENTATION

For pixel-based object segmentation, we also used a Random

Forest (RF) algorithm [38], [39] that deals with the multi-

class object segmentation problem based on similarity mea-

sure [40] between the image patches. Fig. 5 demonstrates the

flow diagram for RF. A forest is a combination of decision

trees T where each T consists of root nodes, splitting nodes

and leaves. Each node contains a set of features (i.e., pixel

intensity difference, HOG and SIFT) and a threshold value to

be classified. Thus, the set of binary decision trees T , entire

training set Xtrain, features X and total number of classes Y

are shown as;

T = {t1, . . . .,tT (11)
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FIGURE 5. General flow of the Random Forest algorithm for object segmentation.

Algorithm 1Modified Fuzzy C-Mean

Input: All super-pixels X , number of clusters c and fuzzi-

ness m (1 < m < ∞)

Output: Multiple classes based on clusters and distance

dM

1. Randomly initialize the center of clusters p0i and

initialize the termination threshold ε > 0 and fix

iteration limit K .

2. k = 1

3. Compute the membership U k using the centers pk−1
i

ukij =
1

∑c
l=1 (

∥

∥xj−p
k
i

∥

∥

∥

∥xj−p
k
l

∥

∥

)

2
m−1

1 ≤ i ≤ c, 1 ≤ j ≤ N (9)

4. Update the cluster center pki using membership

matrix U k

pki =

∑N
j=1

(

uk−1
ij

)m
xj

∑N
j=1

(

uk−1
ij

)m , 1 ≤ i ≤ c (10)

5. If

∥

∥

∥
pki − pk−1

i

∥

∥

∥
< ε or k > K then stop

Else k = k + 1 and go to step 3.

X = {xi, . . . .,xn, Y = {1, . . . ,C} (12)

Xtrain ⊆ X × Y (13)

To train the RF [41], two working nodes (i.e., splitting

nodes and leaf nodes) are used for the binary decision func-

tion which assigns the present sample to the left or the right

node. We have evaluated a set of random decision functions

over each sample in order to find a suitable decision based on

information gain H (I ) which is given as;

H (I ) =
∑C

c=1
pc(1 − pc) (14)

where pc is the probability of class c and H (I ) has chosen

the multiple threshold values θ and weight hypothesis W

randomly to properly train RFs as xTW ≤ θ to select the

best hypothesis for each labeled object class (See Fig. 6). For

FIGURE 6. Multiple objects segmentation using Random Forest over a
Pascal-VOC12 scene dataset.

all input vectors, each decision tree t uses the appropriate

decision function and assigns a class probability pt (
C
/

x) at

the leaf node which is represented as;

p
(

c/x
)

=
1

T
pt

(

c/x
)

(15)

C. BAG OF FEATURES EXTRACTION

To extract the valuable Bag of Features (BoF), we com-

puted different low-level and geometrical shape features over

MFCM segmented objects for better recognition of multiple

objects. These features incorporate various characteristics

such as extreme concatenate points, invariant properties, mul-

tiple orientations, and geometrical displacement values. Each

of these features is described as follows.

1) GEOMETRIC SHAPE EXTRACTION

In geometric shape features, we calculated four different

extreme points (upper left, lower left, upper right and lower

right) and extracted their location values. Then, Euclidian

distance [42] measures the distance between the left point

(x1l, y1l) and the right point (x2r , y2r ) of the segmented

object and is formulated as;

‖dE‖ =

√

(x1l − x2r )
2 + (y1l − y2r )

2 (16)

where dE represents the Euclidian distance and (x1l, y1l) and

(x2r , y2r ) are the x, y coordinates of first and second points,

respectively. Fig. 7 shows different shapes with the junction

of points of multiple objects in the images.

2) DISCRETE FOURIER TRANSFORM

Discrete Fourier Transform (DFT) is used to convert images

(spatial domain) into Frequency domains. In frequency
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FIGURE 7. Geometrical shape features extraction using Euclidian
distance.

Algorithm 2 Bag of Feature Extraction

Input: Segmented images

Output: Feature Vector containing Bag of Features

1) F1 = ExtractGeometricalShapePoints

2) F2 = CalculateFrequenciesByFourierTransform

3) F3 = GenerateMultipleOrientationByGaborFilter

4) F4 = ExtractBlobsOverImages

5) Vi = CreateFeatureVectors fi)

6) For each fi in features do

{

Concatenate = (Vi,Vi+1)

}

FIGURE 8. Plots of discrete Fourier transform feature having distinct
variations among Pascal-VOC12 images.

domains [43], images are decamped to their cosine and sine

components and each point (pixel) of the images represents

a frequency value with respect to a particular time. Fig. 8

establishes distinct feature vectors of each class by effectively

differentiating the frequency values of the shape of each

labeled object. Thus, for an image of N pixels separated

at sample time t, the DFT for the signal (in the frequency

domain) f (t) of the image is given as;

DFT(kl) =

∫ ∞

−∞

f (t)e−kltdt (17)

3) MULTIPLE ORIENTATIONS USING GABOR FILTER

Among multiple local orientation features, we applied a set

of Gabor filters [44] to extract different orientations where

Gabor angle θ = [00, 450, 900, 1350]. It measures different

frequencies of a particular phase just like a band-pass filter.

We have considered 40 Gabor filters [45] having 4 orienta-

tions where angles θ = [0◦, 45◦, 90◦, 135◦] and 10 different

FIGURE 9. Examples of features extraction over an image using Gabor
filter (a) segmented images, (b) different phases and (c) magnitude of
orientations of images.

FIGURE 10. Multiple blob extraction over objects.

scales to extract the optimal features. It is represented as;

G (i, j) = αe
−

(i2+j2)

2s2 sin (2π f◦ (icosθ + jcosθ)) (18)

where α is a normalizing factor, s is for scale, f◦ represents the

frequency and θ represents orientation. Fig. 9 demonstrates

multiple orientations for 45,90 and 135 degree for the horse-

riding scene of a Pascal-VOC12 dataset.

4) BLOB EXTRACTION

The basic purpose of blob extraction [46] techniques is to

isolate and extract the homogenous regions that have distinct

feature. Blobs are extracted over the images in the shape

of ellipses with different sizes and they represent the pixels

of images that belong to one of many discrete regions. The

size of the ellipses can be adjusted by scale parameter. These

blobs can be filtered, counted, and tracked. Fig. 10 represents

multiple blobs of different scales over the objects.

D. MULTIPLE OBJECTS RECOGNITION BASED ON

ARTIFICIAL NEURAL NETWORK

Artificial Neural Network [47] is a computational model,

which is used for statistical data modeling over non-linear

data. It is a machine learning tool which is inspired by the

human brain system and performs learning by replicating the

learning system of the human brain. ANN finds different

patterns of data or relationships between input and output

using artificial inter-connected neurons. ANN consists of

input, output and one or more hidden layers. The input layer

is transformed into output layer through the hidden layers.

ANN can be implemented using different algorithms, and we

used a feed forward form multi-layer perceptron (MLP) [48]

algorithm to accomplish the recognition of multiple objects
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FIGURE 11. Block diagram of the Artificial Neural Network for multiple
objects recognition.

patterns. Our MLP model consists of input layer, two hidden

layers and an output layer. Fig. 11 shows the overall frame-

work of the ANN algorithm applied for object recognition.

The back-propagation algorithm (BPA) is used for the

training of MLP by minimizing the Mean Square Error

(MSE) [49] between the actual output and predicted output

for an input to the network, based on gradient iterations. The

Batch training method (BTM) [50] is used for training.

BTM accelerates the speed of training and the convergence

of mean square error to the desired value. The training of

MLP is carried out through two broad passes, a feed forward

pass and a backward calculation and updating of weights

with MSE determination. The iterative updating of weights

continues until the desired value or performance is achieved.

The mathematical derivation of the of error ekn and MSE is

given as;

ekN = ojN − ykN (19)

MSE =
1

2M

∑Mk

k=1

∑Nn

n=1
e2kN (20)

where oj = [oj1, oj2, . . . .ojN ] is the desired output for jth

input pattern, ykN shows the output as the final recognized

objects using k th layer, N is the total input units, Mk is the

total output unit and Nn is the total input patterns. It repeats

until it meets the performance criteria. Fig. 12 shows a few

examples of object recognition using ANN over MSRC and

the Pascal-VOC12 scene dataset.

E. SCENE RECOGNITION VIA MAXIMUM ENTROPY (ME)

METHOD

A maximum entropy [51], [53] method is used for the esti-

mation of the posterior distribution [53] of class labels given

to the objects in the images using a Bag of Features xi in

section 5. In the training, ME regulated the statistics of the

Bag of Features set and remained as uniform as possible in

the testing. ME estimates the posterior distribution (statistics)

of all objects in the images based on Bag of Features xi,

then makes a decision and gives the scene label [54] using

the object with maximum posterior distribution [55]. We

FIGURE 12. Some results of multiple object recognition with class label
over the objects using ANN over (a) MSRC and (b) Pascal-VOC12 scene
dataset.

used xi(I , ck ) a set of feature functions, where I shows the

image and ck object class labels in the image. To achieve the

posterior distribution of a given Bag of Features of an object,

the expected distribution [56] estimate P(c|I ) is matched to

those observed in the training set T . The average value of

Bag of Features xi in the training set T is given as;

xi =
1

|T |

∑

I∈T
xi(I , ck (I )) (21)

Expected value of xi over the training set ck given as;

E [xi] =
1

|T |

∑

I∈T

∑

c
P(ck |I )xi(I , ck ) (22)

On the other hand, we have achieved the P(c|I) having

maximum conditional entropy as;

H = −
1

|T |

∑

I∈T

∑

c
P(ck |I ) logP(I , ck ) (23)

where H shows the constraints E[xi] = xi. Then, desired

distribution in exponential form is given as;

P(ck |I ) =
1

Nr
exp(

∑

k
λixi(I , ck )) (24)

whereNr is a normalizing factor and λi are parameters, which

are achieved under the exponential model after maximizing

the likely values of the training data. After achieving posterior

distribution of all objects of a scene, object-to-object relations

(OOR) [57], [58] are determined using contextual informa-

tion of objects to increase the scene recognition accuracy.

OOR is important for complex scene, which contains co-

occurrent visual patterns such as a bike is likely to be on road

while not fly in sky and boat is likely to be over water while

not over a road. OOR is achieved by using visual cues (i.e.,

area, size) and relative object position. Firstly, we applied the

dot product operation to find the appearance weight between

target object jth for j ∈ {1, 2, . . . , n to another object ith for

i ∈ {1, 2, . . . , n as,

wt (j, i) =
fj.fi

d(j, i)
(25)
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where fj and fi are the visual features of jth and ith object

respectively. d(j, i) is the distance between the jth and ith

object. Then, relation of jth object to other objects is achieved

as,

Rj =
∑

i
wt (j, i) .f ni (26)

where f ni are the visual features of ith object. After determin-

ing relation between the object, we have achieved scene types

such as sailing (OOR as grass, water, person, boat), train track

(OOR as sky, grass, train, track) and air plane runway (OOR

as air plane, grass, runway road, sky). Fig. 13 shows scene

recognition using ME and OOR.

IV. EXPERIMENTAL SETUP AND RESULTS

Experiments are carried-out over a hardware system equipped

with Intel Core i7 at 5 (GHz) CPU, and 16 GB RAM having

a 64-bit Windows-10 operating system. All experiments are

performed using different methods and libraries of image pro-

cessing in Matlab. For a thorough evaluation of the proposed

framework, we performed different sets of experiments, i.e.,

classification accuracy, precision, recall and F1 score by con-

sidering the Leave One Subject Out (LOSO) cross-validation

scheme. For training and testing in LOSO, we divided the

whole dataset into N subsets. Each subset contains k number

of images. The proposed model was trained on all subsets

except for one subset which was used as the test set and

predictions were made for that set. We then repeated the

process N times leaving out a different subset as the sin-

gle test set each time. During the experimental evaluation,

Precision was achieved as the ratio of accurately predicted

positive instances to the total predicted positive instances.

Sensitivity was achieved as the ratio of accurately predicted

positive instances to the total number of instances in the actual

class such as true positive and false negative. Specificity

was achieved as the ratio of accurately predicted negative

instances to all wrong predicted instances. The F1 score was

achieved as the weighted average of precision and recall as;

Precision =
True Positive

True Positive+ False Positive
(27)

Sensitivity =
True Positive

True Positive+ False Negative
(28)

Specificity =
True Negative

True Negative+ False Positive
(29)

F1 score =
2(Precision× Recall)

(Precision+ Recall)
(30)

To evaluate the performance of the proposed architecture,

we considered three challenging object recognition datasets,

i.e., MSRC [59] and Caltech 101 [60] and one scene recogni-

tion dataset, i.e., Pascal-VOC12 [61]. In the following sub-

sections, we describe dataset details, multiple experiments

of performance results over these datasets and the compar-

ison of the proposed SSR method with other SOTA SSR

methods.

FIGURE 13. Scene recognition based on multiple objects using the
maximum entropy method expresses scene recognition examples via the
maximum entropy method.

FIGURE 14. A set of sample images from the MSRC dataset with
corresponding ground-truth.

A. DATASETS DESCRIPTION

We have considered two object datasets (i.e., MSRC and

Caltech 101) and one scene dataset (i.e., Pascal-VOC12). The

details of these datasets are given as follows:

1) MSRC OBJECTS DATASET

TheMSRC dataset includes 591 different object images from

real-world environments such as a hilly scene, sea, road sign

and houses. The dataset has fifteen object classes such as cow,

dog, grass, bench, duck, flower, water, sky, cat, sign, tree,

bird, boat, car and building. The MSRC contains 213 × 320

pixel resolution convoluted images with multiple objects.

Fig. 14 shows some examples of images with their corre-

sponding ground-truth annotations of the MSCR dataset.

2) CALTECH 101 OBJECTS DATASET

The Caltech 101 dataset consists of images with multiple

categories, which are split into object and background cate-

gories. Each image has a resolution of about 300×200 pixels.

The Caltech 101 dataset includes multiple object classes like

camera, cell phone, barrel, bass, fish, cup, elephant, bike,

panda, rhino, strawberry, airplane, water, tree, and watch.

Fig. 15 shows a few examples of images with their corre-

sponding ground-truth annotations of the Caltech 101 dataset.

3) PASCAL-VOC12 SCENE DATASET

The Pascal-VOC12 dataset is used to recognize visual scene

classes in realistic environments based on different objects.

The experimental evaluations include fifteen different scene

classes such as sailing, horse riding, air plane runway, bike

riding, cycling, train track, beach, road traffic, forest, sea,

sports, plants, flying plane, city and parking with different

image resolutions. The specific goal of experiments is to

identify the overall scene type of image based on multiple

objects. Fig. 16 presents some scene images with their corre-

sponding ground-truth annotations from the Pascal-VOC12

scenes dataset.
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FIGURE 15. A set of sample images from the Caltech 101 dataset with
corresponding ground-truth.

FIGURE 16. A set of sample images from the Pascal-VOC12 dataset with
corresponding ground-truth annotations.

TABLE 1. Comparison of objects segmentation average accuracies to
competitive methods over three benchmark datasets.

B. PARAMETER SETTINGS AND EVALUATION

The proposed system is evaluated against various parameters,

i.e., object segmentation accuracies, Computational time of

segmentation algorithms, classification accuracy, precision,

recall and F1 score to observe maximum distinguishable

patterns in the performance of all the datasets.

1) ABLATION EXPERIMENTS

In this section, we compared our method with other SOTA

methods. We conducted experiments over three datasets to

compare segmentation, object and scene recognition accu-

racy.

a: SEGMENTATION ACCURACY

We evaluated our method, CSFCM method, PNC Model,

Multiple Kernel Learning and Bag of Contour method based

on object segmentation and the experimental results are sum-

marized in Tables 1 and 2. As demonstrated in Tables 1 and

2, our method yields higher accuracy of segmentation and

lessens computational time for segmentation compared to

other methods over similar datasets.

b: OBJECT RECOGNITION ACCURACY

We evaluated the GA based Joint Classifier, Hierarchical

abstract semantic model, Image Classification with ELM

TABLE 2. Comparison of average segmentation computation time to
competitive methods over three benchmark datasets.

and CSIFT, Context-aware Network, SPM+SVM model,

Adoptive Discriminant Analysis method and our method

for object recognition accuracy over the MSRC and Cal-

tech 101 datasets. Table 3 summarizes the objects recog-

nition results for each individual class of MSRC in the

form of a confusion matrix; it achieves a mean accuracy of

90.07%. From the experimental results, it can be observed

that our proposed bag of features can fairly distinguish dif-

ferent object classes of the MSRC dataset. Some confusion

is perceived between closer pairs of objects like cow, dog,

and cat; boat and car; and water and sky, but the overall

results are quite remarkable. The proposed method is used

over 15 different objects which obtained the best classifi-

cation accuracy of 89.26% over the Caltech101 dataset as

shown in Table 4. However, it can be observed that due

to significant feature behaviors, a few objects classes, i.e.,

barrel, bike, strawberry, and tree achieved the highest accu-

racy rates which are positively reflected in their recognition

performance.We have also evaluated the precision, recall and

F1 score parameters for the MSRC and Caltech 101 datasets.

Tables 5 and 6 shows the precision, recall and F1 scores

of all classes used in the MSRC and Caltech 101 datasets

respectively. Table 7 shows the comparison of the proposed

method with other SOTA methods. The significant per-

formance improvement verifies the efficiency of proposed

model.

c: SCENE RECOGNITION ACCURACY

We evaluated our method, Spatial Sampling Network, HCP-

Alex, PSP-Net, PSA-Net, MSC-GPA and Fisher-Net method

over the Pascal-VOC 12 dataset for scene recognition accu-

racy. Table 8 presents the comparison results between the

proposed method and the SOTA method over the Pascal-

VOC12 scenes dataset while Table 9 depicts scene recog-

nition performance over 15 different scenes with a mean

accuracy of 93.53% using a Maximum Entropy classifier.

Here, a few scenes boost overall performance due to effi-

cient (OOR) with less uncertainty and maximum condi-

tional entropy such as sailing (i.e., OOR as grass, water,

person, boat), train track (i.e., OOR as sky, grass, train,

track) and air plane runway (i.e., OOR as air plane, grass,

runway road, sky). Table 10 shows the precision, recall

and F1 score for all classes used in the Pascal-VOC12

dataset. The significant performance improvement verifies

the efficiency of the proposed model over other SOTA

methods.
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TABLE 3. Confusion matrix of objects recognition accuracies over the msrc dataset using ANN.

TABLE 4. Confusion matrix of individual object class accuracies over the caltech 101 dataset using ANN.

C. IMPACT OF THE NUMBER OF IMAGE SAMPLES PER

CLASS

Experiments of the proposed model performed on k number

of image samples per class shows that the distribution of

image samples must be adequate, as inadequate distribution

of image samples could affect the performance of the system.

Increasing the number of image samples could increase the

accuracy of the system. In this section, we evaluate the impact

of the number of image samples by varying the value of k

from 5 to 25, as demonstrated in Fig. 17.
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TABLE 5. Measurements of precision, recall and F1 score of proposed method over the msrc dataset.

TABLE 6. Measurements of precision, recall and F1 score of proposed method over the Caltech 101 dataset.

TABLE 7. Comparison of object recognition accuracy of proposed method
with other SOTA methods over the MSRC and Caltech 101 datasets.

As shown in Fig. 17, the accuracy of the proposed system

increased significantly as the value of k varies from 5 to 15

but it became slower when value is greater than 15. Thus,

we conclude that changes in the number of image samples

can affect the accuracy of the system.

V. DISCUSSIONS

Our adaptation of the Scene Semantic Recognition frame-

work is designed to obtain high F1 scores and recognition

TABLE 8. Comparison of scene recognition accuracy of the proposed
method with other sota methods over the PASCAL-VOC12 dataset.

accuracy by considering all regions/objects in the images. Ini-

tially, datasets are denoised using the Wiener filter. We then

passed the input images through the segmentation section.

First, we applied the Fuzzy C-Mean for segmentation but it

cost high computational time because it works at the basic

pixel level. We modified the Fuzzy C-Mean to decrease the

computational time by using super-pixels as input. These

super-pixels are achieve applying the Mahalanobis distance
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TABLE 9. Confusion matrix of individual scene class of accuracies over the PASCAL-VOC12 dataset using maximum entropy.

TABLE 10. Measurements of precision, recall and F1 score of the proposed method over the PASCAL-VOC12 dataset.

FIGURE 17. Effect of image samples on accuracy.

over the images. We also applied the RF to compare segmen-

tation results. The results of MFCM were improved, so we

used these results for further implementation. Furthermore,

by using the novel bag of features, the proposed system

shows robustness regarding changes in illumination, shad-

ows, occlusion of multiple objects, direction, and changes

in the size of objects. Then, the Patterns of segmented

objects are considered to assign class labeling to all objects

using ANN. Finally, scenes are recognized through the ME

model and object-to-object relations. Thus, our approach has

achieved remarkable accuracy with less computational time.
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VI. CONCLUSION

In this paper, we proposed a novel and effective framework

that robustly segments the location of objects, generates a

newBag of Features, and recognizes complex scene scenarios

using five steps. Firstly, preprocessing is carried out over

the images to remove extra artifacts and noise. We have

used a linear estimation technique to minimize the mean

square error and stochastic framework for smoothing the

images through Wiener Filtering. Secondly, we explored

Fuzzy C-Means encapsulated with random forest to split the

objects into different regions during the object’s segmentation

problem. After segmentation various are passed through a

feature extraction section of the proposed model and these

segmented objects are analyzed by the dynamic geometrical

shapes, discrete Fourier transform, dominant orientations and

blobs of objects features to examine the directional proper-

ties, invariant characteristics and object size normalization

among these Bag of Features. Fourthly, we employed anANN

model for objects recognition through different patterns of

data and relationships between input and output using arti-

ficial inter-connected neurons. Finally, Maximum Entropy

estimates the class labels of all scenes. We adopted three

benchmark datasets MSRC, Caltech 101 and Pascal-VOC12

for training and testing of the proposed framework. Our

proposed model demonstrated remarkable performance in

terms of computation, segmentation and accuracy compared

to statistically well-known SOTA systems.

In future work, we plan to investigate new features such as

entropy-based features, depth, and energy features ofmultiple

objects to improve region extraction and object recognition

accuracy. The effectiveness of Maximum Entropy as a pre-

dictor and estimator may be improved using deep learning

methods for overall scene recognition based on object-to-

object and object-to-scene relations over real-world scenarios

such as crowd detection and event surveillance. We also plan

to apply the proposed framework over Depth and RGB-D

datasets for scene recognition.
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