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Abstract. The availability of multiple orthogonal channels in a wireless net-
work can lead to substantial performance improvement by alleviatinggoton
and interference. However, this also gives rise to non-trivial cHacomdina-
tion issues. The situation is exacerbated by variability in the achievable data-
rates across channels and links. Thus, scheduling in such netwoykemare
substantial information-exchange and lead to non-negligible overfidaipro-
vides a strong motivation for the study of scheduling algorithms that caratg
with limited informationwhile still providing acceptable worst-case performance
guarantees. In this paper, we make an effort in this direction by exagnthan
scheduling implications of multiple channels and heterogeneity in chantesl-ra
We establish lower bounds on the performance of a classadimal sched-
ulers. We first demonstrate that when the underlying scheduling mischnas
“imperfect”, the presence of multiple orthogonal channels can helpiatéethe
detrimental impact of the imperfect scheduler, and yield a significantiebe
efficiency-ratio in a wide range of network topologies. We then establigbrpe
mance bounds for a scheduler that can achieve a good efficietimyarthe pres-
ence of channels with heterogeneous rates without requiring explidiaaege

of queue-information. Our results indicate that it may be possible to azlaiev
desirable trade-off between performance and information.

1 Introduction

Appropriate scheduling policies are of utmost importamcachieving good throughput
characteristics in a wireless network. The seminal worka#siulas and Ephremides
yielded athroughput-optimakcheduler, which can schedule all “feasible” traffic flows
without resulting in unbounded queues [8]. However, suchpimal scheduler is diffi-
cult to implement in practice. Hence, various imperfecestiling strategies that trade-
off throughput for simplicity have been proposed in [5, 9,A])amongst others.

The availability of multiple orthogonal channels in a wes$ network can poten-
tially lead to substantial performance improvement byvidléng contention and inter-
ference. However, this also gives rise to non-trivial chedreoordination issues. The
situation is exacerbated by variability in the achievaldéaerates across channels and
links. Computing an optimal schedule, even in a single-akanetwork, is almost al-
ways intractable, due to the need for global informatiorwal as the computational
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complexity. However, imperfect schedulers requiring tediocal information can typ-
ically be designed, which provide acceptable worst-casd ¢gpically much better
average case) performance degradation compared to thmabpth a multi-channel
network, the local information exchange required by eveimagerfect scheduler can
be quite prohibitive as information may be needed on a pamaél basis. For instance,
Lin and Rasool [4] have described a scheduling algorithnmfoiti-channel multi-radio
wireless networks that requires information abpet-channebjueues at all interfering
links.

This provides a strong motivation for the study of schedykigorithms that can
operate with limited information, while still providing eeptable worst-case perfor-
mance guarantees. In this paper, we make an effort in théstibn, by examining the
scheduling implications of multiple channels, and hetermgity in channel-rates. We
establish lower bounds on performance of a clasmakimalschedulers, and describe
some schedulers that require limited information-excleareggween nodes. Some of the
bounds presented here improve on bounds developed in pasf4yo

We begin by analyzing the performance of a centralized gremkimal scheduler.
A lower bound for this scheduler was established in [4]. Havein a large variety of
network topologies, the lower bound can be quite loose. Thysrticularly true for
multi-channel networks with single interface nodes. Walggh an alternative bound
that is tighter in a range of topologie®ur results indicate that when the underlying
scheduling mechanism is imperfect, the presence of maubigphogonal channels can
help alleviate the impact of the imperfect scheduler, araddya significantly better
efficiency-ratio in a wide range of scenarios.

We then consider the possibility of achieving efficienciecaomparable to the
centralized greedy maximal scheduler using a simpler adbaethat works with limited
information. We establish results for a class of maximaksitters coupled with local
queue-loading rules that do not require queue-informédtimm interfering nodes.

2 Preliminaries

We consider a multi-hop wireless network. For simplicity l&rgely limit our discus-
sion to nodes equipped with a single half-duplex radiorfatee capable of tuning to
any one available channel at any given time. All interfacethe network have iden-
tical capabilities, and may switch between the availablnclels if desired. Many of
the presented results can also be used to obtain resultsef@ase when each node is
equipped with multiple interfaces; we briefly discuss tbisuie.

The wireless network is viewed as a directed graph, with e#etted link in the
graph representing an available communication link. We ehatterference using a
conflictrelation between links. Two links are said to conflict witltleather if it is only
feasible to schedule one of the links on a certain channelyagi@en time. The conflict
relation is assumed to be symmetric. The conflict-basedference model provides
a tractable approximation of reality — while it does not captthe wireless channel
precisely, it is more amenable to analysis. Such conflisedanterference models have
been used frequently in the past work (e.g., [11, 4]).



Time is assumed to be slotted with a slot duration of 1 unietiire., we use slot
duration as the time unit). In each time slot, the schedwdtgrahines which links should
transmit in that time slots, as well as the channel to be useedch such transmission.

We now introduce some notation and terminology.

The network is viewed as a collection of directed links, veheach link is a pair of
nodes that are capable of direct communication with noo-ze.

— L denotes the set of directed links in the network.

— Cisthe set of all available orthogonal channels. Thkis the number of available
channels.

— We say that a scheduler schedules link-channel (pgdj if it schedules link for
transmission on channel

— r{ denotes the rate achievable on linky operating link on channet, provided
that no conflicting link is also scheduled on chanadror simplicity, we assume
thatrf > 0 for alll € £ andc € C.! The rates{ do not vary with time. We also
define the termsimax=_max r¢, andrmin = m|n r’. When two conflicting links

leLceC leL,ceC

are scheduled simultaneously on the same channel, botkvadataite O.

— Bs denotes thself-skew-ratipdefined as the minimum ratio between rates support-

able ovedifferentchannels on ainglelink. Therefore, for any two channetsand

d
d, and any link, we haver: > Bs. Note that 0< Bs < 1.

|
— Bc denotes theross-skew-ratipdefined as the minimum ratio between rates sup-
portable over theamechannel ordifferentlinks. Therefore, for any channeland

[
any two linksl andl’: rr'T’ > Bc. Note that O< B¢ < 1.
|

N
Letr _maer Letos_rlnm CEZ” Note thatos > 1+ Bs(|C| — 1). Moreover, in

typical scenariosgs will be expected to be much larger than this worst-case bound

s is largest whei8s = 1, in which cases = |C|.

— b(l) and g(l), respectively, denotes the nodes at the two endpoints afka lin
particular, linkl is directed from nodé(l) to nodee(l).

— E(b(l))and‘E(e(l))denote the set of links incident on nod#s) ande(l), respec-
tively. Thus, the links inE(b(l)) and E(e(l)) share an endpoint with link Since
we focus on single-interface nodes, this implies that K lins scheduled in a cer-
tain time slot, no other link irE(b(l)) or £(e(l)) can be scheduled at the same
time. We refer to this as anterface conflictLet 4(1) = E(b(l)) UE(e(l)). Note
thatl € 4(l). Links in A(l) are said to bedjacentto link |. Links that have an
interface conflict with linkl are those that belong t6(b(l)) U E(e(1)) \ {I}. Let
Amax= m|a>qul(l)|.

— I(l) denotes the set of links that conflict with limkwhen scheduled on the same
channell (1) may include links that also have an interface-conflict wittk Il. By
convention| is considered included ii(1). The subset off(I) comprising interfer-
ing links that are not adjacent tds denoted byt’(l), i.e.,lI’(1) = 1(1) \ 4(l). Let
Imax= m|a>q|’(l)|.

1 Though we assume theft > 0 for all |, c, the results can be generalized very easily to handle
the case whergf = 0 for some link-channel pairs.



— K; denotes the maximum number of non-adjacent linki (i) that can be sched-
uled on a given channel simultaneouslyis not scheduled on that chann€l(|C])
denotes the maximum number of non-adjacent linkis(irj that can be scheduled
simultaneously using any of the| channels (without conflicts) if is not sched-
uled for transmission. Note that here we exclude links thaelan interface conflict
with 1.

K is the largest value df, over all linksl, i.e.,K = mlaxK|. Kic| is the largest value

of Ki(|C]) over all linksl, i.e.,K - = mlaxK|(|C|). Letlmax= mlax\|'(|)|. It is not
hard to see that faingle-interfacenodes:

K < K¢y < min{K|C], Imax} (1)

We remark that the terf as used by us is similar, but not exactly the same as
the termK used in [4]. In [4],K denotes the largest number of links that may be
scheduled simultaneously if some lihks not scheduled, including links adjacent
to |. We exclude the adjacent links in our definitionkof Throughout this text, we
will refer to the quantity defined in [4] asinstead oK.

Lety be 0 if there are no other links adjacent tat either endpoint of, 1 if there

are other adjacent links at only one endpoint, and 2 if thexether adjacent links

at both endpoints.

yis the largest value of over all linksl, i.e.,y= mlaxw.

Load vector We consider single-hop traffic, i.e., any traffic that anigies at a node

is destined for a next-hop node, and is transmitted overittkebletween the two
nodes. Under this assumption, all the traffic that must ts®va given link can be
treated as a single flow.

The traffic arrival process for linkis denoted by{A(t)}. The arrivals in each slat
are assumed i.i.d. with average The average load on the network is denoted by

load vector? = [A1, A2, '"7)‘\L\]* whereA| denotes the arrival rate for the flow on
link . A; may possibly be 0 for some links

QueuesThe packets generated by each flow are first added to a quenwaimed
at the source node. Depending on the algorithm, there caubd$ingle queue for
each link, or a queue for each (link, channel) pair.

Stability: The system of queues in the network is said to be stableriglfqueues
Q in the network, the following is true [2]:

. 1
fim SuDﬂ;E[q(T)] <o )

whereq(t) denotes the backlog in que@eat timet

Feasible load vectorln each time slot, the scheduler used in the network deter-
mines which links should transmit and on which channel (f¢bat each link is a
directed link, with a transmitter and a receiver). In diffiet time slots, the sched-
uler may schedule a different set of links for transmissiifoad vector is said to

be feasible if there exists a scheduler that can schedule transmissmachieve
stability (as defined above), when using that load vector.



— Link rate vector Depending on the schedule chosen in a given slot by the sched
uler, each lind will have a certain transmission rate. For instance, usimgota-
tion above, if linkl is scheduled to transmit on chanmgit will have rater{ (we
assume that, if the scheduler schedules lidn channek, it does not schedule
another conflicting link on that channel). Thus, gehedulechosen for a time-slot
yields alink rate vectorfor that time slot. Note thdink rate vectorspecifies rate of
transmission used on each link in a certain time slot. On therdnand|oad vector
specifies the rate at which traffic is generated for each link.

— Feasible rate regionThe set of all feasible load vectors constitutes the féasib
rate-region of the network, and is denoted/y

— Throughput-optimal scheduleA throughput—optimals_c)heduler is one that is ca-

pable of maintaining stable queues for any load vedtain the interior ofA. For
—

simplicity of notation, we usé\ € A in the rest of the text to indicate a load-vector
vectorA lying in the interior of a regiom\.

From the work of [8], it is known that a scheduler that mainsad queue for each
link I, and then chooses the schedule given by argmgxqr, is throughput-
optimal for scenarios with single-hop traffig (is the backlog in link’s queue,
and the maximum is taken over all possible link rate veciG)s Note thatq is a
function of time, and queue-backlogs at the start of a tiroeale used above for
computing the schedule (or link-rate vector) for that slot.

— Imperfect schedulett is usually difficult to determine the throughput-optihtiak-
rate allocations, since the problem is typically compotaily intractable. Hence,
there has been significant recent interestiperfectscheduling policies that can
be implemented efficiently. In [5], cross-layer rate-cohtwas studied for an im-
perfect scheduler that chooses (in each time slot) link-wctor S such that
S1ais > dargmax: Y qry, for some constardi (0 < 6 < 1).

It was shown [5] that any scheduler with this property cabiize any I load-vector

)\ € OA\. Note that if a rate vectoh is in A, then the rate vecta%)\ is in OA.
OA is also referred to as thereduced rate-regionlf a scheduler can stabilize all

7 € O\, its efficiency-ratiais said to bed.

— Maximal schedulerUnder our assumed interference model, a schedule is shél to
maximal if (a) no two links in the schedule conflict with eac¢her, and (b) it is not
possible to add any link to the schedule without creatingrdliod (either conflict
due to interference, or an interface-conflict).

We will also utilize the Lyapunov-drift based stability taiion from Lemma 2 of

(6].

3 Scheduling in Multi-channel Networks

As was discussed previously, throughput-optimal schaduis often an intractable
problem even in a single-channel network. However, immedehedulers that achieve a
fraction of the stability-region can potentially be implented in a reasonably efficient
manner. Of particular interest is the class of imperfeceddters know asnaximal
schedulerswhich we defined in Section 2. The performance of maximakdaters
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Fig. 1. 2-D visualization of channel heterogeneity

under various assumptions has been studied in much recektevg., [10, 7], with the
focus largely on single-channel wireless networks. Thedss designing a distributed
scheduler that approximates a maximal scheduler has beleesséd in [3], etc.

When there are multiple channels, but each node has one omtewaices, an
additional degree of complexity is added in terms of chaseédction. In particular,
when the link-channel rate§ can be different for different links and channels, the
scheduling complexity is exacerbated by the fact that ibisemough to assign differ-
ent channels to interfering links; for good performance,¢thannels must be assigned
taking achievable rates into account, i.e., individualreted identities are important.

Scheduling in multi-channel multi-radio networks has beeamined in [4], which
argues that using a simple maximal scheduler is used in snelwsork could possibly
lead to arbitrary degradation in efficiency-ratio (assigrarbitrary variability in rates)
compared to the efficiency-ratio achieved with identicadruiels. A queue-loading al-
gorithm was been proposed, in conjunction with which, a makischeduler can stabi-
lize any vector '”(Flrz) N, for arbitraryf¢ andf3s values. This rule requires knowledge
of of the length of queues at all interfering links, which d¢acur substantial overhead.

While variable channel gains are a real-world characteribtit cannot be ignored
in designing effective protocols/algorithms, it is impont that the solutions not re-
quire extensive information exchange with large overheatldffsets any performance
benefit. In light of this, it is crucial to consider variousipis of trade-off between
information and performance. In this context, the quastgifis, 3. and os defined in
Section 2 prove to be useful. The quantitfasand 3; can be viewed as two orthog-
onal axes for worst-case channel heterogeneity (Fig. 18. quantityos provides an
aggregate (and thus averaged-out) view of heterogeneihgahef3s axis.3s = 1 cor-
responds to a scenario where all channels have identicedatiesistics, such as band-
width, modulation/transmission-rate, noise-levels,,etnd the link-gain is a function
solely of the separation between sender and receB¢et= 1 corresponds to a sce-
nario where all links have the same sender-receiver sépayand the same condi-
tions/characteristics for any given channel, but the ceklnmay have different char-
acteristics, e.g., an 802.11b channel with a maximum stppatata-rate of 11 Mbps,
and an 802.11a channel with a maximum supported data-r&# idbps.
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Fig. 2. Example of improved bound on efficiency ratio: link-interference togplis a star with a
center link andk radial links

In this paper, we show that in a single-interface networkyrgpke maximal sched-
uler augmented with local traffic-distribution and threlshmiles achieves an efficiency-

ratio at Ieast(m). The noteworthy features of this result are:

1. This scheduler does not require information about quatiegerfering links.

2. The performance degradation (compared to the schedi[dt)ovhen rates are
variable, i.e.Bs,Bc # 1, is not arbitrary, and is at wor% > =g 2
Thus, even with a purely local information based queuettaadule, it is possible
to avoid arbitrary performance degradation even in the tnaase. Typically, the
performance would be much better.

3. In many network scenarios, the provable lower bounc(@‘fmmgiw) may
actually be better thaﬁ%. This is particularly likely to happen in networks with
single-interface nodes, e.g., suppose we have three dsanbg with rf =1, rlb =
1,rf=0.5for all linksl. Then, in the network in Fig. 2 (where the link-interference
graph is a star witlx radial vertices, and there are no interface-conflidts), =
X,y = 0,05 = 2.5, and we obtain a bound q;ﬁ whereas the proved lower
bound of the scheduler of [4] is’.

The multi-channel scheduling problem is further compgckif the rates; are time-
varying, i.e.rf = rf(t). However, handling such time-varying rates is beyond thpsc
of the results in this paper, and we address only the caseewaies do not exhibit time-
variation. Note that related prior work on multi-channeheguling [4] also addresses
only time-invariant rates.

4 Summary of Results

For multi-channel wireless networks with single-intedamdes, we present lower bounds
on the efficiency-ratio of a class of maximal schedulersl{idiong both centralized and
distributed schedulers), which indicate that the worsiectficiency-ratio can be higher
when there are multiple channels (as compared to the saglanel case). More specif-
ically, we show that:

— The number of links scheduled by any maximal scheduler atigirwat least &
fraction of the maximum number of links activated by any felesschedule, where:

0= max{ €l ! }
Kici+max{1,y} C|]” max{1,K +y}



— A centralized greedy maximal (CGM) scheduler achieves figiezficy-ratio which
is at least
max{ Ko +mg§({1‘y}| a max{lfK er}} This constitutes an improvement over the lower
bound for the CGM scheduler proved in [4]. Sir6g| < min{K|CJ,Imax} < K|C],
this new bound on efficiency-ratio can often be substangttajhter.

— We show that any maximal scheduler, in conjunction with apdéntocal queue-
loading rule, and a threshold-based link-participatioe,rachieves an efficiency-
ratio of at Ieas(Wm). This scheduler is of significant interest as it does

not require information about queues at all interferinggdin

Due to space constraints, proofs are omitted. Please séar fhe proofs.

Note that the text below makes the natural assumption thalitks that conflict
with each other (due to interference or interface-confao®not scheduled in the same
timeslot by any scheduler discussed in the rest of this paper

5 Maximal Schedulers

We begin by presenting a result about the cardinality of #ie§links scheduled by
any maximal scheduler.

Theorem 1. Let Sopt denote the set of links scheduled by a scheduler that seeks to
maximize th@umberof links scheduled for transmission, and fatax denote the set of
links activated byanymaximal scheduler. Then the following is true:

|Smax| > max{ €] ; = } |Sopt| 3)
Ko +max{1,y}|C|” max{1,K +y}

The proof is omitted due to lack of space. Please see [1].

6 Centralized Greedy Maximal Scheduler

A centralized greedy maximal (CGM) scheduler operateseémtianner described be-
low.
In each timeslot:

1. Calculate link weightsy’ = qr{ for all links | and channels.

2. Sort the link-channel pair$, c) in non-increasing order aff’.

3. Add the first link-channel pair in the sorted list (i.e.e thne with highest weight)
to the schedule for the timeslot, and remove from the lidirdtichannel pairs that
are no longer feasible (due to either interface or interfeeeconflicts).

4. Repeat step 3 until the list is exhausted (i.e., no mokslgan be added to the
schedule).

In [4], it was shown that this centralized greedy maximal {@Gscheduler can
achieve an approximation-ratio which is at Ieéﬂ—z) in a multi-channel multi-radio
network, where is the maximum number of links conflicting with a linkhat may



possibly be scheduled concurrently whea not scheduled. This bound holds for arbi-
trary values of3s and3c, and variable number of interfaces per node.

However, this bound can be quite loose in multi-channel les® networks where
each device has one or few interfaces.

In this section, we prove an improved bound on the efficiaatyp achievable with
the CGM scheduler fosingle-interfacenodes. We also briefly discuss how it can be
used to obtain a bound for multi-interface nodes.

Theorem 2. Let Sopt denote the set of links activated by an optimal scheduler tha
chooses a set of link-channel paiisc) for transmission such thgtwf’ is maximized.

Let ¢*(I) denote the channel assigned to link ISyt by this optimal scheduler.

Let Sy denote the set of links activated by the centralized greeaiimal (CGM)
scheduler, and let%!) denote the channel assigned to a link k.

Then:
I WICQU) 1
&5, { Os }
———— > max ) (4)
5 W 0 K| +max{1,y}|C|" max{1,K +y}
[ €Sopt

The proof is omitted due to lack of space. Please see [1].
Theorem 2 leads to the following result:

Theorem 3. The centralized greedy maximal (CGM) scheduler can stabilhed-
reduced rate-region, where:

o= max{ Os 1 }
- Kic/ +max{1,y}[C|” max{1,K +vy}

Proof. We earlier discussed a result from [5] that any scheduleiglwbhooses rate-
allocations such thaty g5 > dargmaxy qry, can stabilize thé-reduced rate-region.
Using Theorem 2 and this result, we obtain the above result.

We remark that the above bound is independeifg.of

6.1 Multiple Interfaces per Node

We now describe how the result can be extended to networksewdseh node may
have more than one interface.

Given the original networkode-graph G= (V,E), construct the following trans-
formed graphG’ = (V/,E’):

For each node € V, if v hasm, interfaces, createn, nodesvi, Vo, ...y, in V.
For each edgéu,v) € E, whereu,v havem,, m, interfaces respectively, create edges
(Ui,vj),1 <i<m,1<j<m, and setqy, v;) = duy)- Set the achievable channel
rate appropriately for each edgeihand each channel. For example, assuming that the

channel-rate is solely a function ofv andc, then: for each channe) setrfui V)= r(cu_v).



The transformed grapB’ comprises only single-interface links, and thus Theorem
2 applies to it. Moreover, it is not hard to see that a schethademaximizesy qr in
G’ also maximizes qr; in G. Thus, the efficiency-ratio from Theorem 2 for network
graphG' yields an efficiency-ratio for the performance of the CGMegtiler in the
multi-interface network.

We briefly touch upon how one would expect the ratio to varyhasnumber of in-
terfaces at each node increases. Note that the efficietioydegpends ofs, |C|, K¢y, Y.

Of thesefs and || are always the same for bohandG'. y is also always the same
for any G’ derived from a given node-graph, as it depends only on the number of
other node-links incident on either endpoint of a node-imks (which is a property
of the node topology, and not the number of interfaces eade has). Howevek
might potentially increase i@’ as there are many more non-adjacent interfeliimgs
when each interface is viewed as a distinct node. Thus, faremgumber of channels
|C|, one would expect the provable efficiency-ratio to iniialecrease as we add more
interfaces, and then become static.

While this may initially seem counter-intuitive, this is éamed by the observation
that multiple orthogonal channels yielded a better efficyeratio in the single-interface
case since there was more spectral resource, but limitekivaae (interfaces) to utilize
it. Thus, the additional channels could be effectively utedlleviate the impact of
sub-optimal scheduling. When the hardware is commensuittehve number of chan-
nels, the situation (compared to an optimal schedulergasingly starts to resemble a
single-channel single-interface network.

6.2 Special Case{(| Interfaces per Node

Let us consider the special case where each node in the ketas|iC| interfaces, and
achievable rate on a link between nodesand all channels € C is solely a function of

u,v andc (and not of the interfaces used). In this case, it is possibddtain a simpler
transformation. Given the original network node-gr&p#: (V, E), constructC| copies

of this graph, viz.51, G, ..., G|, and view each node in each graph as having a single-
interface, and each network as having access to a singleehdrhen each network
graphG; can be viewed in isolation, and the throughput obtained énattiginal graph

is the sum of the throughputs in each graph. From Theorem @aéh graph we can

show that the CGM scheduler is with(r}m) of the optimal. Thus, even in the

overall network, the CGM scheduler is with(rm) of the optimal.

7 A Rate-Proportional Maximal Multi-Channel (RPMMC)
Scheduler

In this section, we describe a scheduler where a link doeseguiire any information
about queue-lengths at interfering links.

The set of all links in denoted hy. The arrival process for linkis i.i.d. over all
time-slotst, and is denoted byA(t)}, with E[A(t)] = A;. We make no assumption
about independence of arrival processes for two linksHowever, we consider only



the class of arrival processes for whigf (t)Ak(t)] is bounded, i.e E[A (1)Ak(t)] <n
foralll € £,k e L, wheren is a suitable constant.
Consider the following scheduler:

Rate-Proportional Maximal Multi-Channel (RPMMC) Scheduler

Each link maintains a queue for each channel. The lengtheofitleue for link and
channek at timet is denoted by (t). In time-slott: only those link-channel pairs with
gf(t) > r{ participate, and the scheduler computes a maximal schéaueamongst
the participating links. The new arrivals during this slog., A((t) are assigned to

channel-queues in proportion to the rates, Ag(t) = A Orf

>
be

Theorem 4. The RPMMC scheduler stabilizes the queues in the netwodnfpfoad-
vector within thed-reduced rate-region, where:

5— O
Kic +max{1,y}|C]|

The proof is omitted due to space constraints. Please see [1]

Corollary 1 The efficiency-ratio of the RPMMC scheduler is always attleas

(1) (eraran)

Proof. The proof follows from Theorem 4 and (1).

8 Discussion

The intuition behind the RPMMC scheduler is simple: by $iplif the traffic across
channels in proportion to the channel-rates, each link ge=average of all channel-
rates as iteffective rate This helps avoid worst-case scenarios where the link may
end up being repeatedly scheduled on a channel that yietstsrate on that link. The
algorithm is made attractive by the fact that no informataiout queues at interfer-
ing links is required. Furthermore we showed that the efiicyeratio of the RPMMC

scheduler is always at Ieaé Cj) (W) Note that 1 Bs(|C| —1) < 05 < |C].
Thus, the efficiency ratio of this algorithm does not degriadefinitely asf3s becomes
smaller. Moreover, in many practical settings, one can expgto be©(|C|) and the

performance would be much better compared to the worstafase= 1+ Bs(|C| — 1).

9 Future Directions

The RPMMC scheduler provides motivation for further studchedulers that work
with limited information. The scheduler of Lin-Rasool [4j&ithe RPMMC scheduler
represent two extremes of a range of possibilities, sineddhmer uses information



from all interfering links, while the latter uses no suchoirrhation. Evidently, using
more information can potentially allow for a better prowvabfficiency-ratio. However,
the nature of the trade-off curve between these two extiesrig not clear. For instance,
an interesting question to ponder is the following: If iféeence extends up td hops,
but each link only has information upto< M hops, what provable bounds can be ob-
tained? This would help quantify the extent of performamoprovement achievable
by increasing the information-exchange, and provide hisigbout suitable operating
points for protocol design, since control overhead can beraern in real-world net-
work scenarios.
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