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Abstract—This paper describes the design and analysis of tion to a number of other protocols have been provided. The
the scheduling algorithm for energy conserving medium access core of the protocol that determines the performance and
control (EC-MAC), which is a low-power medium access control ¢, rantees the QoS is the scheduling algorithm associated with

(MAC) protocol for wireless and mobile ATM networks. We . . .
evaluate the scheduling algorithms that have been proposed for th€ MAC protocol. Such a scheduling algorithm is the focus

traditional ATM networks. Based on the structure of EC-MAC  Of this paper. By this scheduling algorithm, we show that EC-
and the characteristics of wireless channel, we propose a newMAC, in addition to low energy consumption, can achieve

algorithm that can deal with thg burst errors and the Iocati_on- high channel utilization, low packet delay, and meet the QoS
dependent errors. Most scheduling algorithms proposed for either requirements for multimedia traffic.

wired or wireless networks were analyzed with homogeneous . . .
traffic or multimedia services with simplified traffic models. We Many queuing and scheduling algorithms have been pro-
analyze our scheduling algorithm with more realistic multimedia posed for conventional wired ATM networks. The framework
traffic models based on H.263 video traces and self-similar data js that there are queues in switches. The scheduling disciplines
traffic. One of the key goals of the scheduling algorithms is 1o gchedule packets in queues accordingly. The schedule
simplicity and fast implementation. Unlike the time-stamped .~ . . .
based algorithms, our algorithm does not need to sort the virtual diSCiplinés may be as simple as first-infirst-out (FIFO) or
time, and thus, the complexity of the algorithm is reduced round robin or based on virtual finishing times, such as virtual
significantly. clock [8], SCFQ [9], etc. Previous work for wireless ATM has
Index Terms—Low-power operation, multiple access methods, réPorted mechanisms for providing the base station with the

queuing and scheduling algorithms, wireless and mobile ATM, transmission requests [10], [11]. The scheduling algorithms,

wireless multimedia communications. however, were not addressed in extensive detail. Recently,
research on extending the scheduling algorithms proposed in
l. INTRODUCTION wired networks to wireless domain has been reported [12],

[13]. The major concern addressed here is modification of

HI_S paper_describes the design and_analysis of a sch g'nventional wired scheduling algorithms to deal with the
uling algorithm for a low-power medium access contrg

MAC tocol f reless/mobile ATM networks. The d rror-prone wireless channel. However, scheduling with low
(. )f E)r:o ocot or|W|redesstmg ég MACne Works. The ?’power in consideration has not been addressed so far. This
sign ot Ine protocol — denoted EL- (ene_rgy conservin aper proposes an algorithm that addresses this important
medium access control) — is driven by two major factors. T

first factor is that the access protocol should be energy-efficient , : .
. ) . .y . ost proposed algorithms were analyzed with homogeneous
since the mobiles typically have limited power capacity. The_... . . . . L .
: ; traffic type or multimedia services with simplified traffic
second factor is that the protocol should provide suppor ; . :
. . . . . .""models. However, variable bit rate (VBR) traffic such as
for multiple traffic types, with appropriate quality-of-service . o :
. video applications based on MPEG or H-series [14], [15]
(QosS) levels for each type. In [1] and [7], the design an oding has high variation in the number of packets generated
analysis of EC-MAC and the comparison of energy consumps: 'Ng has high variation i umber ot p: 59 O
hose algorithms analyzed by simplified video models fail

to capture the features in real applications. The proposed
Manuscript received September 9, 1998; revised February 18, 1990.S&heduling algorithm is studied using discrete-event simulation
preliminary version of this paper was presented at IEEE PIMRC 199that uses realistic multimedia traffic models. Voice traffic

Boston, MA. This work was supported in part by the Air Force Office o i
Scientific Research under Grants F-49620-97-1-0471 and F—49620—99—1—0]!§ modeled by a slow speech activity detector (SAD) for

The associate editor coordinating the review of this paper and approvingtf'i\?kslz)urtS and silent gaps [16]. Data is modeled using the
for publication was Dr. Hiroshi Yasuda. self-similar traffic models described in [3] and [4]. Video

J.-C. Chen is with Telcordia Technologies, Morristown, NJ 07960 USA (. ffi ~ :
mail: jcchen@research telcordia.com). fraffic is based on the real trace data from several H.263 [2]

K. M. Sivalingam is with the School of Electrical Engineering and ComVideo sources.

puter Science, Washington State University, Pullman, WA 99164 USA (e-mail: Sections Il and Il provide overview of the EC-MAC wire-
krishna@eecs.wsu.edu). . . .
P. Agrawal is with Telcordia Technologies, Morristown, NJ 07960 USAesS a_lccess prOt.OCd a”‘?' ava"able.' scheduling allgorlthms._, re-
(e-mail: pagrawal@research.telcordia.com). spectlvely. Section IV discusses issues and criteria unique
R. Acharya is with the Department of Computer Science and Engineering, scheduling in the wireless network. Section V describes
State University of New York at Buffalo, Buffalo, NY 14260 USA (e-mail: . . .
acharya@cse.buffalo.edu). the proposed algorithm. Sections VI and VII provide the
Publisher Item Identifier S 1520-9210(99)04211-X. performance analysis. Section VIII concludes this paper.

1520-9210/99$10.001 1999 IEEE



188 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, NO. 2, JUNE 1999

I TRANSMISSION FRAME
New
= | BRequest/ | yser | Sched. | DataPhase | DataPhase | =
{2 | Update |phase|Message| (Downlink) (Uplink) £
Phase (Aloha)

// Reduce i i Reduce i Reduce 5 Reduce ‘\\

; Collisions | | Receiver | TymAround | Collisions&

! | i OnTime | . TurnAround

Fig. 1. Definition of the different phases in EC-MAC protocol.
II. OVERVIEW OF EC-MAC phase. Each permission identifies the mobile/VC combination

The network architecture of EC-MAC [1] is mainly derivedhat should transmit/_receive in_a _given data slot. The dgta
from the SWAN network built at Bell Labs [17] — one of thePhase |_nc!udes downlink transmissions from the BS and uplink
first wireless ATM network testbeds. The access protocol f@nsmissions from the mob|les.. )
defined for an infrastructure network with a single base station[)"’,lta Ehase: Downlink tr.ans.m|ss,|on from thg BS to the
(BS) serving mobiles in its coverage area. The goals of |o_W°_b'_'eS IS sc’hedqled pon5|der|ng_ the QoS requirements O.f the
energy consumption and QoS provision lead us to a proto ividual VC's. Likewise, the uplink slots are allocated using

which is based on reservation and scheduling strategies. scheduling algorlthm. d.escrlbed.below.
Transmission in EC-MAC is organized by the BS intg The above description provided the frame structure of

frames. Each frame is composed of a fixed number of slogs]e EC-MAC protocol. The focus of this paper is on the

: . . evelopment and analysis of the scheduling algorithm used for
where each slot equals the basic unit of wireless data tranﬁ- ; ; . ;
allocating uplink and downlink slots. The next few sections

mission. The frame is divided into multiple phases as shown " . .
in Fig. 1. provide more details on this.

Frame SynchronizationAt the start of each frame, the BS
transmits the frame synchronization message (FSM) on the !l OVERVIEW OF SCHEDULING ALGORITHMS
downlink. This message contains framing and synchronizationThis section provides a brief overview of the scheduling
information, the uplink transmission order for reservations, aradgorithms available in the literature for both wired and
the number of slots in the new user phase. From energy conseireless networks.
vation perspective, it is desirable that the request/update phase
(following this phase) should not operate in a contention mod&. Scheduling Algorithms for Wired and ATM Networks
The request/update phase can pe made collision-less .by letting,, order to guarantee the QoS in packet or ATM networks,
the BS broadcast a list containing the set of the mobile ID'§rqper scheduling algorithms in the routers or switches are
The transmission order of the ID’s implicitly defines the ordefecessary. A scheduler may be regarded as a queuing system
in which mobiles transmit their request/update informatioRynsisting of a server providing service to a set of customers.
Each mobile is allocated one slot during the request/updgjginy service disciplines have been proposed in the literature

phase. to achieve 1) fairness in the allocation of bandwidth and 2) the

Request/UpdateThe request/update phase is composed ghunded end-to-end delay. This section overviews algorithms
uplink request transmissions from the mobiles. During ”}ﬁovided for conventional wired networks.

uplink phase, each registered mobile transmits new connectiofextensive research has been done for fair packet queuing
requests and queue status of established queues accordingntp scheduling since theeighted fair queuingWFQ) [18]
the transmission order received in FSM. was proposed. In [18], an idealized fluid-flow model and the
New-User Phase:This phase allows new mobiles that havgacket-by-packet version (WFQ) were proposed. In WFQ,
entered the cell coverage area to register with the BS. Thifere is a virtual time as that ivirtual clock [8] associated
phase is operated in a contention mode, using slotted alo@@h each packet. Packets are sorted based on their virtual
The length of this phase is variable. The BS's FSM broadcasipes and transmitted in that order. In [19], the idealized
the available number of slots for user registration during thjkiid-flow model and the packet-by-packet version are referred
phase. The BS initially starts with a small number of slots, arg generalized processor sharir(@PS) andpacket-by-packet
dynamically adjusts the number of slots based on monitoriggneralized processor sharing®GPS), respectively. Several
the number of collisions. A maximum number of new-usedlgorithms have been proposed to address its computational
slots is specified. The BS transmits all the acknowledgmenismplexity or improve the performance of WFQ or PGPS.
and registration information for each mobile in a subsequeAlgorithms such aself-clocked fair queuin¢SCFQ) [9],start-
downlink message. time fair queuing(SFQ) [20],worst case fair queuingWF>Q)
Schedule MessageThe BS broadcasts a schedule messa#l], deficit round robin[22], andframe based FQ23] have
(SM) that contains the slot permissions for the subsequent dba&en proposed in the literature. Recently, an algorithm called
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leap forward virtual clock(LFVC) can be implemented by B. Scheduling Algorithms for Wireless Networks

“approximate sorting” and a finite-universe priority queue to \yile fair queuing and schedulingias been extensively
achieve O (log log (IV)) processing time per packet, whergesearched for conventional wired packet- or cell-based net-
N is the number of concurrent flows at a router [24]. Th@qrks, the research for wireless fair queuing and scheduling
classical virtual clock and SCFQ can be thought of as spgas not been addressed too much in the literature. Most of
cial cases of LFVC by setting the leap forward parametgie work in wireless networks has been performed from the
appropriately. perspective of wireless channel access control, where the
Most of the previous research on integrated services ngimphasis has been on the mechanism of MAC once the
works has focused on guaranteeing QoS for eadividual scheduling algorithm has been worked out [10], [11].
sessionand recent work has argued that it is also important to |ntuitively, all of the fair packet queuing/scheduling and
support a hierarchical link-sharing service, for examplass- |ink-sharing algorithms will work well in wireless channel.
based queuindCBQ) [25], hierarchical packet fair queuing However, there are two key characteristics of wireless channel
(H-PFQ) [26], andhierarchical fair service curvg(H-FSC) that make the fair packet queuing model inapplicable: 1) bursty
[27]. With hierarchical link-sharing, there is a class hierarchghannel errors and 2) location-dependent channel capacity and
associated with each link that specified the resource allocatiemors [12]. In wireless networks, the errors are often bursty.
policy for the link. A class represents some aggregate of traffitie continuous scheduling and transmission for mobiles in a
streams that are grouped according to protocol, traffic type,lmurst error state will cause poor channel utilization and high
other criteria. One of the important goals of hierarchical linkenergy consumption. The errors are also location-dependent
sharing service is to guarantee certain minimum bandwidtfhich means only part of the mobiles can transmit. Therefore,
for each class. The other goal is to have a proper schemeotdy subset of queues should be scheduled.
distribute fairly the excess bandwidth unused by a class to itsChannel state dependent packet (CSDP) scheduling was
sibling classes. It also need to support real-time and priorigyoposed to address bursty channel errors in wireless LAN's
services. [34]. However, it does not address the issues of fairness,
An overview and comparison of some of the proposdfroughput, and delay guarantees. In [12], authors proposed
algorithms can be found in [5]. It discusses the issues afdfair scheduling algorithm for wireless packet networks. It
tradeoffs in designing service disciplines to provide guarante@tyes credits to mobiles in bursty errors rather than schedule
performance service in packet-switching networks. In thR@ndwidth for them. BS then compensates all the credits later
paper, a service discipline can be classified as eithmk- {0 guarantee the fairness. Because allowing an unbounded
conservingor nonwork-conservingin a work-conserving dis- @mount of credits can result in denial of service to other
cipline, a server is never idle when there is a packet to transnfgSSions, only bounded amount of credits is allowed. However,
Nonwork-conserving disciplines, however, allow the server 1S credit adjustment scheme may not be useful for real-time
be idle if no packet is eligible to be transmitted. Delay earliesgPPlications. For example, the compensation of late packets
due-date (Delay-EDD) [28], head-of-the-line earliest-due-daft‘%r a V|deo_ conference might be meaningless since the late
(HOL-EDD) [29], virtual clock [8], WFQ [18], PGPS [19], packets W|_II be dropped_ rather than be_ played back. The
SCFQ [9], and WEQ [21] are classified as work-conserving?ther @lgorithm that combines CBQ [25] with CSDP [34] was
disciplines. Examples of nonwork-conserving disciplines apéoposed In [3,5]' In this paper, au.thors proposed an enhanced
jitter earliest-due-date (Jitter-EDD) [30], stop-and-go [31 BQ for multiple classes of traffic with CSDP to improve

hierarchical round robin [32], and rate-controlled static priorit?/h.annel utilization. The focus of this work is majorly on
(RCSP) [33]. airness and throughput. It, however, does not analyze the

Based on the internal architecture, the service disciplingg()posed scheme with other QoS parameters with diverse

- | - raffic types. The scheduling of VBR video with different
can be also cIaSS|f|eq dmme-basedr sorted p.norlt.y[6]. I.n rates at different times is not addressed. Reference [13] also
a frame-based algorithm, there are frames with either fixed

variable length in time domain. Reservations for each sessié)é]ﬁned a fair scheduling algorithm for wireless networks.
9 ) protocol called RQMA, which has virtual clock as the

are made to determine the maximum amount of traffic tr%%heduling discipline for wireless ATM, was proposed in [36].

session can transmit in each frame. In a sorted-priority SCher@?milarly [37] proposed an algorithm based on SCFQ for
there is avirtual time — a global variable — associated with '

. _ . . wireless ATM. An algorithm based on GPS model for hybrid
the ogtgomg_ link bemg schedgled. _When a p_acket armvesSpMA/TDMA was also proposed in [38]. However, none
the virtual time associated with this packet is computeg¢ em concerns about the energy consumption. In addition,
Packets in the queue are then sorted in the increasing orflétjistic multimedia traffic models were not used to investigate
of the virtual time and transmitted in this order. Based on th&e performance. It is uncertain how well these algorithms will

implementation of the virtual time function, there are variouse for multimedia terminals with limited battery power.
different algorithms such as WFQ, SCFQ, SFQ, A@QF etc.

listed above. Fair packet queuing algorithms differ primely

in two aspects: the computation of the system virtual time V. DESIRED SCHEDULING ALGORITHM FEATURES

function and the packet selection policy. The hardware imple-As discussed above, our goal is to design a scheduling
mentation issues of fair queuing algorithms in ATM networkalgorithm for EC-MAC (a low-power MAC protocol) for
are addressed in [6]. wireless ATM networks supporting multimedia traffic and
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diverse QoS guarantees. To meet the requirements address8 Connection Admission Control (CACn [5], the author
above, the following are preferable features in the scheduling
algorithms.

1)

2)

Coarse-Grained Scheduling:The computation and
broadcast of the schedule is done on a slot-by-slot
basis in most algorithms such as [10], which is good
for fine-grained scheduling. However, packet-by-packet
announcement incurs too much energy consumption
since the receiver has to be turned on during every
slot. In a TDMA system, the scheduling should be
frame-based rather than slot-based.

Contiguous Bandwidth Allocation:Scheduling algo-
rithms should allocate contiguous slots to each mobile
to conserve energy. Therefore, each mobile only needs
to listen to the announcement once and turn on th&0)

9)

pointed out that different service disciplines need differ-
ent admission control algorithms. A complete solution
needs to specify both the service discipline and the
associated connection admission control conditions. CAC
might want to admit more sessions to get maximum
multiplexing gain. However, admitting too many sessions
will affect the QoS of the existent sessions. Therefore,
a good CAC algorithm should accompany with the
scheduling algorithm.

Simplicity and Low Complexityeor easy implementation
and good performance, a simple but efficient algorithm
is necessary. Number of sorting and searching in the
algorithm should be limited.

Hybrid TDMA/CDMA: Most scheduling algorithms

proposed so far are based on TDMA systems. Al-
though an algorithm based on GPS model for hybrid
CDMA/TDMA was proposed in [38], energy consump-
tion base on battery power is not a major concern
here. For a hybrid TDMA/CDMA system, power
control algorithms should be included in the scheduling
algorithms to further reduce the energy consumption for
low-power users [39].

transceiver for all packets. This will be particularly
beneficial for mobiles with low battery power. This can
reduce the number of transmitter/receiver turn-around
time as well.

Centralized Algorithm:A distributed algorithm where
each mobile computes the schedule independently may
not be desirable because it may not receive all the
reservation requests due to radio and error constraints.
Besides, schedule computation consumes power and is
thus better relegated to the BS. This suggests that a
centralized scheduling mechanism will be more energy

efficient. We proposed ariority round robin with dynamic reserva-
Dealing with Errors: In high-speed networks based oRjon update and error compensaticstheduling which deals
fiber optics, errors are limited and random in naturyith the QoS guarantees for multimedia services. Low-power
In wireless networks, errors are bursty and locatiogperation in this algorithm is done by contiguous bandwidth

dependent [34]. At a time, not all mobiles are ready||ocation and by cooperating with EC-MAC.
for packet transmission/reception due to the location-

dependent errors. In addition, errors in each mobile are ) o

bursty due to fading and interference. Therefore, tHfe: Connection Admission Control (CAC)

algorithm should consider errors and allotted slots not After a mobile is admitted to this cell — either locally
being used by the mobiles. generated or handed off, it may request bandwidth for several
Diverse Traffic TypesVideo applications generate vari-VC's as they are created. The CAC’s goal is to maintain QoS
able amount of traffic at different times. The simplifor all existent VC’s while admitting new VC’s.

fied traffic models fail to capture the features in real In [40], a measurement-based admission control for VBR
applications. In order to get maximum multiplexingvideo was proposed, where a new session is admitted based on
gain while also maintain the QoS for each sessiomeasured utilization. In wireless environments, the measured
scheduling algorithms should dynamically adjust thetilization may not be the actual load of the system because
bandwidth allocated to VBR services. some mobiles might be in error states. The measured utilization
Multiplexing Gain: One of the desired features of ATMmay fail to take those mobiles into account. Hence, in a
networks is the multiplexing gain. By multiplexing VC’s, wireless system, this algorithm may admit more traffic than
we can get better channel utilization. This is morée system can afford.

important in wireless networks because of the limited We use a simple algorithm in which each VC sends the
bandwidth. To get more multiplexing gain, boundarieminimum guaranteed number of slots it needs as part of session
between different traffic may not be the choice. Boundset up. A counter is used to record the total number of slots
aries between traffic types may result in noncontiguowghich have been admitted. If the counter exceeds the number
bandwidth allocation as well. of slots in uplink data phase after adding this VC’s request,
Fairness in Schedulingin order to ensure fairness,the VC is rejected. Otherwise, it is admitted. The counter is
scheduling algorithms may need to reimburse bandwiditcremented by the number of this VC’s request slot(s). By
for available bit rate (ABR) and (UBR) unspecified bithis admission control algorithm, the total rate of all admitted
rate traffic for those mobiles in error state to guarant@&C’s is always less than or equal to the maximum capacity in
long-term fairness. Since there are deadlines for eadhta phase. Therefore, the QoS of existing VC’s will not be
packet/cell in real-time applications, this reimbursemeiffected by the newly admitted VC. The algorithm is shown
may not be necessary. in Fig. 2.

3)

V. PROPOSEDALGORITHM

4)

5)

6)

7
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allocates contiguous slots within a frame for each mobile,

CAC (8;) /* Connection admission control */ which will be discussed later.
/* The BS first allocates slots to CBR VC's which have
i+ Requested number of slots by session 4 been currently admitted. Because of the connection admission
A:  Total number of slots in uplink data phase; control (CAC) described above, CBR VC's that belong to
C: Counter which records the total number of

lots admitted; (C is set to 0 initially) mobiles in nonerror (good) states are satisfied with their
slots admitted; (C is set to 0 initially required rates (please refer to Section VI for formal proof).

*
/ The CBR VC's are allocatedX slots everyY frames, based
if (C+6) > A on the traffic requirements. For instance, with a 12-ms TDMA
session i is rejected; frame, a 32-Kbps voice source is allocated one 48-byte slot
else { per frame.
C = C +d; For sources with VBR traffic, the BS maintains the number
session i is admitted; of slots allocated in the previous frame. Let the current request
} of source: be C; slots and the allocation in the previous
frame beP; slots. If C; < P, C; slots are allocated, and
Fig. 2. Connection admission control algorithm. the remainingP; — C; are released. I€; > F;, P; slots are
allocated in the first round. In the second round, extra slots
B. Scheduling available are evenly distributed among the VBR sources whose

requests have not been fully satisfied in the first round.

The proposed algorithm performesparse-grained sched-  since there is correlation in a VBR video source, the
uling based on the frame structure of EC-MAC. Althougheservation in current frame period represents the prediction
many algorithms have been proposed for conventional wirggt next frame. By the adjustment, the bandwidth allocation in
ATM networks, most of them are based on packet-by-packgich frame is different depending on the current traffic load
scheduling which are good fdine-grained schedulingnly. and the number of packets generated by VBR sources. The
For example, algorithms based on time-stamp such as virtggdervation, hence, is updated dynamically in each frame for
clock [8] and SCFQ [9] are not applicable to EC-MAC becausggr traffic.
they need to know the arrival time of each packet. Other typeThe BS then schedules UBR traffic after the scheduling of
of algorithms such as HOL-EDD [29] might be modified folCBR and VBR. If the mobile is in error state, the BS adds
frame-based scheduling. Since it does not allow a session tadeedit(s) in the corresponding entry in request table. Otherwise,
served at different rates at different times, a VBR video sessigie BS either schedules slot(s) to this VC or schedules the
cannot improve the delay performance without requesting thggregate credits this VC has until there is no more slot
peak bandwidth. Amultirate service algorithm was proposedavailable. The reason for this credit is to ensure long-term
to address the scheduling of VBR video [40]. However, thiirness. This credit adjustment scheme is not applied to voice
algorithm is fine-grained based on time-stamped priority. bind video traffic since late packets will be dropped rather than
addition, it was proposed for high-speed networks where errdys played back in such applications.
are negligible. In wireless domain, algorithms such as that
proposed in [12] do not consider the energy consumption
factor. In addition, realistic multimedia traffic models are nd€. Contiguous Bandwidth Allocation

used to investigate the performance. The scheduling algorithm described above does not really
The proposed algorithm is priority round robin with dy- announce the slot allocation for each VC. Instead, it only
namic reservation update and error compensatseheduling. ypdates the corresponding entry in allocation table. The al-
The scheduler is currently defined to handle constant bit rageation table can be implemented as a two-dimensional (2-D)
(CBR), e.g., voice, variable bit rate (VBR) e.g., video, andrray with one dimension for each mobile and the other
unspecified bit rate (UBR) e.g., data, traffic. The schedul@imension for each VC in this mobile. For example, each
gives higher priority to CBR and VBR traffic. These traffiomobile has one entry which has three fields for three VC’s
sources can make requests for slot reservations that will ipeallocation table. The BS broadcasts the slot id and the
satisfied by the scheduler. UBR traffic, on the other hand, i&imber of slots for each VC by looking at the entry of
treated with low priority and without reservation. Within thesach mobile. The pseudo code is listed in Fig. 3. By this
same traffic type, the different connections are treated usiagocation table, each mobile listens to all schedule beacons
round robin mechanism. destined to it contiguously. It also gets slot allocation in data
The BS maintains two tablesequest tableand allocation phase contiguously for all different traffic types although the
table The request table maintains the queue size of the \4heduling is done on a traffic type basis. Therefore, mobiles
of each mobile, the error state of the mobile, the numbenly need to turn on transmitter/receiver once in schedule
of requested reservations for CBR and VBR traffic, anghase and data phase. Please note the total number of allocated
the number of credits for UBR traffic. The purpose of thelots in allocation table is less or equal to the total slots in
allocation table is to maintain the number of slots scheduled fdata phase. This has been checked in the scheduling algorithm
each VC and each mobile. This table is essentially broadcdstscribed above. As stated earlier, we want to have a fixed-size
as the schedule to the mobiles. Based on this table, the 8&®edule beacon so mobiles know when to turn on receivers in
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BROADCAST_SCHED ()

indez = slot_id = 0;
for (i=10; i < Np; 1+ +)
for (j:O; 7 < Nyg; j++)
if (Allocate [i][5] ' = 0) {

Sched [indez] .macid.id = 3;
Sched [index] .macid.vc = j;

[indez]
Sched [indez] .slot_id = slot_id;
[indez]

slot_id + = Allocate [4] [1];
index + +;

/* Broadcast schedule message based on allocation table */

/*
Np: Total number of mobiles in the system;
Nye: Maximum number of VCs in each mobile;
slod id: Beginning slot in data phase for each VC;
Sched| |: One-dimension array for each schedule beacon;
Allocate [ ][ ]: Two-dimension array of the allocation table ;
*

/

/* for each mobile in the array */

/* for each VC in the mobile */
/* if the entry is not zero */

/* announce the slot allocation in schedule beacon */

/* beginning slot in data phase */
Sched [indez) .slot_num = Allocate [7] [5];

/¥ increment the slot id */
/* next schedule beacon */

/* number of allocated slot(s) */

Fig. 3. Contiguous bandwidth allocation.

schedule phase. In current implementation, we have a small-
size schedule beacon for each VC. Mobiles may need to listen
to several schedule beacons for all different VC'’s, in which
all of them have the same mobile id. We can have a bigger2)
schedule beacon which has more fields containing information
of all VC’s for each mobile. Hence, each mobile only needs
to listen to one beacon. However, not all VC’s will request
resources if the traffic load is light. This bigger beacon may
cause waste due to some empty fields. The tradeoff in the
small-size and big-size schedule beacon is that bandwidth mag)
be wasted in the small-size beacon when the traffic load is
heavy because of the replication of mobile id in each beacon,
whereas the big-size beacon will cause waste when the traffic
load is light.

By the algorithm in Fig. 3 and the allocation table, the slot
allocation is announced on frame basis rather than on slot
basis. Mobiles also only need to turn on the transceiver once
for all different types of packets.

4)
D. Dealing with Errors

This section describes how the scheduling algorithm deals
with bursty and location-dependent errors. At a time, only
some of the mobiles may be capable to communicate with
the BS—the others might be in error state. Since a mobile
may encounter errors during any phase of the time frame, we
discuss them individually as follows.

1) If a mobile is in error state during BS frame synchro-
nization message (FSM) reception, it will not receive its 5)
transmission order. Thus, it will not send the request in
the uplink of request/update phase, and the BS will mark
the mobile as in error state. The scheduling algorithm
might assign credits to the mobile depending on the
traffic type. In case the mobile changes to good state

any time after this phase, the mobile will not be able to
transmit in the subsequent data phase. It could decide to
receive broadcast packets.

If errors happen during the uplink of request/update
phase, the BS will mark the mobile as in error state
because it does not receive the transmission request.
When the mobile sends request in the subsequent re-
quest/update phase, BS will mark the mobile as in good
state. The situation is similar to the one above.

If errors happen while a mobile is receiving the schedule
message, bandwidth that has been scheduled to this
mobile will not be utilized. This loss is limited to
only one data phase which is typically smaller than the
average burst error length of 100 ms [34]. The BS will
mark the mobile as in error state when it does not receive
this mobile’s data during the scheduled uplink slots. The
BS will mark the mobile as in good state when it receives
the requests from mobiles in request/update phase again.
If errors happen during the downlink data phase or the
mobile does not turn on receiver because of missed
schedule message, the BS will hold packets until the
corresponding mobile returns back to good state. Mo-
biles can acknowledge the packets they receive when
they send requests in next request/update phase. Thus,
the BS can know whether mobiles have received the
downlink packets or not. The BS deletes packets from
gueues only after it receives acknowledgments.

If errors happen during the uplink of the data phase, the
BS will not receive the packets sent from the mobiles in
error state. The BS acknowledges the packets it received
in the next FSM. Mobiles delete packets from queues
only after receiving acknowledgments or the deadline
of real-time packets has expired. The BS will know the
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actual queue size of each VC and reschedule the packiétsome of them cannot be satisfied with the rates set in CAC,
when it receives the requests from mobiles in uplinthen
request/update phase again. Z‘S‘ S A
This section described the mechanisms defined in EC-MAC ‘ '
to handle bursty and location-dependent errors during the
various phases. The following sections provide the properties-€t Ncgr be the number of CBR sessions ) i.e.,

of the new approach and a simulation based performantesr = [¢|, in which Ncpr < N. Because CBR sessions
analysis. are scheduled with highest priority among other traffic types,

by Lemma 1, we get

(1)

1C¢

VI. PROPERTIES OF THENEW APPROACH Z 5 < zj\:é <A 2
The analysis of most proposed algorithms mainly focuses on ieC =
th_e throu_ghput fairness and the end_—to—end delay bound. Th%équation (1) conflicts with (2). Therefore, all VC’s incan
fairness is to ensure that each session can get the guaranf)%esatisfied with the rates set in CAC
rate it needs, and the unused bandwidth is distributed evenlyt '

; . . ) efinition 1—Delay: The packet delay is defined as the
all sessions. Service fairness index (SFI) [9] and worse—ca}se ) : ) ;
faimess index (WFI) [21] are two commonly used fairmesime elapsing between packet arrival and dep_arture in a mobile.

Theorem 2a—CBR Delay Bound@he maximum packet

measures. . . o delay of CBR sessions which belong to mobiles in nonerror
For wired networks, the scheduling algorithm is imple- : .
X . . . states and conform to the rates set in CACi$ (1> — ¢1),
mented in each switch, and the algorithm can work indepen; . . .
. . where 7 is the duration of a time frame, arifi, and ¢; are
dently. In wireless networks, many of them are implement . A
Ime stamps defined in Fig. 4.

in the last hop only [17], and the scheduling algorithms Proof: Leta andd be the arrival time and departure time

must. cooperatg with the MAC protc.)colis. Our schgdulingf a packet in CBR sessions. By Theorem 1, all CBR VC’s
ﬁ:ﬁgg:?ﬂtﬁ:iselgvcgilotl_ﬁ;—e'\g(ﬁg';’Zﬂ';ﬁ:lyiissegfgggvegeé?&u?t belong to mobiles in nonerror states and’ conform to the
' ' es set in CAC can be satisfied with their requested rates.

. . . I
last hop only, i.e., the wireless links, and focuses on the UpIII:i%erefore, a packet which arrives before the request/update

trallpls?rlls;m;?s, Iﬁé’ :2 gl?gesntct)hgsréte Larantee. delav bou IE)élase will be scheduled to be transmitted in the following
ysIS, g ' y link data phase. That is, i € [t1,t3),d € [ta, T5).

jitter bound, and loss bound. As argued in above Seaion“l%erefore the maximum delay equélE; — #,). From Fig. 4
the fairness might not be very important for multimedi? 4 i’s equal tor + (T —yt? L g- %
traffic. Once a session can get the guaranteed rate and fu fﬁi’heolrem ZS—CBRTDeIa; Ban;The maximum  packet

the QO.S SF'Ch as delay af‘d loss bounds.|t needs, how Hg?ay of CBR sessions which belong to mobiles in error states
bandwidth is distributed might not be too important. In ouirS in {nr+ (Th — 1), D.}, wheren € {1,2,3, -}
algorithm, each session can get its required bandwidth, and T 2 7 el " 1o -

the unused bandwidth is used mainly to maintain the differe:qst the duration of a time framel), is the maximum packet

QoS requirements for VBR VC's because they may genera elay for a real-time CBR session.depends on the duration
) . errors.

much more packets than they set in CAC. We also discuss the ) . .

. . d : . Proof: As shown in Theorem 2a, it: € [t1, t3), the

time complexity of the algorithm. Since our algorithm doe

not need to time stamp each packet then sort all of ther8neparture timel can be in the following uplink data phase. If

the scheduling decision can be done¥il). The contiguous errors occur during request/update phase, schedule message,

bandwidth allocation algorithm can be done widiV’), where or uplink data phase, this pac_ket will not be transmitted unt|l_
. _ . next frame that has no errors in such phases. If errors occur in
V' is the total number of VC’s in all mobiles.

Lemma 1: Let N be the number of admitted VC sessions €W USer phase or downlink data phase, the packet still gets

Let A be the total number of slots in the uplink data phase chance to be transmitted in the following uplink data phase.

a time frame, and; be the number of slots sessiomequests LPherefore, betwee(il> —t,) and the frame in which the packet

during CAC. With the CAC algorithm described in Fig. 2, we> t_ransn_utted successfully, there m_lght be several fra”?es n
have Eg\il 5 < A which this packet cannot be transmitted. Thus, the maximum

Proof: In the CAC algorithm, there is a counter thafi€lay equal(T; — t1) + nr, wheren € {1, 2,3, ---}. The

; ._value ofn depends on the interval of errors.
records the total number of slots used for admitted sessions ; . .
For some real-time CBR services, there might be a max-

A new session is admitted only when the available slots are .
larger than the request. From the pseudo code listed in FigI um t_olerable dela_y for ea(_:h p"?‘c'@- If the packet is not
' transmitted before its deadline, it is dropped. LBt be

N i .
we can see thal,_, & < A after admittingV sessions. the maximum packet delay for a real-time CBR session. All

Theorem 1—CBR Rate GuaranteBy the scheduling algo- . ot have maximum delays less ttian The delay bound
rithm, all CBR VC's that belong to mobiles in nonerror stategrlerefore ismin {n7 + (Tp — £1), Dy} '
’ 2 — 1), cf-

and conform to the rate set in CAC are satisfied with their Theorem 2—CBR Delay Boundthe maximum packet de-

requested. rates. , lay of CBR sessions is
Proof: Let ¢ be the set of CBR VC'’s that belong to

mobiles in nonerror states and conform to the rate set in CAC. min {nt + (To — t1), D.} (3)
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T msec. T msec.

req./ New Data Phase New Data Phase

Update | User Update | User
Phase Phase DOWl’llil’lk Upllﬂk FSM Phase Phase DOWH]il’lk Uplll’lk

1 1 \ i I 1 | \ time

req./
Sched.

Message

Sched.
Message

FSM

To U T2 B3 t4 Ts

Fig. 4. Timing in the frames.

wheren € {1, 2, 3, --- }. n depends on the duration of errorscases. The packet loss rate, therefore, is generally close to the

All other terms are same as those defined before. channel error rate.
Proof: The proof of this theorem can be done by com- Lemma 3—VBR Rate Guaranteket A be the total num-
bining Theorems 2a and 2b above. ber of slots in the uplink data phase in a time fram&g;pr
Definition 2—Jitter: Jitter is defined as the variation inis the total number of slots available for VBR sessions in
packet delays. the uplink data phase in a frame. L&tbe the set of VBR
Theorem 3—CBR Jitter Boundfhe jitter bound (maxi- VC's that belong to mobiles in nonerror states, ande the
mum variation in packet delays) of CBR sessions is number of slots that VBR sessianrequests in CAC. After
some VBR VC's request bandwidth in CAC successfully, we
min {717' + (TQ - tl)a Dc} - (t4 - t3) (4) have A > Aypg > 0 and Aypgr > Zieﬂ 5.

Proof: After some VBR VC'’s request bandwidth in CAC
wheren € {1, 2,3, ---}. D, t1, T», t3, andt, are defined successfully, there must be some bandwidth available for VBR
as those in Theorems 2a and 2b. sessions according to the scheduling algorithm. Therefore,

Proof: From Theorems 2a and 2b, we know that the\,zr > 0. In the uplink data phase in a time frame, the
minimum delay for any CBR sessions either in error afumber of slots available for VBR sessions will not exceed
nonerror mobiles igt, — t3). The maximum possible delaythe total number of slots. Thug > Avgr.
for any CBR sessions isnin {n7 + (T5 — t1), D.}, n € When there is no error, the slots available for VBR sessions
{1,2,3,---} by Theorem 2. Thus, the jitter bound is thesqual the slots reserved for VBR sessions in CAC. When some
difference between the maximum and minimum delays.  mobiles are in error states, some CBR and VBR VC’s may

Lemma 2—CBR Packet Loss Bounid: the  proposed not be able to utilize their reserved bandwidth. According
scheduling algorithm, there is no packet loss caused &y the scheduling algorithm, those unused bandwidth may
the scheduling algorithm for CBR sessions conforming fge allocated to VBR VC's dynamically. Therefore, the slots
the rates set in CAC. All packet losses are caused by thgailable for VBR VC’s may be greater than the total number
channel errors, and the packet lost rate is close to the changesiots set in CAC. HenceAvpr > Eicﬂ 7.
error rate. Theorem 4a—VBR Delay Bound’he maximum packet

Proof: Suppose that some packets are lost due to thelay of VBR sessions which belong to mobiles in nonerror
scheduling algorithm in some CBR sessions that conform égates is
the rates set in CAC. That is, some packets in those CBR
sessions in nonerror mobiles cannot be transmitted before theif (75 — ¢;) + 7,
deadlines. However, Theorem 2a shows that the maximun]  if Aypgr > ZMi

packet delay is+(1»—t; ) for those CBR sessions in nonerror ico
mobiles that are generally less than the maximum packet dela ZMi — Aver
D.. Theorem 2b shows that the maximum delay may excee icd

min (To —t1)+7| 1+ , D,

D. only when there are errors, but these packets will be

dropped. Therefore, no packet is lost due to the scheduling

algorithm in CBR sessions that conform to the rates set in{ if Aygr <>,y M;

CAC. All packet losses are caused by the channel errors. (5)
Because the packet loss is caused by the channel errors,where 7 is the duration of a time frame, arith, and¢; are

packet loss rate should be equal to the error rate. Howevéime-stamps defined in Fig. 44; is the maximum number of

there are some different cases when errors occur in differesttts that VBR session requires in a frame period, i.e., it

phases in a frame as discussed in Section V-D. There may bhgeaerates packets in peak rafd. is the ceiling function.

case that CBR packets are generated and transmitted just when Proof: In CAC, each VBR VC sets the average rate it

there is no channel error, although errors do occur in other timequires. However, the number of packets generated in each

phases. Thus, the packet loss rate is less than the channel &’'BR session is variant in time. If the available slofsygg,

rate. On the other hand, it is also possible that errors happereach frame are enough for, _, A;, the total number of

in request/update phase or schedule message only, but miaagklogged VBR packets in nonerror mobiles will be sched-

packets will not be transmitted in the following data phaseled. When each VBR session generates maximum number

Hence, the packet loss rate may be larger than the chanoepackets, all VBR packets generated before request/update

error rate. As discussed in Section V-D, these are extremlease can be transmitted in the following uplink data phase.

AvBR




CHEN et al. SCHEDULING MULTIMEDIA SERVICES IN A LOW-POWER MAC 195

Therefore, the maximum delay {8% — 1) + 7. On the other Proof: By Theorems 4a and 4b, we can get the maximum
hand, if Ayvpr < > ,cy M;, a packet may need to wait forpacket delay for VBR sessions as that in (7).

some more frames, each withunits of time, to be transmitted. Theorem 5—VBR Jitter Boundfhe jitter bound of VBR
The maximum number of frames a packet may need to wagssions is

is ([(22;co Mi — Aver)/Avsr]). Therefore, the maximum ¢ min {(Ts — t1) 4+ n7, Dy} — (ty — t3)

delay is(Ty —t1) + 7(1+ [(>;co Mi — Aver)/Avir]). As if Avpr > > M,

that defined in CBR, a VBR application may have a maximun eo

tolerable delay for each packet which is setf’as Packets will Z M; — Avpg

be dropped if they are not transmitted before their deadlineg. ico

Hence, the maximum delay is as that in (5). min § (T2 —t1) +n7 +7 Avon » Dy

Please note thakygr may not be a constant in each frame.
When some CBR VC's do not utilize their reserved slots dud :
—(t4 — ¢ if Ay M;
to errors, these slots may be used by VBR VC’s. Becaus (b = ta), VBR < %
the errors are bursty and the length of a frame is typically’ (8)
much smaller than the length of a burst error, the differenggheren e {1, 2, 3, ---}, which depends on the duration of
for Aygr in each frame is very small. Since we also take th&rors. Other terms have the same definition in the above.

1%

ceiling function, the difference due to the variancedrzr Proof: As discussed in Theorem 3, the minimum delay
is almost negligible. By Lemma 3, we also know thi&tsr, for any sessions either in error or nonerror mobilegis-t5).
the denominator, in (5) is not 0. The maximum possible delay for any VBR sessions is defined

Theorem 4b—VBR Delay Boundhe maximum packet in (7). Therefore, the jitter bound is the difference between the
delay of VBR sessions that belong to mobiles in error statespfaximum and minimum delays as shown in (8).

( min {(Ts — t,) +n7, Dy} _ Prpposition la—VBR Packet Loss BounBly proper set-
if AVBR >3 M ’ ting in CAC, there can be no packet loss for VBR VC'’s that
= vice T belong to mobiles in nonerror states.
ZMi — Aver Proposition 1b—VBR Packet Loss Bounly proper set-
min< (Ip —t1) +nr +7 S , Dy, ting in CAC, the packet loss rate for VBR VC's can be close
AvER to the channel error rate.
) The VBR VC's such as video applications generate different
if Aver < Z M; amount of packets in different times. If each VBR VC reserves
\ iy ©6) the maximum number of slots (peak rate), it requires in CAC

wheren € {1, 2,3, ---}, which depends on the duration of@nd if there is no channel error, there always are enough

errors. Other terms have the same definition as in the abof‘é?.ts to transmit VBR p,ackets. However, not all SIOtS. may be
%nllzed when VBR VC's generate less packets. This causes

Proof: When errors occur during request/update phas e
schedule message, or uplink data phase, the packet in an eW%?ted slots. On the other hand, packets may be lost if it

mobile will not be transmitted until this mobile returns to goo equests too few slots in CAC. A good scheduling algorithm

(nonerror) state. If errors occur in the new user phase tﬁléould let each VBR VC set a reservation as small as possible

packet still gets chance to be transmitted in the followiny .CAC while also malntglnlng avery 5”.‘3" packet loss rate.
ce there are errors in wireless environment, the packet

uplink data phase. As discussed in Theorem 2b, this pac Apce there . i
may need to wait for some more frames, i.e., in addition gss is inevitable. The proposed new scheduling algorithm has

the time in (5), there may be some extrainits of time while packet loss rate close to channel error rate for VBR VC’s. This

the mobile is in error state. Therefore, we get (6) for VBIE(VIII be shown by simulation in Section VII.

VC’s in mobiles that transit between error state to nonerrorDeflnltlon 3—Work .ConfservmgA schedullng d|sc.|pl|ne IS
State. called work conserving if the server is never idle when

Theorem 4—VBR Delay Boundthe maximum packet de- Lhere is a pﬁlcke';;o transmlz. Nbon\_/(\;(I)rk_-fconserV||r(19tc_ilsmlph_rg)elzs,
lay of VBR sessions is owever, allow the server to be idle if no packet is eligible
to be transmitted.

(min {(T> — t;) +n7, D, } Theorem 6—Nonwork-Conserving:he proposed schedul-
if Ayvpr > ZMi ing algorithm is a nonwork-conserving discipline. When there
i€ is no channel error, the maximum server idle timétis— ¢;)
Z M; — Avpr when there is a packet ready to be transmittedandz, are
Py time-stamps defined in Fig. 4.

min ¢ (Ip —t1) +n7+7 , D,

Proof: In the beginning, there is no packet in queues in
mobiles, and therefore, the server in BS is idle. If a packet
if Avpr < ZMi arrives a queue in FSM phase, it will be transmitted in the

uplink data phase in the same frame if there is no channel
(7) error. Therefore, the maximum server idle time is less than
wheren € {1, 2, 3, --- }, which depends on the duration ofr. If no packet is generated in FSM phase, all packets that
errors. Other terms have the same definition as in the abowarive after the request/update phase will be scheduled to be

Ayvpr

L icv
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transmitted in the uplink data phase in the next frame. That is, TABLE |
if packets in mobiles are ready to be transmittedtin t3), SSTEM PARAMETERS USED FOR SIMULATION
they will be scheduled to be transmitted[in, 7). The server ems Value
will start to serve packets in the beginning faf Therefore, Channel rate 10176 Kbps
the maximum server idle time &, — ;) after a packet is TDMA frame length 12 ms
ready to be transmitted. Number of slots (cells) per TDMA frame 288 slots
Theorem 7—Time Complexitythe proposed scheduling  Number of slots (cells) per Data Phase 266 slots
algorithm has time complexityO(1) for scheduling. The Voice/Data/Video slot size 53 bytes
time complexity isO(V') for contiguous bandwidth allocation ~ Average length of a voice call 3 min
algorithm, wherd/ is the total number of VC's in all mobiles. ~ Percentage of talkspurts for a voice call 36%
Proof: The proposed scheduling algorithm knows which ~_Percentage of silence gaps for a voice call 64%
VC it should choose to schedule and how many slots it should ﬁvemge iengti oi a t,allkstp“rt 1'22 zzz
allocate by just looking at the scheduling table. The table is S;:;:femj;ig th: sren’ 8ap 35 Kbps
set in the beginning and is updated in reque_st/update phase.Average Tength of a video call 5 mn
The update only takes some computations which take constant . ium video packet/cell delay 144 ms
time. Itis independent with the number of VC’s. Therefore, the  Tiyrst parameter (index of self-similarity) 0.9

scheduling decision has time complexity@{1). There is no
sorting and tag computation as in most scheduling algorithms

such as SCFQ, etc. _ _ ~_ mobile generates new voice calls and video calls with rates of
For the contiguous bandwidth allocation algorithm in Fig. 3\ and),, respectively. Data traffic is modeled as self-similar
it looks at each mobile and then each VC inside each mobilefhffic with Hurst parameter of 0.9 (described below). The
there aren mobiles in the system andVC'’s in each mobile, following paragraphs present the simulation models for data,
the algorithm needs to look dt» x v) VC’s. That is, the yoice, video, and error, respectively. The system parameters
algorithm needs to look at all VC's in the system. kebe the gre summarized in Table |.
total number of VC'’s in the system which equéisx v). The 1) Data Model: Recently, extensive studies show that data
time complexity of contiguous bandwidth allocation algorithmyaffic is self-similar in nature, and the traditional Poisson

therefore, isO(V). process cannot capture this fractal-like behavior [3]. The
difference between self-similar and traditional models is that
VII. PERFORMANCE ANALYSIS the self-similar model is long-range dependent, i.e., bursty

. . . ' over a wide range of time scales. Self-similar model shows
This section describes source traffic models, performant%e

metrics studied, and simulation results for the algorithm d 1at the traffic has similar statistical properties at a range of

. : - . ., time scales: milliseconds, seconds, minutes, and hours. Long-
scribed above using realistic source traffic models for videg ) : . .
rdnge dependent traffic (fractional Gaussian noise) can be

voice, and data services. The analysis in this section assurmgs . by the superposition of many ON-OFF sources in

that all mobiles in the cell coverage area have already regis:. . o
tered with the BS. The new-user phase in Fig. 1, therefore%N?QICh the ON and OFF periods have a Pareto type distribution

) with infinite variance [4]. In simulation, we use the strictly
not incorporated.

The performance of the algorithm associated with EC-MA Iternatmg .ON._OFF sources with the sag/alue for the
areto distribution. The value equals 1.2 which corresponds

protocol has been studied through discrete-event simulati?n. . ; R
. . . . the estimatedHurst parameterthe index of self-similarity,
Simulation results have been obtained using the stochasﬁcH — 09 [4]

self-driven discrete-event models, written in C with YACSI 2) Voice Model: A voice source is modeled as a two-state

[41]. YACSIM is a C-based library of routines that provide . :
arkov process representing a source wittslaw speech

discrete-event and random variate facilities. Steady-state trafr;l](fs,’t_ivity detector(SAD) [16]. The probability that a principal
action times and utilization were measured.

talkspurt with mean duratioty s ends in a frame of duration
7 is v = 1 — exp(—7/t1). The probability that a silent gap
with mean durationts s ends in a frame of duration is

The simulation results presented here consider three types: 1 — exp(—7/t2). Here,~ is the probability that a source
of traffic—CBR, VBR, and UBR. Voice is modeled as a twomakes a transition from talkspurt state to silent state,=aisd
phase process with talkspurts and silent gaps [16]. Typicalthe probability that the source makes a transition from silent
such modeling classifies voice as VBR. We consider thstiate to talkspurt state.
the voice source generates a continuous bit-stream durindMleasured values far and¢; are 1.00 and 1.35 s [16], each
talkspurts and is therefore classified as a CBR source in auith exponential distribution. This results in an average of 36%
scheduling. Video is considered as an example of a VBRIkspurts and 64% silence gaps for each voice conversation.
source with variable number of cells per frame. Data generat&dvoice cell is dropped if not transmitted after 36 ms. When
by applications such as ftp, http, and e-mail is considered asew voice cell arrives at a full queue, tfiest cell in the
an example of UBR traffic. voice queue will be dropped.

In simulation, each mobile terminal is capable of generating 3) Video Model: H.263 video [2] targets the transmission of
three different types of traffic: data, voice, and video. An idleideo telephony at data rates less than 64 Kbps, which makes

A. Source Models
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TABLE 1l
VIDEO BIT RATES (IN KBIS)
Name Mean rate | Max rate || Name Mean rate | Max rate
Car phone 1 50.03 464.00 || Car phone 2 40.56 409.40
Claire 1 33.79 658.00 || Claire 2 23.20 550.60
Foreman 1 44.11 404.40 || Foreman 2 31.82 368.80
Grandma 1 11.65 397.60 || Grandma 2 8.33 370.20
Mother & daughter 1 21.82 433.80 || Mother & daughter 2 15.72 391.40
Miss America 1 37.19 446.00 || Miss America 2 23.87 392.60
Salesman 1 17.22 506.60 || Salesman 2 12.69 464.00
Suzie 1 31.07 322.80 || Suzie 2 22.88 285.20
Trevor 1 30.57 406.80 || Trevor 2 24.95 366.40

it suitable for wireless communications. In simulation, we usdtie total number of voice calls generat@dhe acceptable value
the real trace data from several H.263 video sources [42]. Ealgpends on the requirement of each system. In [11], the authors
video is coded by two different schemes. The first one has&ve considered 1% voice call blocking probability.
and P frames only. The second one adds some other optionsideo-Cell Dropped RateThe video-cell dropped rate is
such as PB-frames and advanced prediction mode. Each videfined as the ratio athe number of video cells droppéd
runs for around 30 s. The frame rate is 25 fps for all videothe total number of video cells generatéthe desired value
Table 1l shows the bit rates of the video sources. The taldepends on different coding algorithms and different type of
shows that the second coding scheme has lower bandwid#ivices. For nonlayered MPEG-2 coding, [46] indicates that
requirements for all the sources. the packet loss ratios dfo— or greater for ATM cells are
For a TDMA frame of length 12 ms (as used in th@enerally unacceptable. However, [47] shows that the quality
simulation), the mean number of video packets is aroundctuld be improved when the cell loss rate is greater thar?
ATM cell per TDMA frame and the maximum is 21 ATM by macroblock resynchronization technique.
cells per TDMA frame. In the simulation, we assume that Video-Call Dropped RateThe video-call dropped rate is
the length of a video session is exponentially distributed witefined as the ratio othe number of video calls dropped
mean time of 5 min. This is achieved by randomly selecting the total number of video calls generatethe acceptable
different videos (since each video trace only lasts above 30 wlue depends on the requirement of each system. In order to
4) Error Model: In high-speed networks based on fibemaintain the quality of existent sessions, the CAC can restrict
optics, errors are rare and random in nature. In wireled® number of video sessions because they generally require
networks, errors are bursty and location-dependent. Models fouch more bandwidth.
a Rayleigh fading channel have been studied in [43]. Here, itAverage Data Cell Delay:The average data cell delay is
has been shown that a first-order Markov model is an adequdédined ashe average time a data cell transmittednusthe
approximation for a Rayleigh fading channel. In our studieayerage time between data cell generation and transmission.
we use the slow and fast fading models proposed in [43]he desired value depends on the characteristics of different
The values of normalized Doppler bandwidth for slow fadintype of data services, such as file transfer or e-mail, etc.
and fast fading are 0.01 and 0.64, which correspond to user€hannel Utilization: The channel utilization is defined as
with moving speed about 1.5 and 100 km/h, respectively. Twibe ratio ofthe number of slots used for transmissimnthe
fading margins are considered: 29.9978 and 19.9782 dB, whidtal number of slots availableSince the study is focused
correspond to packet error rates of 0.001 and 0.01, respectivety how well a protocol can schedule mobiles for uplink
[44]. transmission, we consider the uplink channel utilization only.

B. Performance Metrics Studied C. Simulation Results

The focus of the study is to understand what kind of The numerical results presented here study the maximum
service quality is provided by the scheduling algorithm withumber of mobiles that can be accommodated with the desired
an increase in the number of mobiles supported. The metri@eS for voice, data, and video traffic. A channel rate of
and analysis for EC-MAC based on energy consumption caf Mbps has been considered. Each uplink and downlink in
be found in [7]. To this end, we define the following QoSlata phase is around 4.7 Mbps. The figures are plotted with
parameters: offered load of 25% (G= 0.25) and 50% (G= 0.50) per

Voice-Cell Dropped RateThe voice-cell dropped rate ismobile. Data traffic is modeled as self-similar traffic with Hurst
defined as the ratio dhe number of voice cells droppéaithe parameter of 0.9 [4]. When load is 50%, the inter-arrival times
total number of voice cells generatel.has been suggestedof voice calls {/X;) and video calls¥/\,) are 180 and 300
in [45] that it should not exceed 1% since distortion will be, respectively. The average length of a voice call is 3 min;
perceptible otherwise. therefore, the voice traffic load is 180/(180 180) = 50%.

Voice-Call Dropped Rate:The voice-call dropped rate isThe average length of a video call is 5 min, so the video
defined as the ratio athe number of voice calls droppead traffic load is 300/(300+ 300) = 50% as well. Thepacket
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Fig. 5. Voice (a) call dropped rate and (b) cell dropped rate, where E is the packet error rate, and G is the traffic load in each mobile (channel rgte: 10 Mbp

error rates are 102 and 10—2 with fast fading and slow Fig. 6 examines the video-call and video-cell drop rates. As
fading. discussed above, call dropped rate is determined mainly by the
\oice-call dropped rate is considered first in Fig. 5(a), wherdfered traffic load. With CAC, a video call sends the minimum
same traffic load with different error rates and fading mode@giaranteed rate it needs. Based on this information, CAC
leads to same results. Therefore, only two lines are visible @ecides to admit or reject this call. If a video call requests the
Fig. 5(a). As expected, less voice calls are dropped if leg@ximum rate it needs in CAC, there will be no dropped cell
mobiles contend in the system. With the same number igeally. However, it is wasteful to decide on admission control
mobiles, traffic load of 50% leads to higher dropped rate th&@sed on maximum bandwidth requirement. If it requests a
traffic load of 25%. Fig. 5(a) also shows that the major factépean rate in CAC, many other sessions can be admitted but
for call dropped rate is traffic load rather than the fading d¢he cell dropped rate may be unacceptable. For a H.263 video
error rate because the call dropped rate depends mainly Wi mean rate of 1 ATM cells per TDMA frame and peak rate
CAC. When the load is 50% and the number of mobiles R 21 cells per TOMA frame, Fig. 6(a) and (b) show the results
greater than 80, the voice call dropped rate increases rapidi{1€n €ach video sets two cells as the minimum guaranteed

For the load of 25%, voice call dropped rate is acceptabrlﬁte' Although the request rate set in CAC is still much less

even when the number of mobiles is 160 regardless of tﬂg\n the peak video rate, Fig. 6(b) indicates that the video-cell
error rate dropped rate is very small even with 0.01 error rate for slow

Once a voice call is admitted, Fig. 5(b) indicates that tﬁgdm@g.bAIITEfchgrsd_alTostthhatve 0 wde_o-cell drotpped rgtt—: n
voice-cell dropped rate is almost independent of traffic load 9" (b). This indicates that oufynamic reservation update

In Fig. 5(b), fading and error rate are simulated for two traf“fi%Cheme can get a good muIUpngmg gain. Fig. 6(2) also shows
our algorithm can support 80 video sessions when load equals

loads: 0.25 and 0.5. The cell dropped rate is less than the eréqg. More than 160 video sessions can be accepted when load

rate for slow fading regardless of the number of mobiles aned uals 0.25 if the required call dropped rate is set to 1%.

the load offered by each mobile. Th? cell d“’p"?e‘d rate ig muc Fig. 7(a) compares the data cell delay. Data traffic is trans-
Ies; than the error Tate.for fast fading. Thg dlfference n fal’?ﬁtted when there are no other voice or video traffic pending.
fading and S_IOW fading IS that the slow fading is more burSt)(Ithough data is with lower priority and without any reser-

than fast fading [44]. This leads to a shorter error period Wh%tion, it still gets a chance to transmit when some voice or

error happens in fast fading. Each voice cell can tolerate gfyeq sessions are in error state or when VBR video sessions
ms delay. Longer error period may cause more expired VOiggnerate less traffic. As expected, the data cell delay increases
cells. Hence, slow fading has higher dropped rate. Fig. S(phen the number of mobiles increases. Fig. 7(a) shows that
shows that the cell dropped rate increases slightly for fagl higher load generally has higher data delay. Channel fading
fading when the number of mobiles increases. and error rate, however, will not affect data delay too much.
The CAC algorithm restricts the number of connections tphjs is because the scheduling algorithm credits the error
maintain the QoS of admitted connections. The CAC anfobiles after they change back to good state.
scheduler cooperate with each other like this: CAC dealsFig. 7(b) examines the uplink channel utilization. When the
with traffic load and scheduler deals with QoS requirementgaffic load is higher, overall utilization is higher. The error rate
Although cells are still dropped, that is tide factonature of has a little performance difference for utilization since the error
wireless channel due to errors. Figs. 5 and 6 show that thges are small compared to the total bandwidth. The channel
call dropped rate that depends on traffic load is determined bylization increases as the number of mobiles increases.
CAC, whereas cell dropped rate, that depends on fading andAlthough the simulation results of the delay and jitter for
error rate, is determined mainly by scheduler. voice and video sources are not showed here, they do comply
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Fig. 7. (a) Data cell delay and (b) channel utilization, where E is the packet error rate, and G is the traffic load in each mobile (channel rate: 10 Mbps).

with the delay and jitter bounds analyzed in Section VI. Both REFERENCES
voice and video traffic have the same trends for delay and jitter

which increase as the number of mobiles or the traffic loadt! K- M. Sivalingam, J.-C. Chen, P. Agrawal, and M. B. Srivastava,
. . “Design and analysis of low-power access protocols for wireless and
Increases. Receiver playback buffers can be used to smooth e ATm networks,”ACM/Baltzer Mobile Networks Appl1999.
the jitter [48], [49]. [2] ITU-T Rec. H.263Video Coding for Low Bit Rate Communicatidvar.
1996.
[3] W. E. Leland, M. S. Tagqu, W. Willinger, and D. V. Wilson, “On the
VIIl. CONCLUSION self-similar nature of Ethernet traffic (extended versionEEE/ACM
. . ) . Trans. Networkingyvol. 2, pp. 1-15, Feb. 1994.
This paper describes a scheduling algorithm for EC-MACy4] w. willinger, M. S. Tagqu, R. Sherman, and D. V. Wilson, “Self-
a low-power access protocol for wireless and mobile ATM  similarity through high-variability: Statistical analysis of Ethernet LAN
networks. The goals of the access protocol are to conserve bat- {raffic at the source level, [EEE/ACM Trans. Networkingyol. 5, pp.

tery power, to support multiple traffic classes, and to provid 71-86, Feb. 1997.
yp ! Pp P ! P H. Zhang, “Service disciplines for guaranteed performance service in

different levels of s_erviqe q_ua_lity for banqlwid_th allocat_ion. packet-switching networks Proc. IEEE,vol. 83, Oct. 1995.

The proposed algorithm isgriority round robin with dynamic  [6] A. varma and D. Stiliadis, “Hardware implementation of fair queuing

reservation update and error compensat&rheduling. Perfor- algorithms for asynchronous transfer mode networkSEE Commun.

mance analysis is presented. Delay and jitter bounds, and rate Mag- vol. 35, pp. 54-68, Dec. 1997. ,
t for CBR and VBR traffi ided. The simul [7] J.-C. Chen, K. M. Sivalingam, and P. Agrawal, “Performance compari-

Quara” ees _Or an - ra_ Ic are prqw ea. e simu ?" son of battery power consumption in wireless multiple access protocols,

tion emphasizes on various quality-of-service parameters with aAcwm/Baltzer Wireless Network4999.

varying number of mobiles in a cell. Currently, low-power [8] L. Zhang, “Virtual clock: A new traffic control algorithm for packet

operation is done by contiguous bandwidth allocation and by Switching networks,"ACM Trans. Comput. Systpl. 9, pp. 101-124,

. . . May 1991.
cooperating with EC-MAC. Future work will include more [9] S. Golestani, “A self-clocked fair queueing scheme for broadband

power a(_japtation py prioritizing low-power and high-lower ™~ jpjications,” inProc. IEEE InfocomToronto, Ont., Canada, June 1994,
mobiles in scheduling. pp. 636-646.

”



200

(20]

[11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[29]

[20]

[21]

[22]

[23]

[24]

[25]

[26]

[27]

(28]

[29]

(30]

(31]

(32

(33]

(34]

M. J. Karol, Z. Liu, and K. Y. Eng, “An efficient demand-assignment
multiple access protocol for wireless packet (ATM) networks,[35]
ACM/Baltzer Wireless Networkspl. 1, no. 3, pp. 267-279, 1995.

D. Raychaudhuri and N. D. Wilson, “ATM-based transport architecture
for multi-services wireless personal communication networksgE J.
Select. Areas Commurvol. 12, pp. 1401-1414, Oct. 1994. [36]
S. Lu, V. Bharghavan, and R. Srikant, “Fair scheduling in wireless
packet networks,” ilProc. ACM SigcomnRalais des Festivals, Cannes,
France, Sept. 1997. [37]
T. S. E. Ng, I. Stoica, and H. Zhang, “Packet fair queuing algorithms
for wireless networks with location-dependent errors,”Froc. IEEE
Infocom,San Francisco, CA, Apr. 1998, pp. 1103-1111.

V. Bhaskaran and K. Konstantinidebnage and Video Compression [38]
Standards: Algorithms and Architecture@nd ed. Norwell, MA:
Kluwer, 1997.

S. Okubo, S. Dunstan, G. Morrison, M. Nilsson, H. Radha, D. L[39]
Skran, and G. Thom, “ITU-T standardization of audiovisual commu-
nication system in ATM and LAN environmentdEEE J. Select. Areas
Commun.yvol. 15, pp. 965-982, Aug. 1997. [40]
D. J. Goodman and S. X. Wei, “Efficiency of packet reservation multiple
access,lEEE Trans. Veh. Technolvpl. 40, pp. 170-176, Feb. 1991.

P. Agrawal, E. Hyden, P. Krzyzanowski, P. Mishra, M. B. Srivastavd41l]
and J. A. Trotter, “SWAN: A mobile multimedia wireless network,”
IEEE Personal Communvol. 3, pp. 18-33, Apr. 1996 [42]
A. Demers, S. Keshav, and S. Shenker, “Analysis and simulation of a
fair queueing algorithm,” irProc. ACM SigcomnSept. 1989, pp. 3-12. [43]
A. K. Parekh and R. G. Gallager, “A generalized processor sharing
approach to flow control in integrated services networks: The single-
node case,1IEEE/ACM Trans. Networkingyol. 1, pp. 344-357, June
1993.

P. Goyal, H. M. Vin, and H. Cheng, “Start-time fair queuing: A
scheduling algorithm for integrated services packet switching networks,”
in Proc. ACM SigcommStanford, CA, Aug. 1996. [45
J. C. R. Bennett and H. Zhang, “WB: Worst-case fair weighted fair
gueueing,” inProc. IEEE InfocomSan Francisco, CA, Apr. 1996, pp.
120-128. [46]
M. Shreedhar and G. Varghese, “Efficient fair queuing using deficit
round robin,” inProc. ACM SigcommSept. 1995, pp. 231-242.

D. Stiliadis and A. Varma, “Frame-based fair queueing: A new traffi&47]
scheduling algorithm for packet-switched networks,” Rmoc. ACM
Sigmetrics,May 1996.

S. Suri, G. Varghese, and G. Chandranmenon, “Leap forward virtu%S]
clock: A new fair queuing scheme with guaranteed delays and through-
put fairness,” inProc. IEEE Infocom,Kobe, Japan, Apr. 1997, pp.
558-566.

S. Floyd and V. Jacobson, “Link-sharing and resource manageme{ﬁ?]
models for packet networks,|[EEE/ACM Trans. Networkingyol. 3,

pp. 365-386, Aug. 1995.

J. C. R. Bennett and H. Zhang, “Hierarchical packet fair queueing
algorithms,”IEEE/ACM Trans. Networkingyol. 5, Oct. 1997.

I. Stoica, H. Zhang, and T. S. E. Ng, “A hierarchical fair service curve
algorithm for link-sharing, real-time and priority services,” Rroc.
ACM SigcommPalais des Festivals, Cannes, France, Sept. 1997.

D. Ferrari and D. Verma, “A scheme for real-time channel establishment
in wide-area networks,IEEE J. Select. Areas Commuwgl. 8, pp.
368-378, Apr. 1990.

M. Vishnu and J. W. Mark, “HOL-EDD: A flexible service scheduling
scheme for ATM networks,” inProc. IEEE Infocom,San Francisco,
CA, Apr. 1996, pp. 647-654.

D. Ferrari, H. Zhang, and D. Verma, “Guaranteeing delay jitter bounc
in packet switching networks,” ifProc. TriComm,Chapel Hill, NC,
Apr. 1991, pp. 35-46.

S. Golestani, “A stop-and-go queueing framework for congestion ma
agement,” inProc. ACM SigcommPhiladelphia, PA, Sept. 1990, pp.
8-18.

C. Kalmanek, H. Kanakia, and S. Keshav, “Rate controlled servers er'etworked Computing

very high-speed networks,” iRroc. IEEE GlobecomSan Diego, CA,
Dec. 1990, pp. 300.3.1-300.3.9.

IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 1, NO. 2, JUNE 1999

1133-1140.

C. Fragouli, V. Sivaraman, and M. Srivastava, “Controlled multi-
media wireless link sharing via enhanced class-based queuing with
channel-state-dependent packet scheduling?rot. IEEE InfocomSan
Francisco, CA, Apr. 1998, pp. 572-580.

N. R. Figueira and J. Pasquale, “Remote-queueing multiple access
(RQMA): Providing quality of service for wireless communications,”

in Proc. IEEE InfocomSan Francisco, CA, Apr. 1998, pp. 307-314.

R. Kautz and A. Leon-Garcia, “A distributed self-clocked fair queueing
architecture for wireless ATM networks,” ifProc. |IEEE Int. Symp.
Personal, Indoor Mobile Radio Commun. (PIMRE)elsinki, Finland,
1997, pp. 189-193.

M. A. Arad and A. Leon-Garcia, “A generalized processor sharing
approach to time scheduling in hybrid CDMA/TDMA,” iRroc. IEEE
Infocom,San Francisco, CA, Apr. 1998, pp. 1164-1171.

S. Kishore, J.-C. Chen, K. M. Sivalingam, and P. Agrawal, “A battery
power level aware MAC protocol for CDMA wireless networks,” in
Proc. IEEE Int. Conf. Universal Personal Commun. (ICUPTC998.

D. Saha, S. Mukherjee, and S. K. Tripathi, “Multirate scheduling of
VBR video traffic in ATM networks,”IEEE J. Select. Areas Commun.,
vol. 15, pp. 1132-1147, Aug. 1997.

J. R. Jump,YACSIM Reference ManuaRice Univ., Dept. Elect.
Comput. Eng., 2.1 ed., Mar. 1993.
“Digital video coding at Telenor
http://www.fou.telenor.no/brukere/DVC/.
M. Zorzi, R. Rao, and L. B. Milstein, “On the accuracy of a first-
order Markov model for data transmission on fading channelsPrac.
IEEE Int. Conf. Universal Personal Commun. (ICUPGIpv. 1995, pp.
211-215.

R&D,” [online] Available

44] A. Chockalingam, M. Zorzi, and R. Rao, “Performance of TCP on

wireless fading links with memory,” ifProc. IEEE Int. Conf. Commun.
(ICC), Atlanta, GA, June 1998.

] D. J. Goodman, R. A. Valenzuela, K. T. Gayliard, and B. Ramamurthi,

“Packet reservation multiple access for local wireless communications,”
IEEE Trans. Communyol. 37, pp. 885-890, Aug. 1989.

R. Aravind, M. R. Civanlar, and A. R. Reibman, “Packet loss resilience
of MPEG-2 scalable video coding algorithmdEEE Trans. Circuits
Syst. Video Technolvol. 6, pp. 426-435, Oct. 1996.

J. Zhang, M. R. Frater, J. F. Arnold, and T. M. Percival, “MPEG 2 video
services for wireless ATM networksJEEE J. Select. Areas Commun.,
vol. 15, pp. 119-128, Jan. 1997.

N. Shivakumar, C. J. Sreenan, B. Narendran, and P. Agrawal, “The Con-
cord algorithm for synchronization of networked multimedia streams,”
in Proc. IEEE Int. Conf. Multimedia Comput. Sysiay 1995, pp.
31-40.

P. Agrawal, J.-C. Chen, and C. J. Sreenan, “Use of statistical methods
to reduce delays for media playback buffering,’Aroc. IEEE Int. Conf.
Multimedia Comput. SystAustin, TX, June 1998, pp. 259-263.

Jyh-Cheng Chen (S'96-M'99) received the B.S.
degree in information science from Tunghai Uni-
versity, Taichung, Taiwan, R.O.C., in 1990. In 1992,
he received the M.S. degree in computer engineer-
ing from Syracuse University, Syracuse, NY. He
received the Ph.D. degree in electrical engineering
from the State University of New York, Buffalo in
1998.

From 1995 to 1996, he worked as a software
engineer at ASOMA-TCI, Inc., North Tonawanda,
NY. During the summer of 1997, he worked in the

Technology Department at AT&T Labs, Whippany, NJ,

and contributed to energy efficient MAC protocols for wireless ATM networks.
Since August 1998, he has been a Research Scientist in applied research

H. Zhang and D. Ferrari, “Rate-controlled static-priority queueing,” iyt Telcordia Technologies (formerly Bellcore), Morristown, NJ. At Telcordia

Proc. IEEE InfocomSan Francisco, CA, Apr. 1993, pp. 227-236.

Technologies, his research is focused on third-generation wireless networking,

P. Bhagwat, P. Bhattacharya, A. Krishna, and S. K. Tripathi, “Enhancingext generation networks, QoS for IP networks, Internet telephony, and active
throughput over wireless LAN’s using channel state dependent packettworks.

scheduling,” inProc. IEEE InfocomSan Francisco, CA, Apr. 1996, pp.

Dr. Chen is a member of ACM.



CHEN et al. SCHEDULING MULTIMEDIA SERVICES IN A LOW-POWER MAC

Krishna M. Sivalingam (S'92-M'95) received the
B.E. degree in computer science and engineering i
1988 from Anna University, Madras, India. He re-
ceived M.S. and Ph.D. degrees in computer scienc
from the State University of New York (SUNY),
Buffalo, in 1990 and 1994, respectively.

While at SUNY Buffalo, he was a Presiden-
tial Fellow from 1988 to 1991. He is currently

201

Raj Acharya received the Ph.D. degree from the
University of Minnesota/Mayo Graduate School of
Medicine in 1984.

He worked with the Dynamic Spatial Recon-
structor Project at the Mayo Clinic from 1981 to
1985. From 1984 to 1986, he was a Research
Scientist at GE-CGR, Paris, France. He is currently
a Professor of Computer Science and Engineering at

an Assistant Professor in the School of Electricag
Engineering and Computer Science at Washingtof == His research interests are in multimedia networks,
State University, Pullman. Prior to that, he wa: : multimedia information retrieval, fractals, image
an Assistant Professor at the University of North Carolina Greensbopoocessing, and visualization.
from 1994 until 1997. He has conducted research at Lucent TechnologiesDr. Acharya is on the Editorial Board of thdournal of Computerized
Bell Labs, Murray Hill, NJ, and at AT&T Labs, Whippany, NJ, whereMedical Imaging and Graphicdie was General Chair of the SPIE Conference
he also served as a Consultant during 1997. His research interests incloleBiomedical Image Processing in 1992 and 1993. He was General Chair
wireless computing and communications, all-optical WDM networks, ATMf the 1994 SPIE International Conference on Physiology and Function from
networks, high-speed communication networks such as Gigabit Ethernet, hiyhultidimensional Images. He was also cochair of the 1994 IEEE Workshop
performance distributed computing, and performance evaluation. in Biomedical Image Analysis. He was on the Scientific Board of the
Dr. Sivalingam has served on the Conference Committees of IEEE INFEEEE Model Based 3-D Biomedical Image Analysis. His research work has
COM 1997, the WOWMOM Workshop 1998 and 1999, ACM Mobicom 1999%een featured irBusinessweekl996 Mathematics Calendafhe Scientist,
MASCOTS 1999, and Mobile Data Access 1999. He is a member of ACMDiagnostic Imaging and Biomedical Engineering Newsletter

the State University of New York (SUNY), Buffalo.

Prathima Agrawal (S'74-M'77-SM'86—F'89) re-
ceived the B.E. and M.E. degrees in electrical
communication engineering from the Indian Insti-
tute of Science, Bangalore, India, and the Ph.D.
degree in electrical engineering from the University
of Southern California, Los Angeles.

She is a Chief Scientist and Assistant Vice Pres-
ident of the Internet Architecture Research Labora-
tory at Telcordia Technologies (formerly Bellcore),
Morristown, NJ. From 1997 to 1998, she was head
of the Networked Computing Technology Depart-
ment at AT&T Labs, Whippany, NJ. Prior to that, she headed the Networked
Computing Research Department at Bell Labs, Murray Hill, NJ. Her research
interests are computer networks, mobile computing, parallel processing, and
VLS| CAD. She has published more than 150 papers and has received or
applied for more than 30 US patents.

Dr. Agrawal is a Member of the ACM. Presently, she chairs the IEEE
Fellow Selection Committee.




