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#### Abstract

The precarious state of the educational system existing in the inner-cities of the U.S., including its potential causes and solutions, has been a popular topic of debate in recent years. Part of the difficulty in resolving this debate is the lack of solid empirical evidence regarding the true impact of educational initiatives. For example, educational researchers rarely are able to engage in controlled, randomized experiments. The efficacy of so-called "school choice" programs has been a particularly contentious issue. A current multi-million dollar evaluation of the New York School Choice Scholarship Program (NYSCSP) endeavors to shed some light on this issue. This study can be favorably contrasted with other school choice evaluations in terms of the consideration that went into the randomized experimental design (a completely new design, the Propensity Matched Pairs Design, is being implemented) and the rigorous data collection and compliance-encouraging efforts. In fact, this study benefits from the authors' previous experiences with the analysis of data from the Milwaukee Parental Choice Program, which, although randomized, was relatively poorly implemented as an experiment.

At first glance, it would appear that the evaluation of the NYSCSP could proceed without undue statistical complexity. However, this program evaluation, as is common in studies with human subjects, suffers from unintended, although not unanticipated, complications. The first complication is non-compliance. Approximately $25 \%$ of children who were awarded scholarships decided not to use them. The second complication is missing data: some parents failed to complete fully survey information; some children did not take pre-tests; some children failed to show up for post-tests. Levels of missing data range approximately from 3 to $50 \%$ across variables. Work by Frangakis and Rubin (1999) has revealed the severe threats to valid estimates of experimental effects that can exist in the presence of non-compliance and missing data, even for estimation of simple intention-to-treat effects.

The technology we use to proceed with analyses of longitudinal data from a randomized experiment suffering from missing data and non-compliance involves the creation of multiple imputations, for both missing outcomes and missing true compliance statuses using Bayesian models. The fitting of Bayesian models to such data requires MCMC methods for missing data. Our Bayesian approach allows for analyses that rely on fewer assumptions than standard approaches.

These analyses provide evidence of positive effects of private school attendance on math test scores for certain subgroups of the children studied.


## 1 Prologue

Every day policy decisions are made that may have a great impact on our lives based on quantitative "analyses" of social science data. Rigorous mathematical statisticians are sometimes wary of participating in social science analyses because social science data sets are nearly always messy relative to those in the physical or biological sciences even when statisticians are involved in the design of the study. Human subjects can be capricious, randomized experiments can rarely be performed, and the measures are often only loosely tied to the phenomena of interest, as well as being intrinsically noisy. However, this should not lessen the statistician's responsibility to model, as rigorously as possible, the science of the problem.

The Bayesian paradigm, because of its flexibility, is a powerful way to conceptualize how to approach such messy problems from the design through the analysis stage. Using this paradigm as a guide does not necessarily imply performing formal Bayes calculations at each step because these might be impossibly demanding in the time frame or with available resources. However it does mean that we design a study with the eventual Bayesian analyses in mind, where "design" here is defined broadly to include, not only the plan for assigning treatments to individuals, but also evaluation issues such as the plan for what types of data will collected and in what manner. We want to design to minimize problems at the end without being blind to the eventual complications that will nearly certainly arise. Rather, we optimally would like to frame these complications as aspects of the broadly defined phenomenon of interest and then build them into our Bayesianly-inspired template for the study and its data.

Of particular importance, knowing which issues create the most problems for our ultimate Bayesian analysis and which variables would be most useful for modeling these, helps guide our design. In fact, many of the benefits of practical importance in a study such as this arise through the design: deciding how to minimize the complications and whether these complications can be incorporated into the analyses. If there are no complications, the payoff to being Bayesian is typically relatively small. In our setting, the evaluation of a program that may have major impact on lives of our children, there will be an emphasis on these design aspects.

In this way, this application may stand in contrast to many Bayesian applications that often focus on analyses of existing datasets, thereby showcasing clever modeling and computation, but neglecting issues of how the data were obtained, or how the data collection was influenced
by the Bayesian analyses to be conducted and used to draw practical conclusions. We present as equally important aspects of the study: (1) our assessment of the most important complications involved (non-compliance with treatment assignment, missing outcomes, and missing covariates), and (2) our attempts to minimize these complications and to accommodate eventual incorporation of them into the analysis (for instance inclusion of survey questions intended to help the modeling of these complications).

Our analysis does not represent a completely satisfactory job of simultaneously handling all the complications. As an example, we do not model the multivariate nature of the outcomes; we fit separate models for each outcome examined (reading and math test scores). Further work will gradually expand this initial model to incorporate the complicated structure of this experiment and the "response" to school choice that it measures. The more the model becomes more inclusive of the complications, the more we will be able to take advantage of the elements we incorporated in our initial design that anticipated this structure.

## 2 Introduction

Over the past few years, interest in school choice has escalated. Congress and many state legislatures have considered school voucher proposals that enable families, particularly low-income families, to choose among a wide range of schools, public and private, religious and secular. In 1990 the Wisconsin legislature enacted a pilot program that gave public students access to secular private schools in the City of Milwaukee; then in 1996 the legislature expanded this program to include religious schools. After surviving a constitutional challenge, the program went into effect in the fall of 1998. A similar program in Cleveland, enacted by the Ohio legislature, began its third year of operation in the fall of 1998. At the federal level, a pilot program for the District of Columbia received congressional approval in the summer of 1998, but was vetoed by President Clinton.

Special interest groups, political leaders and policy analysts on all sides of the ideological spectrum have offered arguments both for and against the continuation and/or expansion of these school choice programs. Supporters of school choice assert that low-income, inner-city children learn more in private schools; critics retort that any perceived learning gains in pri-
vate schools are due to the selected nature of private-school families. Proponents suggest that families develop closer communications with schools they themselves choose; critics reply that when choices are available, mismatches often occur and private schools expel problem students, adding to the educational instability of children from low-income, inner-city families. Champions of choice suggest that a more orderly educational climate in private schools enhances learning opportunities, whereas opponents declare that private schools select out the "best and the brightest," leaving behind the most disadvantaged. Voucher advocates argue that choice fosters racial and ethnic integration; critics, meanwhile, insist that private schools balkanize the population into racially and ethnically homogeneous educational environments ${ }^{1}$

Few of these disputes have been resolved, in part because very few voucher experiments have been attempted. Although many published studies compare public and private schools, they have been consistently criticized for comparing dissimilar populations. Even when statistical adjustments are made for background characteristics, it remains unclear whether findings reflect actual differences between public and private schools or simply differences in the kinds of students and families attending them ${ }^{2}$.

Though this problem has plagued educational research for years, it is not insurmountable. The best solution is to implement numerous large-scale controlled randomized experiments. Randomized experiments, though standard in other fields, have only recently found their way into educational studies, such as the Tennessee Star experiment, which found that smaller classes have positive effects on test scores among students in kindergarten and first grade (Mosteller 1995). Until now, however, randomized designs have not been carefully used to study the validity of competing claims about school choice.

In this article, we describe a case study of a randomized experiment conducted in New York City made possible by the School Choice Scholarships Foundation (SCSF), a privately-

[^0]funded school choice program. The SCSF program provides the first opportunity to estimate the impacts of a school choice pilot program that has the following characteristics: a lottery that allocates scholarships randomly to applicants, which has been administered by an independent evaluation team that can guarantee its integrity; baseline data on student test performance and family background characteristics collected from students and their families prior to the lottery; data on a broad range of characteristics collected from as much as 83 percent of the test group and control group one year later. Because it has these qualities, the SCSF program is an ideal laboratory for studying the effects of school choice on outcomes such as parental satisfaction, parental involvement, school mobility, racial integration and, perhaps most noteworthy, student achievement.

The school choice initiative in New York is described in Section 3 followed by study objectives and implementation in Sections 4 and 5. The innovative randomized design developed for this study is presented in detail in Section 6. Section 7 introduces the template of the imperfect randomized experiment and the corresponding notation is given in Section 9. The model is described in Section 10; technical details of the computations are reserved for Appendix A. Results of the analysis are discussed in Section 11.

## 3 School Choice Scholarships Foundation (SCSF) Program

In February 1997 SCSF announced that it would provide 1,300 scholarships to low-income families currently attending public schools. These scholarships were worth up to $\$ 1,400$ annually, and could be used for up to three years to help pay the costs of attending a private school, either religious or secular. SCSF received initial applications from over 20,000 students between February and late April 1997.

In order to become eligible for a scholarship, children had to be entering grades one through five, live in New York City, attend a public school at the time of application, and come from families with incomes low enough to qualify for the federal government's free school lunch program. To qualify, students and an adult member of each family had to attend verification sessions where SCSF program administrators documented family income and children's publicschool attendance.

Because of the large number of initial applications, it was not feasible to invite everyone to these verification sessions. To give all families an equal chance of participating, therefore, a preliminary lottery was used to determine who would be invited to a verification session. Only these families were then included in the final lottery that determined the allocation of scholarships among applicants.

The final lottery, held in mid-May 1997, was administered by Mathematica Policy Research (MPR); SCSF announced the winners. Within the guidelines established by SCSF, all applicants had an equal chance of winning the lottery. SCSF decided in advance to allocate 85 percent of the scholarships to applicants from public schools whose average test scores were less than the city-wide median (henceforth labeled "low-score" schools). Consequently, applicants from these schools, who represented about 70 percent of all applicants, were assigned a higher probability of winning a scholarship.

Subsequent to the lottery, SCSF helped families find placements in private schools. By midSeptember 1997, SCSF reported that 1,168 scholarship recipients, or 75 percent of all those offered a scholarship, had successfully gained admission to some 225 private schools.

## 4 Objectives of the Study

The evaluation of the School Choice Scholarship Foundation (SCSF) was conducted by MPR; the co-principal investigators were David Myers, MPR, and Paul Peterson, Harvard University (henceforth the evaluation team will be referred to solely as MPR for simplicity). The evaluation provides answers to three questions. First, what is the impact of being offered a scholarship on student and parent outcomes? Second, what is the impact of using a scholarship (participating in the scholarship program)? That is, what is the value-added of using a scholarship over and above what families and children would do in the absence of the scholarship program (which could include either public or private school attendance)? Third, what is the impact of attending a private school on student and parent outcomes? That is, would students who attend public schools do better academically if they attended private schools? Each of these questions may be answered by using information collected for the SCSF evaluation. Until this evaluation, no one study has addressed these three questions. Furthermore, this study may produce highly credible
evidence concerning these questions because we randomly assigned families to a treatment group (offer of a scholarship) and a control group.

## 5 Implementation

In order to evaluate the voucher program, SCSF collected data on family demographics, parents' opinions on matters relating to their children's education, and student test scores, both prior to the lottery and one year later; one of the conditions for participating in the program was agreement to provide confidential baseline and follow-up information. MPR also made extensive efforts to encourage cooperation with the study guidelines as will be discussed in greater detail in the following sections.

### 5.1 Issues in the Implementation of the SCSF Evaluation

A critical issue in the design, implementation, and analysis of a random assignment experiment, such as the evaluation of the SCSF program, concerns deviations from the perfectly controlled experiment effected by families and children. We have identified four such behaviors:

1. Some families offered a scholarship did not subsequently accept the scholarship and attend a private school.
2. Some families not offered a scholarship sent their children to a private school anyway ${ }^{3}$.
3. Some families invited to attend data collection and testing sessions one year after the baseline survey did not show up.
4. Some parents and students did not complete all items in their questionnaire, and some students did not complete enough items in the standardized reading and math assessments to be given a score.

The first two of these behaviors will henceforth be referred to under the general rubric of "noncompliance," the last two as "missing data." For the SCSF evaluation, ensuring compliance

[^1]with the assigned treatment was largely out of the control of the evaluation team. If we define treatment as private school attendance, clearly the team could neither force winners to use their scholarships, nor could they keep those who did not win from attending private school. The SCSF did, however, provide services to help scholarship winners find appropriate private schools, which may have helped compliance rates. If we define treatment as participation in the scholarship program, then the only form of non-compliance is scholarship winners deciding not to participate in the program (clearly those who did not win could not obtain a scholarship or receive help from program administrators in finding a school). Again, provision of help in finding private schools for scholarship winners probably may have lessened non-compliance.

In social science studies it is generally difficult for evaluators to have much control over noncompliance of the control group with respect to participating in program services. They cannot prevent members of the control group from going out and finding similar services if they are available in the community; sometimes the services may be more or less intensive than those offered by the program being studied. It is also unclear that evaluators should want to prevent such actions. If we want the study to answer a public policy question (e.g. "Should we make available Program A? Will it make a difference in this community?"), the correct control should probably represent the other services the target population has available to them. However, in this case the issue is often "Do students learn more in private schools?".

Evaluators generally have more control, potentially, over the amount or kinds of missing data that occur. Below, we describe the procedures used to minimize missing data.

### 5.2 Collection of Baseline Data

During the verification sessions at which eligibility was determined, MPR asked students to take the Iowa Test of Basic Skills (ITBS) in reading and mathematics. Students in kindergarten applying for a scholarship for first grade did not take the test (see Section 5.5). Each student's performance was given a national percentile ranking. While their children were taking tests, MPR asked parents to complete questionnaires that would provide information on their satisfaction with the school their child was currently attending, their involvement in their child's education, and their background characteristics. Discussions between the evaluation team and some of the authors regarding what questions to include on the baseline survey focused not only
on what types of covariates were expected to be predictive of the primary outcomes of interest, but also what might be predictive of compliance behavior and propensity towards non-response. This was done in anticipation of structuring non-compliance and missing data into our eventual Bayesian analysis.

Although grandmothers and other relatives and guardians also accompanied children to verification sessions, in over 90 percent of the cases it was a parent who completed the questionnaire. MPR held the sessions at private schools, where students took the tests in classroom settings. In nearly all cases, private school teachers and staff proctored the tests and were under the supervision of MPR staff. The verification sessions took place during March, April, and early May 1997 on weekends and vacation days.

### 5.3 Collection of Follow-Up Data in 1998

The first follow-up data collection was completed in summer 1998. MPR invited each of the 1,960 families in the treatment group and the control group to attend testing sessions. Most of the testing sessions were held on weekends during spring 1998. MPR held the testing sessions at private schools and parents were asked to complete a questionnaire that included many of the same items that were part of the baseline questionnaire. Students in grades 3-5 were given a questionnaire. The response rates for the first follow-up data collection are shown in Table 1. The overall response rate for the parent survey was 84 percent for the scholarship families and 80 percent for families in the control group. To achieve these high response rates, MPR used two forms of incentives. First, they offered all families in the control group a chance to win a scholarship for $\$ 1,400$ for three years, but to be eligible, families and their children were required to attend a testing session. To preserve the integrity of the control group, we ${ }^{4}$ randomly selected about 100 winners for the second year of scholarships. Second, a variable incentive scheme allowed many control group families that attended a testing session to receive an incentive of $\$ 75$ on average (some were offered $\$ 50$ and others were offered $\$ 100$ ).

[^2]| Scholarship Users | $89 \%$ |
| :--- | :--- |
| Scholarship Decliners | $66 \%$ |
| Treatment Group Total | $84 \%$ |
| Control Group Total | $80 \%$ |

Table 1: Response Rates on the First Follow-Up Parent Survey

### 5.4 Item Nonresponse

To minimize item nonresponse in the survey questionnaires, staff at each data collection session reviewed the questionnaires for completeness as parents and students returned them at the end of the testing session. In cases where many items appeared to have been left incomplete, staff asked the parents and students to try to complete the items. If a parent or child did not understand the item, staff would work with them so that they might be able to provide a response. Sometimes, one parent would refuse to answer about the other parent if they were no longer living in the home. In Table 2, we illustrate the variability in item nonresponse rates that occurred in the baseline survey. It becomes quite clear upon reviewing these results that often there was little information concerning a child's father. For example, among the parent questionnaires, more than 35 percent of them were missing information about fathers' educational attainment and almost 60 percent were missing information about fathers' employment. In contrast, missing values were present for about seven percent of the responses concerning mothers' education and mothers' employment.

### 5.5 Additional Complications with the Data

Two additional complications with the data are noteworthy. The first is that no pre-test scores were obtained for applicants in kindergarten because: (1) these children would most likely never have been exposed to a standardized test hence considerable time would have been spent instructing the children on how to take a test, and (2) there was concern that separating such young children from their guardians in this new environment with unfamiliar teachers might lead to discipline or behavioral issues. This creates a structural missingness in the data that is distinct from the standard types of missing data encountered, and thus needs to be handled

| Item Description | \% Response |
| :---: | :---: |
| Female guardian's highest level of education | 95 |
| Female guardian's ethnicity | 94 |
| Female guardian's country of birth | 88 |
| Number of years female guardian has lived at current residence | 97 |
| Female guardian's employment status | 95 |
| Female guardian's religion | 94 |
| How often female guardian attends religious services | 96 |
| Male guardian's highest level of education | 83 |
| Male guardian's ethnicity | 81 |
| Male guardian's country of birth | 72 |
| Number of years male guardian has lived at current residence | 60 |
| Male guardian's employment status | 76 |
| Male guardian's religion | 71 |
| How often male guardian attends religious services | 63 |
| Number of children under 18 living at home | 94 |
| Number of children at home attending a public elementary or high school | 93 |
| Number of children at home attending a religious private elementary or high school | 58 |
| Number of children at home attending a non-religious private elementary or high school | 55 |
| Whether there's a daily newspaper in the child's home | 90 |
| Whether there's an encyclopedia in the child's home | 86 |
| Whether there's a dictionary in the child's home | 95 |
| Whether there are more than 50 books in the child's home | 92 |
| The main language spoken in the home | 92 |
| Whether anyone in the home receives assistance through food stamps | 93 |
| Whether anyone in the home receives assistance through welfare (AFDC or public assistance) | 89 |
| Whether anyone in the home receives assistance through social security | 77 |
| Whether anyone in the home receives assistance through Medicaid | 87 |
| Whether anyone in the home receives assistance through Supplemental Security | 79 |
| Income (SSI) |  |
| Yearly income of household before taxes | 92 |

Table 2: Response Rates by Item for Baseline Parent Questionnaire
differently. Second, we do not yet have complete compliance data for the multi-child families. For this reason, the analyses in this paper are limited to results for the 1250 "single-child" families (i.e. families that only had one child participating in the lottery) who were in grades 1-4 at the time of the spring of 1997 application process.

## 6 Design

Although the lottery used to award scholarships naturally created a randomized design, it also precluded blocking on variables selected purely for their assumed predictive power. Randomization within certain subgroup classifications (e.g. ethnicity) might have appeared inequitable to the public ${ }^{5}$. Another complication was that evaluation funding only allowed for 1000 treatment families and 1000 control families to be followed. How to choose the control families from the reservoir of over 4000 families who participated in the lottery but did not win a scholarship became the focus of the design issues and led to the development of a new experimental design, the Propensity Matched Pairs Design (PMPD). The PMPD is a design which creates matched pairs using the popular propensity score matching technique developed by Rosenbaum and Rubin (1983).

### 6.1 The Lottery and its Design Implications

The original plan for the lottery included three stages.

1. Interested families would submit applications to the program.

Over 20,000 families participated in the initial application stage. For administrative purposes, applications were batched by the date received into five time periods.
2. All potentially eligible families would be invited to a half-day of screening, which would include confirmation of eligibility, pre-testing of children, and completion of a

[^3]survey regarding the family's relevant background characteristics.
This plan was followed for the first batch of applicants. However, due to a variety of logistical constraints, coupled with the overwhelming response to the program, not all potentially eligible families were screened in the next four waves. Sampling of applicants had to be performed in order to reduce the number invited to participate in the screening stage. To keep the aggregate probability of receiving a scholarship equal across the time periods, the probability of receiving a scholarship amongst those screened had to be increased to offset the reduced probabilities of being invited to a screening session.
3. Families who completed the screening and whose eligibility was confirmed would be allowed into the final lottery.

Over 5000 families participated in the final lottery. In accordance with the goals of the SCSF program, applicants from "low-score" schools (schools whose average test scores were below the city-wide median) were given a higher chance of winning a scholarship than those from "high-score" schools (schools whose average test scores were above the city-wide median). Families from "low-score" schools were to represent $85 \%$ of those winning scholarships. This oversampling took place during the lottery for those who applied in the first wave (since there was no sampling performed at the screening stage). In the second through fifth waves, however, the differential selection of those from high versus low-score schools was largely accomplished in the sampling at the screening stage. The implication of this difference is that the treatment and control groups in the last four waves are balanced on the low/high variable whereas the treatment and initial control groups (i.e., those who did not win a scholarship) from the first wave are unbalanced on the low/high variable as well as variables correlated with this variable.

### 6.2 Multi-child Families

The SCSF program was set up so that all eligible siblings of scholarship winners were also offered scholarships. Because of this, families are the unit of randomization, and all matching and subsampling took place at the family level. Since covariate data were collected not only at the family level, but also at the student level, the set of these variables is somewhat different for the families in which more than one child applied to the program ("multi-child" families). That
is, since our units of observation are families, yet some data are collected at the student level, multi-child families have more information than single-child families, so the variable "reading test score", for instance, cannot mean the same thing for all families.

For families with more than one child applying, new family variables were created. These variables were computed across all family members applying. For each family, the average and standard deviation of continuous variables were calculated for initial test scores, age, education expectations and grade level. The mean and standard deviation are based on available values; if only one value is available for a multi-child family, then the standard deviation is missing. For the majority of multi-child families, which are two child families, the original values can be derived from the mean and standard deviation. Binary variables (e.g., low/high and sex) were recoded as 1 if all responding children in the family responded negatively, 3 if all responding children responded positively, and 2 if responses were mixed. Indicators for the presence of any missing data among all family members for each variable were also created.

### 6.3 PMPD Versus Randomized Block

The study design provides an opportunity to test empirically the performance of the PMPD. In the first application lottery, in which all apparently eligible applicants were invited to be screened, the ratio of eligible non-winners (control families) to winners (treatment group families) is approximately five to one, an ideal situation for the PMPD. In the second through fifth waves, however, which had smaller control groups due to the limits placed on how many families were invited to be screened, the groups are more nearly equal in size. This latter scenario is more appropriate (given the study design) for a randomized block experiment, with time periods (waves) serving as blocks. Implementing both designs concurrently allows for an empirical comparison of efficiency. However, the PMPD has a more difficult setting in which to achieve balance because of the initial imbalance on the low/high variable and other baseline covariates correlated with it.

### 6.4 Design Implementation

The implementation of the two designs proceeded as follows. The data can be conceptualized as being divided into four subgroups based on family size (single vs. multiple children) and

| Family <br> Size | Treatment | PMPD | Randomized Block |  |  |  |  |  |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 2 | 3 | 4 | 5 | Subtotal | Total |
| Single | Scholarship | 404 | 115 | 67 | 82 | 192 | 456 | 860 |
|  | Control | 2626 | 72 | 65 | 87 | 135 | 359 | 2985 |
|  | Scholarship | 147 | 44 | 27 | 31 | 75 | 177 | 324 |
|  | Control | 969 | 27 | 23 | 33 | 54 | 137 | 1106 |

Table 3: Initial Sample Sizes (unit is a family)

| Family Size | PMPD | Rand.Block | Total |
| :--- | :---: | :---: | :---: |
| Single | 353 | 323 | 646 |
| Multi | 147 | $177^{*}$ | 354 |
| Overall | 500 | 500 | 1000 |

* Only 137 available in control group.

Table 4: Target Sizes for Both Scholarship and Control Samples
design (PMPD vs. randomized block). The initial sample sizes, ${ }^{6}$ further broken down by time period, are displayed in Table 3.

The goal was to equalize sample sizes across treatment groups and then, if possible, across blocks, including across single versus multi-child families. It was apparent that we would only be able to approximate this goal in the stratified study. The limiting factor is the number of multi-child control families (137).

Because of financial constraints, we could only follow-up 2000 study participants (a "participant" is a family), and thus some random sub-sampling of lottery winners was performed. Because we had very similar numbers of lottery winners in each design, we targeted a similar number of control families in each design, as seen in Table 4.

[^4]
### 6.4.1 Propensity Matched Pairs Design

The strategy for the PMPD was to match 500 sub-sampled scholarship winners from the first time period to 500 controls from the same time period, with separate matching for single and multiple-child families. As a consequence of the dataset being split into two parts (single versus multi-child families), all matching takes place within family size categories. This exact matching on family size produces perfect balance for this variable, which implicitly treats family size as the most important matching variable.

Determinations had been made by the evaluators as to the relative "importance" of the remaining covariates. As described further in Section 6.6.3, importance is judged by a combination of the initial imbalance of a covariate across treatment groups and the perceived strength of the predictive relationship of it to post-randomization outcome measures, which include: the primary outcomes themselves, noncompliance behavior (referring to whether or not a family uses an offered scholarship), attrition from the study, and other types of missing data.

After family size, the most important variable by this definition was judged to be the binary variable for low versus high-test-score school, because it was thought to be highly correlated with the outcomes, and because of the imbalance that occurred in the first time period due to its use in determining lottery winners. It is closely followed in importance by grade level and initial test scores. The remaining covariates are ranked as: ethnicity, mother's education, participation in special education, participation in a gifted and talented program, language spoken at home, welfare receipt, food stamp receipt, mother's employment status, educational expectations, number of siblings (includes children not eligible because of age), and an indicator for whether the mother was foreign born. The final propensity score models, presented in Sections 6.12 and 6.13, were chosen based on the balance created in these variables' distributions across treatment groups. Identification of special variables and the overall ranking of the covariates informed decisions regarding which variables might be appropriate for exact matching, which should receive special treatment in the propensity score method, and what tradeoffs to make in terms of the resulting balance.

The ranking of the variables can be helpful in implementing the propensity score methodology; however, correlations among the variables diminish the importance of the ordering chosen. Therefore the specific ordering chosen may not have a major impact on the creation of matched

| Family Size | Treatment | PMPD | Randomized Block |  |  |  |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 2 | 3 | 4 | 5 | Subotal |  |
| Single | Scholarship | 353 | 72 | 65 | 82 | 104 | 323 | 676 |
|  | Control | 353 | 72 | 65 | 82 | 104 | 323 | 676 |
| Multi | Scholarship | 147 | 44 | 27 | 31 | 75 | 177 | 324 |
|  | Control | 147 | 27 | 23 | 33 | 54 | 137 | 284 |
|  | Total | 1000 |  |  |  |  | 960 | 1960 |

Table 5: Final Sample Sizes
pairs and should not be viewed as an assumption required for successful implementation.

### 6.4.2 Sub-Sampling for the Randomized Block Design

We randomly sub-sampled from the cells of the randomized block design to arrive at the final sample sizes, which met the limitation of 1000 families per design. The number sub-sampled were selected to equalize the number of scholarship and control families within blocks, and the number of families across blocks.

1. 133 original single-child lottery winners were randomly withheld for the randomized block design: 43 in time period two, 2 in time period three, 88 in time period five
2. 36 single-child eligible controls were randomly withheld from randomized block design: 5 in time period four, 31 in time period five

The final sample sizes are displayed in Table 5.

### 6.5 General Propensity Score Methodology

Propensity score matching was introduced by Rosenbaum and Rubin (1983) as a means of creating better balance in observational studies, thereby allowing for valid causal inference under the assumption of strongly ignorable treatment assignment, i.e., treatment assignment on the basis of the covariates being used to estimate the propensity score. Matching is used as a way of alleviating the biases that can be created by self-selection. As documented in a variety
of places (e.g., Rubin 1973, 1979; Roseman 1998), the combination of matching and regression adjustment is typically far superior to either technique alone for controlling bias in observational studies. Not only does matching reduce bias created by the self-selection into treatment groups that occurs in observational studies, it increases efficiency in randomized experiments, such as the one in this study. The extra payoff from matching mostly arises when the linear model underlying regression adjustment is not entirely correct.

Methods for estimating propensity scores are well-documented and, in the case of no missing data, quite straightforward (Rosenbaum and Rubin 1984). When missing data exist, as they do in this study, extensions of the general methodology (D'Agostino and Rubin 1999) can be implemented. The goal is to balance closely all covariates and patterns of missing data across the treated and matched control groups.

### 6.6 Complete Data

In the case of complete data, the general strategy is to calculate a "propensity score" for each study participant. This score represents a participant's chance or "propensity" of receiving the treatment (e.g., a scholarship offer),

$$
\begin{equation*}
P(Z=1 \mid X), \tag{1}
\end{equation*}
$$

where $Z$ denotes treatment assignment and $X$ denotes all of the measured covariates (recall, here, fully observed). This probability is straightforward to estimate using logistic regression or linear discriminant techniques.

### 6.6.1 Matching on the Propensity Score

The propensity scores can be regarded as defining a new covariate value for each individual, which is a function of all of the covariates potentially correlated with the outcomes. In practice the logits of these estimated probabilities are often used because they are linear in the covariates. Balancing this new covariate generally has the effect of improving the balance of all the other covariates that went into its estimation. A good way to balance propensity scores when the treatment group is much smaller than the control reservoir is to match on propensity scores. Procedurally, this can be accomplished by sorting the treatment group members by their
propensity scores and then, one by one, finding for each treated subject, the control group member who has the closest score. Once a match has been made, the chosen control group member is removed from the control reservoir so it cannot be chosen again (Cochran and Rubin 1973). This is called nearest remaining neighbor, or nearest available, matching.

### 6.6.2 Nearest Available Mahalanobis Matching Within Propensity Score Calipers

The Mahalanobis metric (or distance) between a treatment group member with vector covariate values $X_{t}$ and a control group member with covariate values $X_{c}$ (the same set of variables for both), is

$$
\begin{equation*}
\left(X_{t}-X_{c}\right)^{T} \Sigma^{-1}\left(X_{t}-X_{c}\right), \tag{2}
\end{equation*}
$$

where $\Sigma$ is the variance-covariance matrix for these variables, for which, in practice, we substitute the pooled sample variance-covariance matrix. A combination of propensity score matching and matching based on the Mahalanobis metric using a subset of variables has many of the advantages of each method (Rubin and Thomas 1996). The combination has been shown to be often superior to either technique used on its own (Rosenbaum and Rubin 1985). With this refinement, as before, propensity scores are calculated for all study participants and then treatment participants are ordered by their propensity scores. Each treatment group member in turn will be initially "matched" to a subset of the control reservoir members whose scores are no more than $c$ propensity score units (e.g., $c=0.10$ propensity score standard deviations) away from the treatment member's propensity score. Thus the initial matches must fall within a $2 c$ length propensity score caliper, symmetric about that treatment group member's score ${ }^{7}$. Mahalanobis matching is used to choose a "nearest neighbor" within this subset of study participants with respect to several special covariates. The control group member whose values, $X_{c}$, of the special covariates minimize the distance from the values, $X_{t}$, of the special covariates for the treatment member, is chosen from the subset of controls who fall within the caliper. We include only the continuous covariates most predictive of the outcome variables in the Mahalanobis metric, as discussed in Section 6.6.3.

[^5]
### 6.6.3 Special Variables

The more predictive a covariate is of the outcomes of interest, the more crucial is the balance of this covariate across treatment groups. For example, controlling for a covariate (e.g., by balancing) that is uncorrelated with the outcomes plays no useful role, whereas controlling for one that is highly correlated with the outcome will play a crucial role for precise estimation.

Covariates that evaluators are most concerned about balancing receive special treatment in one of two ways. When feasible, exact matches can be required for the most critical of these variables. For instance, if sex were deemed to be the most important variable to balance, when looking at matches for a female treatment group member, no males would be considered. It it is only possible to exact match on discrete variables and only desirable to match on one or two of these. For an example of exact matching in a propensity score context see Rosenbaum and Rubin (1984). Recall that in this study we exact match on family size.

As an alternative to, or in addition to, this exact matching, the Mahalanobis matching within propensity score calipers can be constrained to only a chosen few variables considered more important to balance than the others. Mahalanobis matching is most effective when applied to a small number of essentially continuous covariates (Rosenbaum and Rubin 1985; Gu and Rosenbaum 1993). Matching within propensity score calipers attempts to improve balance for all of the covariates, whereas Mahalanobis matching within calipers attempts to achieve close pair matches on the few special covariates.

### 6.7 Advantages over ANCOVA (Analysis of Covariance) adjustments

We have already mentioned the benefits of using matching in addition to ANCOVA (regression adjustments) for both bias reduction and precision of estimation (in Section 6.5). There is another benefit of matching relative to regression adjustment. Adjusting for covariate differences after the experiment has the disadvantage that researchers could settle on the "best" model solely by choosing the one that best supports their a priori biases regarding the issue in question. Matching, on the other hand, uses only covariate balance as a diagnostic; outcomes are not even included in the model, nor are they often even available at the time of matching, as in our application. Therefore, no such researcher bias can occur in the selection of the propensity score model.

### 6.8 Diagnostics

There are a variety of combinations of the above techniques that will each yield "matched" treatment and control groups. The estimation of the propensity score alone could be accomplished by numerous models, depending on what variables are included and what interactions or non-linear terms are added. Diagnostics, which compare the treatment and control groups with respect to the distributions of the covariates, help the researcher determine which matched control group is superior. Since the goal of the matching is balanced groups, the adequacy of a model or procedure can be judged by treatment versus control group comparisons of sample moments of the joint distribution of the covariates, primarily means and variances, but also correlations. It is often helpful at this stage to have a ranking of covariates in order of perceived importance, beyond just the few selected to be "special" variables. Such a ranking, as described for this study in Section 6.4.1, can help the researcher choose between models with good overall balance that have slight tradeoffs in terms of more or less exceptional balance on specific variables.

### 6.9 True Versus Estimated Propensity Scores

A surprising fact about the use of propensity scores is that, in general practice, the use of the estimated propensity score typically results in more precise estimates than the use of the "true" population propensity score. This is especially true when the treatment and control groups are relatively similar initially; the logic is as follows. There are two types of errors that can result from estimates of treatment effect. The first involves systematic biases, which occur when, in expectation, the two groups differ on important characteristics. The second involves conditional biases, which refer to the random differences between groups that average to zero over repeated samples but are nonetheless present in any given sample. Both population and estimated propensity scores effectively reduce the systematic bias in samples; but estimated propensity scores more effectively reduce sample-specific randomly generated bias (Rubin and Thomas 1992). Because a randomized lottery was held to determine scholarship receipt, there is no systematic bias, so estimated propensity scores, in contrast to population propensity scores, work to reduce conditional bias.

### 6.10 Incomplete Data

Techniques to estimate propensity scores in the presence of missing data have been proposed by D'Agostino and Rubin (1999). The type of strategy that is optimal depends upon how the missing data were generated and the relationship of this missingness to the outcomes of interest.

The SCSF program study starts from the advantageous position of a randomized design, within which incomplete baseline data is less problematic than in the case of an observational study. The goal is simply to get the best possible balance on all covariates that we expect to be predictive of outcomes. To the extent that the "missingness" of our covariates is predictive of outcomes, we want propensity score models that include information about the missing data mechanisms (e.g., indicators for the missingness of a particular variable) in order to balance the missingness across treatment groups better than it would be balanced by chance alone. If we believe that this missingness is predictive of the outcomes, then this balance has efficiency implications for our inferences about treatment effects, just as better balance on any other covariate improves efficiency of estimation. In addition, missingness will be used to model compliance status.

As an example, in the SCSF program there were single mothers in the study who refused to fill out the part of the application survey pertaining to the father of the child. The missingness of these variables could be viewed as a proxy measure for the strength of the relationships in the family and so was hypothesized a priori to be predictive of the outcomes. Therefore this missingness "variable" was included in our propensity model so that we could try to improve its balance across treatment groups.

The other missingness indicator chosen by evaluators as important in this study was that corresponding to mother's education. Investigators think that a missing response to this question reflects a mother's attitude towards education, which could be predictive of educational outcomes, compliance behavior, or subsequent missing data.

The techniques appropriate for including missing data mechanisms in a model are more complicated than those we discussed in Section 6.6. We used a computer program written by Neal Thomas to implement the technique developed by D'Agostino and Rubin (1999), which relies on the ECM algorithm (Meng and Rubin 1993) to calculate propensity scores for each subject, including those with missing covariate values. The ECM algorithm is a variant of the
standard EM algorithm which is used in situations where the maximization step is computationally awkward. It replaces the M-step with two or more conditional maximization (CM) steps, each of which has a straight-forward solution. ${ }^{8}$.

The Mahalanobis matching within propensity score calipers in the SCSF program was modified for missing covariate values as follows. If possible, for the matched control, the same missing pattern was required. If no such matched control was found, we exact matched on the design variable low/high school, which was fully observed. If a matched control still was not found, we would have matched on the propensity score alone; however, this situation never occurred.

### 6.11 Relative Strengths of Designs - Diagnostics

We can judge the relative strengths of our designs through diagnostics that measure balance in various ways. Results from the PMPD are contrasted with results from both the randomized block design (2nd through 5th time periods), a simple random sample chosen from the control reservoir in the first time period, and a stratified random sample also chosen from the control reservoir in the first time period. The stratified random sample was randomized within low/high school categories; $85 \%$ of the children were chosen to be from low-score schools and $15 \%$ from high-score schools. This comparison was chosen because it represents the most likely alternative to the PMPD design that MPR would have implemented.

### 6.12 Single Child Families

Following the criteria discussed in Section 6.4.1, a model for the propensity score was chosen. The contingency table for the categorical variables ethnicity (Hispanic/Black/other), religion (Catholic/other), participation in gifted program, participation in special education, and winning a scholarship, is constrained by a log-linear model that allows for two-way interactions.

[^6]The continuous portion of the general location model places an additive model across contingency table cells on the means of the following variables: language (spanish/english), whether or not father's work status is missing, participation in food stamp program, participation in Aid to Families with Dependent Children (AFDC), low/high school, mother's birth location (U.S./Puerto Rico/other), sex, number of eligible children in household, income, mother's education, math scores and grade level. Mahalanobis matching was done in 0.10 calipers of (linear) propensity score standard deviations on the two test score variables and the grade level variable; the low/high variable also played a special role in the Mahalanobis matching as described in Section 6.10. For algorithmic efficiency, indicator variables for discrete variables that are fully observed (such as low/high), and any of their interactions, can be treated as continuous with no loss of generality. This is preferable as it reduces the effective dimensionality of the model.

The resulting balance for variables designated by the evaluation team to be most predictive of outcomes" is given in Table 6. In the table, "z-stat" stands for the $z$-statistic corresponding to the difference in means between the two groups for a covariate ${ }^{10}$. The results for the PMPD are compared to the results for the randomized block design and to the results for stratified random sample (stratified on low/high school) of the same size from the pool of all potential matching subjects.

Overall, the resulting balance from the PMPD is quite good. Compared to the randomized block design, the PMPD has lower absolute $z$-scores for 16 variables, higher $z$-scores for only 5. It is beaten by the simple random sample for 6 variables and by the stratified random sample for 9 variables (there is one tie). In addition, the gains when PMPD beats its competitors are generally larger than the gains of the competitors over PMPD. The superior performance of the stratified random sample also reflects the gains which can be made when a control reservoir of this size is available for choosing the control group to be followed.

Propensity score theory predicts a gain in efficiency for differences in covariate means over simple random sampling by a factor of approximately two (Rubin and Thomas 1992, 1996). We have constructed half-normal plots of the Z-statistics displayed in Table 6 which were standard-

[^7]where $t$ and $c$ subscripts denote sample quantities from the treatment and control groups, respectively.

|  | Application Wave 1 |  |  | Waves 2-5 |
| :--- | :---: | :---: | :---: | :---: |
| Variable | Simple <br> Random Sample | Stratified <br> Random Sample | PMPD | Randomized <br> Block |
| low/high | -0.98 | 0.00 | 0.11 | 0.21 |
| grade level | -1.63 | 0.03 | -0.03 | -0.39 |
| reading score | -0.38 | 0.65 | 0.48 | -1.05 |
| math score | -0.51 | 1.17 | 0.20 | -1.37 |
| ethnicity | 1.80 | 1.68 | 1.59 | 1.74 |
| mom's education | 0.16 | 0.14 | 0.09 | 1.67 |
| special education | 0.31 | 1.66 | -0.17 | 0.22 |
| gifted program | 0.42 | -1.16 | -0.13 | 0.75 |
| language | -1.06 | -0.02 | -1.03 | -0.44 |
| afdc | -0.28 | 0.49 | 0.83 | -1.57 |
| food stamps | -1.08 | -0.27 | 0.94 | -1.31 |
| mother works | -1.26 | -0.30 | -1.18 | 0.40 |
| educ. expectations | 0.50 | 1.79 | 0.57 | 0.19 |
| children in household | -1.01 | -1.75 | 0.41 | -1.02 |
| birth location | 0.49 | 0.73 | -1.40 | -0.69 |
| length of residence | 0.42 | 0.71 | 0.66 | -0.78 |
| dad's work missing | 1.09 | 0.70 | 0.00 | 0.16 |
| religion | -1.84 | -0.19 | -0.74 | -0.80 |
| sex | 0.88 | 1.22 | 0.76 | 0.53 |
| income | -0.38 | -0.62 | 0.74 | -1.21 |
| age as of 4/97 | -1.57 | 0.18 | -0.47 | -0.87 |
|  |  |  |  |  |

Table 6: Balance: Single-Child Families
ized by the usual two-sample variance estimate, which assumes random allocation to treatment groups. Therefore, we expect these Z-statistics to follow the standard normal distribution when the assumptions of random allocation are true (thus the Z-statistics are expected to fall on the solid line with slope 1 in each diagram). If the observations fall above the line with slope 1 , they originate from a distribution with larger variance than we are using to standardize the differences, because they are systematically more dispersed than the corresponding quantiles of the standard normal. If they fall below that line, they originate from a distribution with smaller variance than we are using to standardize the differences because they are systematically less dispersed than the the standard normal.


Figure 1: Half-Normal Plots of Z-Statistics for Single-Child Families

For Figure 1, the solid line in each panel corresponds to the normal distribution with variance 1 and the the dotted line in each panel corresponds to the normal distribution with variance $1 / 2$. The dots in the left and right panels represent the Z -statistics from the PMPD and randomized block designs respectively. This figure thus reveals that the gains predicted by Rubin and Thomas (1992) for the propensity score matching are fairly closely achieved for the study of single-child families. These results can be contrasted with those from the randomized block experiment, which are consistent with the standard normal distribution. The stratified
random sample (displayed as " T " points) is the best of the alternatives but still fails to achieve the efficiency gains of the PMPD. We excluded the simple random sample as it is an unlikely alternative given the initial low/high imbalance in the first application wave.

Since the variance in the difference in means is reduced by a factor of two, this is equivalent, for some analyses, to increasing the sample size by a factor of two for these variables. This principle holds, for instance, for any linear combination of the measured covariates, however, in practice outcome variables are not perfectly predicted by these variables, resulting in a less dramatic improvement in efficiency (Rubin and Thomas 1996).

### 6.13 Multi-Child Families

Following the criteria discussed in Section 6.4.1, a propensity model was chosen. The contingency table for the categorical variables (ethnicity, religion, sex, birth location, and winning a scholarship) is constrained by a log-linear model that allows for two-way interactions. The continuous portion of the general location model places an additive model across contingency table cells on the means of the following variables: participation in gifted program, participation in special education, language, whether father's work status is missing, participation in food stamp program, participation in AFDC, low/high, number of eligible children in household, income, mother's education, mother's length of residence, mother's work status, average and standard deviation of children's ages, average and standard deviation of educational expectations, average and standard deviation of math and reading scores, and average and standard deviation of grade. Mahalanobis matching was done in 0.10 calipers of linear propensity score standard deviations on the four test score variables and the two grade level variables; the low/high variable also played a special role in the Mahalanobis matching as described in Section 6.10.

The resulting balance of the design as compared with the corresponding randomized block design, and a stratified random sample of the potential matches is displayed in Table 7. The initial imbalance in the low/high variable is also present with the multi-child families, but the PMPD still achieves very good overall balance. Compared to the all other designs, the PMPD has lower absolute z-scores for 18 variables, higher z-scores for 8. Again, the gains when PMPD beats the other designs are generally larger than the other way around.

Half-normal quantile-quantile plots for the multi-child families in both experiments, dis-

|  | Application Wave 1 |  |  | Waves 2-5 |
| :--- | :---: | :---: | :---: | :---: |
| Variable | Simple <br> Random Sample | Stratified <br> Random Sample | PMPD | Randomized <br> Block |
| low/high | -3.81 | 0.00 | -0.98 | 0.15 |
| avg. grade level | -0.27 | 0.21 | 0.38 | 0.23 |
| s.d. grade level | -0.19 | -0.08 | -0.40 | 0.58 |
| avg. reading score | -1.06 | 0.97 | 0.91 | -0.23 |
| s.d. reading score | -0.90 | -1.95 | 1.23 | -2.20 |
| avg. math score | -0.56 | 0.26 | 0.82 | 0.32 |
| s.d. math score | -1.02 | -1.23 | 0.33 | -1.11 |
| ethnicity | -1.03 | -0.95 | 0.20 | 2.09 |
| mom's education | -0.27 | -1.01 | -0.21 | -0.22 |
| special education | -0.67 | -1.12 | -0.11 | 0.68 |
| gifted program | -0.85 | 0.43 | -0.07 | -0.52 |
| language | 1.13 | 1.35 | 0.92 | -0.64 |
| afdc | -1.24 | 0.00 | 0.13 | 3.42 |
| avg. age | -0.38 | -0.19 | 0.48 | 0.66 |
| s.d. age | 0.09 | 0.14 | 0.00 | 0.38 |
| avg. educ. exp. | -0.81 | -1.22 | 0.49 | -0.71 |
| s.d. educ. exp. | -1.59 | -0.80 | -0.10 | 0.94 |
| children in household | 0.39 | -0.27 | -0.40 | -0.13 |
| income | 0.93 | 1.47 | 0.13 | 2.01 |
| religion | 0.01 | 0.93 | -0.97 | -0.66 |
| length of residence | -1.29 | -1.44 | 0.54 | 1.31 |
| dad's work missing | 0.39 | -1.91 | 0.70 | 1.73 |
| food stamps | -2.06 | -0.42 | -0.35 | 2.58 |
| mom works | 1.29 | 0.87 | 0.73 | -0.49 |
| birth | 0.20 | 1.26 | -0.42 | 1.34 |
| sex | -0.07 | -0.17 | -1.43 |  |
|  |  |  |  |  |

Table 7: Difference in Means Z-Statistics: Multi-Child Families
played in Figure 2, are similar to those for single-child families. Gains in efficiency by a factor of two appear to be achieved by the PMPD over the randomized block design. The stratified random sample performs slightly better than the other alternatives but fails once again to achieve the efficiency of the PMPD.


Figure 2: Half-Normal Plots of Z-Statistics for Multi-Child Families

Although the special test score variables are not quite as well balanced in the PMPD as in the randomized block design for the multi-child families (probably due to correlations between these and the low/high variable), they are still well balanced. Furthermore, the high correlation commonly seen between pre- and post-test scores makes this variable a prime candidate for covariance adjustments within a linear model to take care of the remaining differences between groups. For the single-child families, the PMPD is clearly superior in terms of test score variable balance.

It is worthwhile to note that all of the calculations in the section were performed on an available-case basis to provide statistics comparing balance. They are not directly relevant for drawing causal inference.

## 7 Imperfect Randomized Experiments

It is important to realize that our randomized experiment does not really randomize the treatment of, for instance, public and private school attendance but rather it randomizes the "encouragement" to attend a private rather than a public school by offering to provide some financial support (\$1400) to do so. In some encouragement studies interest may focus on the effect of encouragement itself, but more often when randomized encouragement designs are used, interest focuses on estimating the effect of the treatment being encouraged, here, attending private versus public schools (or participation in the scholarship program). If there were perfect compliance, so that all those encouraged to get the new treatment got it, and all those who were not so encouraged received the standard treatment, then the effect being estimated typically would be attributed to whatever was viewed as the "active" ingredient in the treatment condition. But encouragement designs do not anticipate anything approaching full compliance, and so there is the opportunity to try to estimate different effects for encouragement and the active treatment.

In recent years, there has been substantial progress in the analysis of encouragement designs, based on building bridges between statistical and economic approaches to causal inference. In particular, the widely accepted approach in statistics to formulating causal questions is in terms of "potential outcomes". Although this approach has roots dating back to Neyman and Fisher in the context of perfect randomized experiments (Neyman 1923; Rubin 1990), it is generally referred to as Rubin's causal model (Holland 1986) for work extending the framework to observational studies (Rubin 1974, 1977) and including modes of inference other than randomization-based, in particular, Bayesian (Rubin 1978a, 1990). In economics, the technique of "instrumental variables" (IV) due to Haavelmo $(1943,1944)$ was a main tool of causal inference in the type of non-randomized studies that dominate economics. Angrist, Imbens, and Rubin (AIR, 1996) showed how the approaches were completely compatible, thereby clarifying and strengthening each. The result was the interpretation of the IV technology as a way to attack a randomized experiment with noncompliance, such as a randomized encouragement design.

Imbens and Rubin (1997) showed how the Bayesian approach to causal inference in Rubin (1978a) could be extended to handle simple randomized experiments with noncompliance, and Hirano, Imbens, Rubin, and Zhou (1999) showed how the approach could be extended to handle
fully observed covariates, and applied it to an encouragement design in which doctors were randomly encouraged to give flu shots to at-risk patients.

Our setting is far more complex, because we have missing covariates and multivariate outcomes that are sometimes missing as well. The basic structure for our type of problem was outlined in Barnard, Du, Hill, and Rubin (1998), but our situation is more complex than that because we have a more complicated form of noncompliance - some children attend private school without receiving the monetary encouragement; it is slightly less complicated because we currently have outcomes from only one post-treatment time point. As in Frangakis and Rubin (1999) and Barnard et al. (1998), because of the problems described in Section 5.1 we need to make some assumptions about the missing data process and treatment effects for the non-compliers.

The first assumption we make has been called "compound exclusion" by Frangakis and Rubin (1999), when they generalized the exclusion restriction in economics. The way AIR define the exclusion restriction is as follows: for those subjects whose behavior cannot be changed by the random assignment in this experiment (i.e., the encouragement to attend private schools), their outcome scores are unaffected by the assignment. That is, for those whose behavior is unaffected by assignment, their outcomes are also unaffected. Thus, under this assumption, the always takers, those who, in the context of this experiment, and defining the treatment as private school attendance, will attend private school whether or not they are encouraged to do so, will have the same outcomes (test grades) in the private school they are attending whether or not they were encouraged. Analogously, those who, in the context of this experiment, will not attend private schools whether or not they are encouraged to do so, will have the same test grades whether or not they are encouraged to attend private school. Actually, this is what Imbens and Rubin (1997) call "weak exclusion" because it says nothing about the compliers in this experiment, whereas the strong exclusion restriction, which is the traditional economic version, adds the assumption that differences in outcomes for assigned and not assigned compliers is due to treatment exposure and not assignment to be encouraged or not. The compound exclusion restriction of Frangakis and Rubin (1999) extends the weak exclusion restriction to apply to the missing data pattern of the outcomes as well as the values of the outcomes.

The exclusion restriction focuses attention on the "complier average causal effect" (CACE),
which is the average causal effect of assignment for the compliers, rather than the more traditional "intention to treat" effect (ITT), which is the average casual effect of assignment for all subjects. Under exclusion, the average causal effects of assignment for never takers and always takers is zero, so if this assumption is correct, the ITT effect is the weighted average of the CACE and zero.

The second assumption we make has been termed "latent ignorability" of the missing data mechanism by Frangakis and Rubin (1999). Ignorability of the missing data mechanism (Rubin, 1976, Little and Rubin, 1987) basically means that the missingness of the data, given the observed values, is not dependent on missing values themselves or the parameters of the data distribution. Latent ignorability states that ignorability holds if a latent variable were fully observed, here the true compliance status of each subject (complier, never taker, always taker). Notice that we have implicitly made another assumption, namely that there are no defiers, subjects who when encouraged to attend private school will not, but when not encouraged to do so will.

As Imbens and Rubin (1997) and Hirano, Imbens, Rubin, and Zhou (1999) show, none of these assumptions are needed for a valid Bayesian analysis when faced with noncompliance, but they can dramatically simplify the analysis and sharpen posterior inferences. In fact, this is one of the dramatic advantages of the Bayesian approach to this problem: the issue of "identifiability" is put in its proper perspective. It is largely irrelevant to inference if the likelihood function has one mode rather than a small ridge - the important inferential issue is the size of a reasonable interval, e.g. a $90 \%$ interval, and not whether or not an $\epsilon \%$ interval is unique as positive $\epsilon \rightarrow 0$.

A final point about our situation, with noncompliance to encouragement and missing outcomes, is that even if the focus of estimation is on the ITT effect and not CACE, one cannot use ad hoc methods to estimate the ITT effect without incurring bias. Under compound exclusion and latent ignorability, Frangakis and Rubin (1999) show that a method of moments estimator analogous to the IV estimator can be used to estimate the CACE and thereby the ITT effect essentially without bias. Of course, our Bayesian analysis does this automatically.

## 8 Original MPR Analysis Strategy

Before introducing our Bayesian model we first present results from an analysis that combines several existing approaches to each of the three major complications we have discussed. This analysis strategy can be implemented with available software. Missing covariates are handled by limiting the number of covariates to the design variables and the most important predictors, the pre-test scores, and then including in the analysis only individuals for whom these variables are fully observed. Missing outcomes are adjusted for by non-response weights. Instrumental variable models are used to handle the non-compliance. Separate analyses are run for math scores and reading scores (national percentile rankings). Weights are used to make the results for the study participants representative of the population of all eligible single-child families who were screened. The results in this section are obtained using the same analysis strategy that was used in the initial MPR study (Peterson, Myers, Howell, and Mayer 1999) but now only on the subset of single-child families and separated out by the low/high variable.

| Grade at <br> Application | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Reading | Math | Reading | Math |
| 1 | $-0.97(170)$ | $2.08(170)$ | $4.76(34)$ | $2.59(34)$ |
|  | $[0.31]$ | $[0.88]$ | $[0.63]$ | $[0.28]$ |
| 2 | $-0.83(177)$ | $2.01(177)$ | $-3.40(32)$ | $2.72(32)$ |
|  | $[0.40]$ | $[0.66]$ | $[0.51]$ | $[0.41]$ |
| 3 | $3.23(177)$ | $4.95(177)$ | $-8.04(31)$ | $3.98(31)$ |
|  | $[1.29]$ | $[1.69]$ | $[0.91]$ | $[0.36]$ |
| 4 | $2.65(116)$ | $0.31(116)$ | $27.92(15)$ | $22.67(15)$ |
|  | $[0.84]$ | $[0.08]$ | $[2.75]$ | $[1.84]$ |
| Overall | $0.62(640)$ | $2.03(640)$ | $1.07(112)$ | $0.25(112)$ |
|  | $[0.45]$ | $[1.43]$ | $[0.26]$ | $[0.05]$ |

Table 8: ITT Effect

Table 8 presents results from an ITT analysis (so compliance behavior is ignored) broken down by grade and school classification (low/high), therefore the effects represent the gains in
test scores attributable to winning a scholarship. Non-bracketed numbers are treatment effect estimates for the appropriate subgroups. Numbers in parentheses are sample sizes. Bracketed numbers are the absolute value of treatment effect $t$-statistics for a null hypothesis of no treatment effect. Overall, across grades, there appear to be mostly positive effects of a scholarship offer. The only effect that is statistically significant at less than a .05 significance level, however, is for reading scores for children applying in the fourth grade from high-score schools. The corresponding math scores are not quite significant but of a similar direction and near significance. These effects seem quite extreme and certainly not terribly plausible. Their direction can be explained by two facts: (1) for the subset of children with observed pre-test scores and post-test scores there is a positive treatment effect of 16.57, and (2) for the subset of children in this subgroup for whom we observed pre-test scores, the children for whom we don't observed post-test scores had higher pre-test scores than the children for whom we do observe post-test scores (this information was incorporated into the non-response weights). What is particularly noteworthy, however, is that the $t$-statistic is so large. This points to a problem with using nonresponse weighting adjustments and complete cases to address such missing data problems: they cannot always reflect our uncertainty about the structure of this missing data particularly when the sample size is as small as it is for this subgroup.

Moreover, the sample sizes for all four subgroups of children applying from schools with high average test scores are quite small and these effects must all be regarded with caution. This sample size issue only worsens in the subsequent two analyses for which the effective sample sizes become even smaller.

The results in Table 9 were obtained from an analysis in which the treatment was defined as "program participation." That is, a child could only be labeled as having received the treatment if he won a scholarship (which entitled him also to receiving help in finding an appropriate school). Children who did not win scholarships but attended private school were still considered to be not receiving the treatment (therefore they are compliers, not always takers). These effects are similar to those in the preceding table although they are, in general, of larger magnitude. The t-statistics change only incrementally however. In this table the numbers in parentheses represent "effective sample sizes". These numbers correspond to the expected number of compliers for each subgroup; for this treatment definition these numbers simply subtract the expected

| Grade at <br> Application | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Reading | Math | Reading | Math |
| 1 | $-1.33(124.8)$ | $2.86(124.8)$ | $6.71(26.3)$ | $3.65(26.3)$ |
|  | $[0.31]$ | $[0.88]$ | $[0.64]$ | $[0.28]$ |
| 2 | $-1.05(139.4)$ | $2.52(139.4)$ | $-4.43(27.4)$ | $3.54(27.4)$ |
|  | $[0.40]$ | $[0.66]$ | $[0.50]$ | $[0.41]$ |
| 3 | $3.86(138.0)$ | $5.91(138.0)$ | $-13.81(17.7)$ | $6.83(17.7)$ |
|  | $[1.28]$ | $[1.67]$ | $[0.93]$ | $[.35]$ |
| 4 | $3.03(92.2)$ | $0.36(92.2)$ | $27.12(9.0)$ | $22.01(9.0)$ |
|  | $[0.84]$ | $[0.08]$ | $[2.75]$ | $[1.79]$ |
|  | $0.77(494.4)$ | $2.52(494.4)$ | $1.53(80.4)$ | $0.36(80.4)$ |
|  | $[0.45]$ | $[1.42]$ | $[0.26]$ | $[0.05]$ |

Table 9: Effect of Program Participation
number of never takers from the sample sizes in Table 8. Predictably, these numbers are even smaller than before and hence the corresponding results are even less reliable.

The results in Table 10 represent the treatment effects for compliers in an analysis which defines the treatment as attendance at a private school. This treatment definition allows for compliers, never takers and always takers. Once again the magnitude of the effects increases in the vast majority of cases, however, the $t$-statistics across subgroups are only slightly altered, if at all. The effective sample sizes are (in most cases) even smaller for this analysis, with numbers as low as 7.8 for children applying in the 4th grade from schools with high scores.

In sum, the results from these analyses do not provide strong evidence in either direction, though there does seem to be some evidence for positive effects on test scores for a few older subgroups.

## 9 Notation for our Data Template

An ideal scenario for obtaining valid causal inferences for a binary treatment is the following:
(1) the data arise from a randomized experiment with two treatments; (2) the outcome variables

| Grade at <br> Application | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Reading | Math | Reading | Math |
| 1 | $-1.55(111.7)$ | $3.31(111.7)$ | $6.71(26.3)$ | $3.65(26.3)$ |
|  | $[0.31]$ | $[0.88]$ | $[0.63]$ | $[0.28]$ |
| 2 | $-1.18(124.2)$ | $2.85(124.2)$ | $-5.11(24.8)$ | $4.09(24.8)$ |
|  | $[0.40]$ | $[0.66]$ | $[0.51]$ | $[0.41]$ |
| 3 | $4.41(123.8)$ | $6.76(123.8)$ | $-16.40(16.1)$ | $8.12(16.1)$ |
|  | $[1.26]$ | $[1.63]$ | $[0.91]$ | $[0.36]$ |
| 4 | $3.49(84.3)$ | $0.41(84.3)$ | $29.59(7.8)$ | $24.02(7.8)$ |
|  | $[0.86]$ | $[0.08]$ | $[2.58]$ | $[1.89]$ |
| Overall | $0.88(444.0)$ | $2.89(444.0)$ | $1.66(75.0)$ | $0.39(75.0)$ |
|  | $[0.45]$ | $[1.42]$ | $[0.26]$ | $[0.05]$ |

Table 10: Effect of Private School Attendance
are fully observed; (3) there is full compliance with the assigned treatment; and (4) the blocking variables are fully observed; and (5) the background variables are fully observed. Aspect (5) is useful for doing covariate adjustment and subpopulation analyses. For this ideal scenario, there are standard and relatively simple methods for obtaining valid causal inferences. In reality, however, this scenario rarely occurs. Clearly, it does not occur in the SCSF program.

Deviations from the ideal scenario that occur frequently and are present in the SCSF program are the following: (6) there exist missing values in the outcomes; (7) there exist missing values in the background variables; and (8) there is noncompliance with assigned treatment. The standard methods for analyzing the ideal scenario of (1)-(5) generally fail when aspects (6)-(8) are present. Handling these additional complications in a valid and general manner is difficult. Here we present an extremely general data template allowing (6)-(8). When the observed data can be made to conform to this template, we are able to obtain valid causal inferences. Our model will allow us to return to the scenario consisting of (1)-(4).

We now introduce the notation required for the formalization of the probability model corresponding to this template. We assume that for the $i^{\text {th }}$ subject, where $i=1, \ldots, n$, we have the following random variables:

1. Binary indicator of treatment assignment

$$
Z_{i}= \begin{cases}1 & \text { if subject } i \text { is assigned to treatment group } \\ 0 & \text { if subject } i \text { is assigned to control group }\end{cases}
$$

Z is the $n$ component vector with $i^{\text {th }}$ element $Z_{i}$.
2. Binary indicator of treatment receipt

$$
D_{i}= \begin{cases}1 & \text { if subject } i \text { received treatment } \\ 0 & \text { if subject } i \text { received control. }\end{cases}
$$

Because $D_{i}$ is a post-treatment-assignment variable, it has a potential outcome formulation, $D_{i}\left(Z_{i}\right)$, where $D_{i}(0)$ and $D_{i}(1)$, respectively, refer to the values when assigned control and when assigned treatment.
3. Compliance status

$$
C_{i}= \begin{cases}c & \text { if } D_{i}(0)=0 \text { and } D_{i}(1)=1, \\ n & \text { if } D_{i}(0)=0 \text { and } D_{i}(1)=0, \\ a & \text { if } D_{i}(0)=1 \text { and } D_{i}(1)=1 .\end{cases}
$$

$C_{i}=c$ denotes a "complier," a person who will take the treatment if so assigned and will take control if so assigned. $C_{i}=n$ denotes a "never takers," a person who will not take the treatment no matter the assignment. $C_{i}=a$ denotes an "always takers," a person who will always take the treatment no matter what the assignment. This template rules out the possibility of "defiers," those who will always do the opposite of what they are assigned, i.e. those $i$ for whom $D_{i}(0)=1$ and $D_{i}(1)=0 . C$ denotes the $n$ component vector with $i^{\text {th }}$ element $C_{i}$.
4. $2 P$-component vector of potential outcomes ${ }^{11}, Y_{i}^{\text {po }}$, which is composed of two $P$-length vectors, $Y_{i}(0)$ and $Y_{i}(1)$, where

$$
\begin{aligned}
& Y_{i}(0)=\left(Y_{i 1}(0), \ldots, Y_{i P}(0)\right), \text { and } \\
& Y_{i}(1)=\left(Y_{i 1}(1), \ldots, Y_{i P}(1)\right) .
\end{aligned}
$$

[^8]Here $Y_{i p}(0)$ is the $p^{\text {th }}$ outcome variable corresponding to assignment to the control group for the $i^{\text {th }}$ subject; $Y_{i p}(1)$ is the $p^{t h}$ outcome variable corresponding to assignment to the treatment group for the $i^{t h}$ subject. In other words, for each subject there are $P$ outcome variables, $Y_{1}$ through $Y_{P}$, and each has two potential values: one corresponding to each of the treatment assignments. $Y(0)$ and $Y(1)$ are used to denote the two $n \times p$ matrices of potential outcomes corresponding to control and treatment assignment respectively.

At times we will refer simply to the $P$-component vector of outcomes that we intend to observe for a person, i.e.,

$$
Y_{i}^{\mathrm{int}}=Y_{i}\left(Z_{i}\right) .
$$

For convenience, we will henceforth refer to $Y_{i}^{\text {int }}$ as simply $Y_{i}$ with corresponding elements

$$
Y_{i}=\left(Y_{i 1}, \ldots, Y_{i P}\right)
$$

In addition, $Y$ represents the $n \times P$ matrix of intended outcomes for all study participants. $Y_{\cdot p}$ is the $p^{t h}$ column in this matrix.
5. $2 P$-component vector of response patterns for potential outcomes.

$$
R_{y_{i}}(t)= \begin{cases}1 & \text { if } Z_{i}=t \text { and } Y_{i p}(t) \text { is observed, } \\ & \text { or, if } Z_{i} \neq t \text { but } Y_{i p}(t) \text { would be observed if } Z_{i}=t, \\ 0 & \text { if } Z_{i}=t \text { and } Y_{i p} \text { is not observed, } \\ & \text { or, if } Z_{i} \neq t \text { but } Y_{i p}(t) \text { would be unobserved if } Z_{i}=t,\end{cases}
$$

These indicators are themselves potential outcomes because we can only observe response indicator $R_{y_{i}}(t)$ for individual $i$ if $Z_{i}=t$.
6. $P$-component outcome response pattern associated with each $Y_{i}$

$$
R_{y_{i}}=\left(R_{y_{i 1}}, \ldots, R_{y_{i P}}\right),
$$

where

$$
R_{y_{i p}}= \begin{cases}1 & \text { if } Y_{i p} \text { is observed } \\ 0 & \text { if } Y_{i p} \text { is not observed. }\end{cases}
$$

$R_{y_{i}}$ indicates which of the $P$ outcomes are observed and which are missing for subject $i$. $R_{y}$ denotes the $n \times P$ matrix of missing outcome indicators for all study participants. $R_{y \cdot p}$ is the $p^{t h}$ column in this matrix. We can also think of $R_{y_{i}}$ as the intended portion of $R_{y_{i}}(0)$ and $P_{y_{i}}(1)$.
7. $K$-component vector of fully observed background and design variables

$$
W_{i}=\left(W_{i 1}, \ldots, W_{i K}\right),
$$

where $W_{i k}$ is the value of fully observed covariate $k$ for subject $i$. $W$ is the $n \times K$ matrix of fully observed covariates. $W_{\cdot k}$ is the $k^{t h}$ column in this matrix. In this study, application wave, the relative test scores of the school the child attended at time of application (low/high), and grade level are fully observed.
8. $Q$-component vector of partially observed background and design variables

$$
X_{i}=\left(X_{i 1}, \ldots, X_{i Q}\right)
$$

where $X_{i q}$ is the value of covariate $q$ for subject $i$. $X$ represents the $n$ by $Q$ matrix of covariates for all study participants. $X_{\cdot q}$ is the $q^{t h}$ column in this matrix. In addition, $X^{(\text {cat })}$ refers to the subset of covariates that are categorical and $X^{(\text {cont })}$ refers to the subset of covariates that are continuous.
9. Covariate response pattern associated with $X_{i}$

$$
R x_{i}=\left(R x_{i 1}, \ldots, R x_{i Q}\right),
$$

where

$$
R_{c_{i}}= \begin{cases}1 & \text { if } X_{i q} \text { is observed } \\ 0 & \text { if } X_{i q} \text { is not observed }\end{cases}
$$

$R x_{i}$ indicates which covariates are observed and which covariates are missing out of the $Q$ possible covariates for subject $i$. $R x$ denotes the $n \times Q$ matrix of covariate missing data indicators for all study participants. $R_{x . q}$ is the $q^{t h}$ column in this matrix.

This observed data template is extremely general, allowing arbitrary response patterns for the outcomes and covariates.

## 10 Pattern Mixture Model

Suppose that we have policy relevant covariates that are fully observed, in addition to other covariates, that may be very important for precision of estimation, which are only partially observed. Within the context of a randomized experiment, we can conceive of a sub-experiment within each pattern of missing data, which is also perfectly randomized (just as when we divide a completely randomized experiment into males and females, for instance). That is, indicator variables for pre-treatment missing data patterns can be considered covariates themselves. Consequently, an attractive practical alternative when dealing with missing covariates that are not policy relevant in the above sense is to adopt a pattern mixture approach to the analysis.

Of course if a policy relevant covariate is missing, then this approach is not satisfactory, and that covariate, and not indicators for its missingness, must become part of the model. Fortunately in our setting, the major policy relevant covariates (grade, school test scores), on which decisions regarding viability of new programs may be made, are fully observed. The covariates that are important but missing are individual-level characteristics such as pre-test scores, which we do not consider policy-relevant in the above sense because it is difficult to conceive of a new program targeting subgroups defined by these variables (e.g., it's difficult to imagine that pretest scores would used as eligibility criteria for a program, whereas school test scores, perhaps as a proxy for school quality, could be used).

In Bayesian approaches, pattern mixture models typically factor the joint distribution of indicators for missing data patterns and data as the marginal distribution of the missing data patterns and the conditional distribution of the data given these patterns. The parameters of the conditional data model are typically under-identified; assumptions regarding missing data mechanisms can help to identify these parameters.

A variety of authors use pattern mixture model approaches to missing data including Rubin (1977, 1978b); Little (1993); Glynn, Laird, and Rubin (1986, 1993); Little (1996). Standard pattern mixture models partition the data with respect to the missingness of the primary vari-
ables of interest. In this application we partition the data with respect to only covariate missing data patterns, so the assumptions will differ slightly from the standard usage. One argument that can be made for the pattern mixture approach used in this setting is that it focuses the model on the primary quantities of interest, (functions of) $Y$ or $Y \mid X$. The marginal distribution of $X$ and $R_{x}$ is ignored.

We describe the model first by stating its structural assumptions, that is, assumptions that can be expressed without reference to a particular distributional family. Then we describe the assumptions of the particular parametric model we assume.

### 10.1 Structural Assumptions

We now formalize the structural assumptions of our model (some of which were previously introduced in Section 7) and discuss their plausibility for this study.

### 10.1.1 SUTVA

A standard assumption made in causal analyses of this kind is the Stable Unit Treatment Value Assumption (SUTVA) (Rubin 1978a, 1980, 1990). This assumption implies that one unit's treatment assignment does not affect another unit's outcomes and there are no versions of treatments. Formally, SUTVA is satisfied if $Y_{i}(Z)=Y_{i}\left(Z^{\prime}\right)$ and $D_{i}(Z)=D_{i}\left(Z^{\prime}\right)$ if $Z_{i}=Z_{i}^{\prime}$, where $Z^{\prime}$ is the $n$-length vector with $i^{\text {th }}$ element $Z_{i}^{\prime}$. In this study, for SUTVA to be violated, the fact that one family won a scholarship or did not would have to affect outcomes such as another family's choice to attend private school or their children's test scores. It does not seem a terribly strong assumption to disallow such effects, or, rather, we expect our results to be rather robust to the types and degree of deviations from SUTVA that we might expect in this study.

If we define the treatment as private school attendance, the no "versions of treatments" part of SUTVA is satisfied if the definitions of private school and public school encompass all the varieties of such schools encountered by the study participants. Similarly, if we define the treatment as participation in the scholarship program (winning the money, receiving help in finding a school), treatment homogeneity is satisfied or not depending on how rigidly "participation in the scholarship program" is defined - e.g. is using the money sufficient, or need the families all have received help in finding a new school as well?

### 10.1.2 Randomization

We assume scholarships have been randomly assigned. This implies

$$
p\left(Z \mid Y(1), Y(0), X, W, C, R_{y}(0), R_{y y}(1), R_{x}, \theta\right)=p\left(Z \mid W^{*}, \theta\right)=p\left(Z \mid W^{*}\right),
$$

where $W^{*}$ represents the portion of $W$ that comprises the design variables, and $\theta$ is generic notation representing the parameters in any model. We drop the dependence on $\theta$ because there are no unknown parameters governing the treatment assignment mechanism. This "assumption" should be trivially satisfied given that MPR administered a lottery to assign scholarships to families and the differential sampling weights for school test score classification (low/high) and application wave are known.

### 10.1.3 Missing data process assumption - Latent Ignorability

We assume that missingness is ignorable given observed covariates within subgroups defined by compliance status. Here, observed covariates includes indicators for missingness of the covariates, $R x$, as well. This assumption is defined as "latent ignorability" of the missing data mechanism, formally,

$$
p\left(R_{y}(0), R_{y}(1) \mid R x, Y(1), Y(0), X, W, C, \theta\right)=p\left(R_{y}(0), R_{y}(1) \mid R x, X^{\mathrm{obs}}, W, C, \theta\right) .
$$

where $X^{\text {obs }}$ comprises the elements of the covariate data matrix $X$ that are observed. Note that this is a non-ignorable missing data mechanism.

Recall that latent ignorability differs from standard ignorability (Rubin 1978a; Little and Rubin 1987) because it conditions on something that is (at least partially) unobserved or latent, in this case, compliance status, $C$. This is a more reasonable assumption than standard ignorability because it seems quite likely that the groups of people defined by compliance status would behave differently with regard to whether or not they fill out surveys or show up for post-tests.

### 10.1.4 Noncompliance process assumption I - Compound Exclusion

In order to discriminate among compliers, never takers, and always takers, we need to make an assumption about their behavior. Given that never takers and always takers will participate in the same treatment (control or treatment, respectively) regardless of what they were randomly
assigned, it seems plausible to assume that their outcomes and missing data patterns will not be affected by treatment assignment. The compound exclusion restriction, which generalized the standard exclusion restriction (Angrist, Imbens, and Rubin 1996; Imbens and Rubin 1997), reflects this assumption, formally, as

$$
p\left(Y(1), R_{y}(1) \mid X, R_{x}, W, C=n\right)=p\left(Y(0), R_{y}(0) \mid X, R_{x}, W, C=n\right),
$$

for never takers, and,

$$
p\left(Y(1), R_{y y}(1) \mid X, R_{x}, W, C=a\right)=p\left(Y(0), R_{y}(0) \mid X, R x, W, C=a\right),
$$

for always takers.
Compound exclusion seems more plausible for never takers than for always takers. Never takers stay in the public school system no matter whether they win a scholarship or not. Always takers, on the other hand, might be in one private school if they won a scholarship or another if they didn't win a scholarship, particularly since those who won scholarship have access to resources to help find an appropriate private school. In addition, the scholarship provides the family with $\$ 1400$ more in resources than is available to the family who didn't win a scholarship and still sends a child to private school; this could in and of itself have an effect on student outcomes.

### 10.1.5 Noncompliance process assumption II - Monotonicity

Implicit in the definition of compliance status, $C$, and as pointed out in Section 9, we exclude the possibility that there exist people who will do the opposite of their assignment. These individuals are referred to in the compliance literature (see, for example, Angrist, Imbens, and Rubin 1996) as "defiers" and have the property that, for individual $i$,

$$
\begin{aligned}
D_{i}\left(Z_{i}=0\right) & =1, \text { and } \\
D_{i}\left(Z_{i}=1\right) & =0 .
\end{aligned}
$$

The assumption that there exist no defiers for this study is referred to as monotonicity because it implies that for all $i, D_{i}\left(Z_{i}=1\right) \geq D_{i}\left(Z_{i}=0\right)$ (Imbens and Angrist 1994). In the SCSF program defiers would be families who would not use a scholarship if they won one, but, would
pay to go to private school if they did not win a scholarship. It seems highly implausible that such a group of people exists, therefore the monotonicity assumption appears to be quite reasonable.

### 10.2 Parametric Model

Our full model needs simultaneously to (1) represent a reasonable approximation to the sampling distribution of the (complete) data, (2) be comprehensive enough to justify our assumptions about the missing data process, (3) incorporate the constraints imposed by the randomization, (4) incorporate the constraints imposed by the exclusion restriction, and (5) incorporate the conditional independence structures imposed by the latent ignorability.

Consider the following factorization of the joint sampling distribution of the potential outcomes and compliance conditional on the covariates and their missing data patterns,

$$
\begin{aligned}
& p\left(Y_{i}(0), Y_{i}(1), R_{y_{i}}(0), R_{y_{i}}(1), C_{i} \mid W_{i}, X_{i}^{\text {obs }}, R_{x_{i}}, \theta\right)= \\
& p\left(C_{i} \mid W_{i}, X_{i}^{\text {obs }}, R x_{i}, \theta^{(\mathrm{C})}\right) p\left(R_{y_{i}}(0), R_{y_{i}}(1) \mid W_{i}, X_{i}^{\text {obs }}, R_{x_{i}}, C_{i}, \theta^{(\mathrm{R})}\right) \\
& p\left(Y_{i}(0), Y_{i}(1) \mid W_{i}, X_{i}^{\text {obs }}, R_{x_{i}}, C_{i}, \theta^{(\mathrm{Y})}\right)
\end{aligned}
$$

where $\theta=\left(\theta^{(\mathrm{C})}, \theta^{(\mathrm{R})}, \theta^{(\mathrm{Y})}\right)^{\prime}$, justified by the preceding assumptions. Note that the response pattern of covariates for each individual is itself a covariate.

The specifications of each of these components are described in the next three sections.

### 10.2.1 Compliance Status Sub-Model

The specification for the compliance status model comprises a series of conditional probit models defined using indicator variables $C_{i}(c)$ and $C_{i}(n)$ for whether individual $i$ is a complier or a never taker, respectively:

$$
\begin{aligned}
& C_{i}(n)=1 \text { if } C_{i}(n)^{*} \equiv g_{1}\left(W_{i}, X_{i}^{\mathrm{obs}}, R_{i}\right)^{\prime} \beta^{(\mathrm{C}, 1)}+V_{i} \leq 0 \\
& C_{i}(c)=1 \text { if } C_{i}(n)^{*}>0 \text { and } C_{i}(c)^{*} \equiv g_{0}\left(W_{i}, X_{i}^{\mathrm{obs}}, R_{x_{i}}\right)^{\prime} \beta^{(\mathrm{C}, 2)}+U_{i} \leq 0,
\end{aligned}
$$

where

$$
\begin{aligned}
V_{i} & \sim \mathrm{~N}(0,1) \text { and }, \\
U_{i} & \sim \mathrm{~N}(0,1) .
\end{aligned}
$$

The specific models attempt to strike a balance between including all the design variables as well as the variables that were regarded as most important in predicting compliance or having interactions with the treatment effect, and on the other hand trying to maintain parsimony. The results reported in Section 11 use a compliance component model whose link function, $g_{1}$, fits, in addition to an intercept: school test scores (low/high); indicators for application wave; propensity scores for subjects applying in the first period and propensity scores for the other waves; indicators for grade of the student; recorded ethnicity (African American or other); an indicator for whether or not the pre-treatment test scores of reading and math were available; and the pre-test scores (reading and math) for the subjects with available scores. The link function $g_{0}$ is the same as $g_{1}$ with the exception that it excluded the indicators for application wave. This link function, a more parsimonious version of one we employed in earlier models, was more appropriate to fit the relatively small proportion of always-takers.

Because the pre-tests were either jointly observed or jointly missing, one indicator for missingness of pre-test scores is sufficient. The same is true of the post-tests.

The prior distributions for the compliance sub-model are

$$
\begin{aligned}
& \beta^{(\mathrm{C}, 1)} \sim \mathrm{N}\left(\beta_{0}^{(\mathrm{C}, 1)},\left\{\sigma^{(\mathrm{C}, 1)}\right\}^{2} \mathbf{I}\right), \\
\text { and } \quad & \beta^{(\mathrm{C}, 2)} \sim \mathrm{N}\left(0,\left\{\sigma^{(\mathrm{C}, 2)}\right\}^{2} \mathbf{I}\right),
\end{aligned}
$$

where $\left(\sigma^{(\mathrm{C}, 1)}\right)^{2}$ and $\left(\sigma^{(\mathrm{C}, 2)}\right)^{2}$ are "known" hyperparameters set at ten, and $\beta_{0}^{(\mathrm{C}, 1)}$ is a vector of zeros with the exception of the first element which is set equal to $-\Phi^{-1}(1 / 3) *\left\{1+\sigma^{(\mathrm{C}, 1)} \text { ave }\left(g_{1, i}^{\prime} g_{1, i}\right)\right\}^{\frac{1}{2}}$, where $g_{1, i}=g_{1}\left(W_{i}, X_{i}^{\text {obs }}, R_{x_{i}}\right)$, and ave denotes the average over the students. These priors reflect our a priori ignorance about the probability any individual belongs to each compliance status by setting each of their prior probabilities at $1 / 3$.

### 10.2.2 Outcome Sub-Model

The specification for the outcome sub-model first posits a latent variable such that
$Y_{i}(z)^{*} \mid W_{i}, X_{i}^{\mathrm{obs}}, R_{x_{i}}, C_{i}, \theta^{(\mathrm{Y})} \sim \mathrm{N}\left(g_{2}\left(W_{i}, X_{i}^{\mathrm{obs}}, R_{x_{i}}, C_{i}, z\right)^{\prime} \beta^{(\mathrm{Y})}, \exp \left[g_{3}\left(X_{i}^{\mathrm{obs}}, R_{x_{i}}, C_{i}, z\right)^{\prime} \zeta^{(\mathrm{Y})}\right]\right)$,
for $z=0,1$, where $\theta^{(Y)}=\left(\beta^{(Y)}, \zeta^{(Y)}\right)$ and where $Y_{i}(0)^{*}$ and $Y_{i}(1)^{*}$ are assumed conditionally independent, an assumption which has no effect on inference for super-population parameters (Rubin 1978a). Then

$$
Y_{i}(z)= \begin{cases}0 & \text { if } Y_{i}(z)^{*} \leq 0 \\ 100 & \text { if } Y_{i}(z)^{*} \geq 100 \\ Y_{i}(z)^{*} & \text { otherwise }\end{cases}
$$

The results reported in Section 11 use an outcome component model whose outcome mean link function, $g_{2}$, is linear in, and fits distinct parameters for, the following:

1. For the students of the PMPD design: an intercept; school test scores (low/high); recorded ethnicity; indicators for grade; the propensity score; and an indicator for whether or not the pre-treatment test scores were available, and the pre-test score values for the subjects with available scores.
2. For the students of the other periods: an intercept; school test scores (low/high); recorded ethnicity; indicators for grade; the propensity score; indicators for application wave; an indicator for whether or not the pre-treatment test scores were available, and the pre-test score values for the subjects with available scores.
3. An indicator for whether or not a person is an always-taker.
4. An indicator for whether or not a person is a complier.
5. For compliers assigned treatment: an intercept, one indicator for school test scores (low/high); ethnicity; and indicators for the first three grades (the variable for the fourth grade's treatment effect is a function of the already included variables.)

For the variance of the outcome component, the link function, $g_{3}$, includes indicators that saturate the missing data patterns, which are defined by cross-classification of whether or not a person applied in the first wave (i.e., for whom there is a propensity score), and by whether or not the pre-treatment test scores were available. This dependence is needed because each pattern conditions on a different set of covariates; i.e., $X^{\text {obs }}$ varies from pattern to pattern.

The prior distributions for the outcome sub-model are:

$$
\begin{aligned}
& \beta^{(Y)} \mid \zeta^{(Y)} \sim \mathrm{N}\left(0, F\left(\zeta^{(\gamma)}\right) \xi \mathbf{I}\right) \\
\text { where } \quad & F\left(\zeta^{(Y)}\right)=\frac{1}{K} \sum_{k} \exp \left(\zeta_{k}\right),
\end{aligned}
$$

and where $\zeta^{(Y)}=\left(\zeta_{1}, \ldots, \zeta_{K}\right)$, one component for each of the $K$ (in our case $K=4$ ) missing data patterns, and where $\xi$ is an "inflater" which is set at five; and

$$
\exp \left(\zeta_{k}\right) \stackrel{\mathrm{idid}}{\sim} \operatorname{inv} \chi^{2}\left(\nu, \sigma^{2}\right),
$$

where inv $\chi^{2}\left(\nu, \sigma^{2}\right)$ refers to the distribution of the inverse of a $\chi^{2}$ random variable with degrees of freedom $\nu$ (set at three) and scale parameter $\sigma^{2}$ (set at 400).

### 10.2.3 Outcome Response Sub-Model

We also use a probit specification for the sub-model for outcome response, $R_{y_{i}}(z), z=0,1$.

$$
R_{y_{i}}(z)=1 \text { if } R_{y_{i}}(z)^{*} \equiv g_{2}\left(W_{i}, X_{i}^{\text {obs }}, R_{x_{i}}, C_{i}, z\right)^{\prime} \beta^{(\mathrm{R})}+E_{i}(z) \geq 0,
$$

where $P_{y_{i}}(0)$ and $P_{y_{i}}(1)$ are assumed conditionally independent (using the same justification as for the potential outcomes) and where

$$
E_{i}(z) \sim \mathrm{N}(0,1) .
$$

The link function of the probit model on the outcome response, $g_{2}$, is the same as the link function for the mean of the outcome component.

The prior distribution for the outcome response sub-model is

$$
\beta^{(\mathbb{R})} \sim \mathrm{N}\left(0,\left\{\sigma^{(\mathbb{R})}\right\}^{2} \mathbf{I}\right),
$$

where $\left\{\sigma^{(\mathbb{R})}\right\}^{2}$ is a "known" hyperparameter, set at ten.

## 11 Results

All of the results below were obtained from the same Bayesian analyses (one for math scores and one for reading scores). Both analyses include latent variables for compliers, never takers
and always takers, imposing the exclusion restriction on never takers and always takers. The differences between the results for the first three tables reflect different ways of averaging over the results for these groups, as described in each subsection.

The results are reported by school test scores classification (low/high) and grade - our "policy-relevant" variables - averaging over the other characteristics in the model. Both school test scores classification and grade were thought to have possible interaction effects with treatment assignment. Most of the following estimates are not parameters of the model but functions of parameters, whose posterior distributions are induced by the posterior predictive distributions (multiple imputation) of the compliance statuses. Except when otherwise stated, plain numbers are posterior means and brackets are $95 \%$ posterior intervals.

### 11.1 Test Score Results

In this section we present answers to the three questions posed in Section 4:

1. What is the impact of being offered a scholarship on student outcomes?
2. What is the impact of using a scholarship (participating in the scholarship program) over and above what families and children would do in the absence of the scholarship program?
3. What is the impact of attending a private school on student outcomes?

In all three cases math and reading post-test scores will be used as outcomes. These test scores represent the national percentile rankings within grade. They have been adjusted to correct for the fact that some children were kept behind while others skipped a grade; students transferring to private schools are hypothesized to be more likely to have been kept behind by those schools. The individual-level causal estimates have also been weighted so that the subgroup causal estimates correspond to the effects for all eligible children belonging to that subgroup who attended a screening session. The numbers in parentheses represent either the sample sizes or "effective sample sizes" corresponding to each subgroup, just as described in Section 8, though here the posterior means of the parameters reflecting probabilities for each compliance category were used as estimated probabilities when calculating expected values for each.

### 11.1.1 ITT results

We examine the impact of being offered a scholarship on post-test scores by estimating the ITT effect as displayed in Table 11. We calculate the ITT effect by averaging over the effect in all three compliance groups ${ }^{12}$.

| Grade at <br> Application | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Reading | Math | Reading | Math |
| 1 | $2.06(244)$ | $4.89(244)$ | $1.31(46)$ | $5.01(46)$ |
|  | $[-1.69,5.54]$ | $[1.70,8.05]$ | $[-4.74,6.80]$ | $[0.07,9.81]$ |
| 2 | $0.20(244)$ | $1.10(244)$ | $-0.71(45)$ | $0.97(45)$ |
|  | $[-2.85,3.44]$ | $[-2.08,4.21]$ | $[-5.99,4.75]$ | $[-4.44,6.55]$ |
| 3 | $0.46(233)$ | $3.02(233)$ | $-0.60(40)$ | $2.49(40)$ |
|  | $[-3.00,4.13]$ | $[-0.85,6.66]$ | $[-6.21,4.81]$ | $[-3.99,8.08]$ |
| 4 | $2.78(171)$ | $2.65(171)$ | $1.69(27)$ | $2.15(27)$ |
|  | $[-1.16,7.06]$ | $[-1.50,6.81]$ | $[-4.10,7.81]$ | $[-3.76,7.85]$ |
| Overall | $1.27(892)$ | $2.94(892)$ | $0.32(158)$ | $2.73(158)$ |
|  | $[-0.80,3.42]$ | $[0.71,5.15]$ | $[-4.89,4.96]$ | $[-2.01,7.15]$ |

Table 11: ITT Effect

These results indicate posterior distributions primarily (i.e. greater than $97.5 \%$ ) to the right of zero for the treatment effect on mathematics scores for 1st graders, and overall grades from low-score schools. Each indicate an average gain of more than 2.9 percentile points for children who won a scholarship.

### 11.1.2 Effect of participation in SCSF program

The results displayed in Table 12 reflect the effect of participation in the SCSF. They were calculated by measuring the ITT effect for always takers and compliers combined ${ }^{13}$. This analysis

[^9]defines the SCSF program as the "treatment" rather than just private school attendance. This will provide an answer to the second of the questions posed above because the complier control group will include children who were able to take advantage of resources beyond those provided by the SCSF program.

| Grade at <br> Application | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Reading | Math | Reading | Math |
| 1 | $2.74(216.9)$ | $6.40(216.9)$ | $1.76(42.6)$ | $6.61(42.6)$ |
|  | $[-2.19,7.32]$ | $[2.24,10.79]$ | $[-6.46,9.39]$ | $[0.08,13.00]$ |
| 2 | $0.24(214.7)$ | $1.38(214.7)$ | $-0.97(41.0)$ | $1.31(41.0)$ |
|  | $[-3.50,4.20]$ | $[-2.59,5.29]$ | $[-8.03,6.12]$ | $[-5.76,8.52]$ |
| 3 | $0.60(204.6)$ | $3.96(204.6)$ | $-0.84(36.4)$ | $3.46(36.4)$ |
|  | $[-3.84,5.18]$ | $[-1.08,8.91]$ | $[-8.37,6.82]$ | $[-5.26,11.42]$ |
| 4 | $3.40(152.7)$ | $3.23(152.7)$ | $2.31(24.9)$ | $2.93(24.9)$ |
|  | $[-1.44,8.34]$ | $[-1.79,8.34]$ | $[-5.65,10.29]$ | $[-5.00,10.20]$ |
| Overall | $1.63(788.9)$ | $3.74(788.9)$ | $0.43(144.9)$ | $3.68(144.9)$ |
|  | $[-1.06,4.46]$ | $[0.88,6.56]$ | $[-6.40,7.11]$ | $[-2.61,9.74]$ |

Table 12: Effect of Scholarship Program

We see a similar pattern of effects in this analysis though the posterior means are all larger in absolute value than in the ITT analysis. The intervals are also larger than the ITT intervals which is not surprising given that the estimand now applies to only a subset of the study participants (as reflected by the effective sample sizes in parentheses).

### 11.1.3 Effect of Private School Attendance

The results in Table 13 represent the effect of private school attendance by focusing only on the compliers. This analysis defines the "treatment" as private school attendance. The validity of these results rest, in part, on the assumption that receiving a scholarship and then attending private school is the same treatment as not receiving a scholarship and attending private school.

| Grade at <br> Application | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Reading | Math | Reading | Math |
| 1 | $3.08(164.2)$ | $7.24(164.2)$ | $1.89(32.2)$ | $7.14(32.2)$ |
|  | $[-2.56,8.38]$ | $[2.45,12.41]$ | $[-7.2,10.53]$ | $[0.09,14.36]$ |
| 2 | $0.28(171.8)$ | $1.57(171.8)$ | $-1.08(30.9)$ | $1.44(30.9)$ |
|  | $[-3.94,4.80]$ | $[-2.98,6.05]$ | $[-9.49,6.75]$ | $[-6.10,9.68]$ |
| 3 | $0.67(155.9)$ | $4.53(155.9)$ | $-0.93(26.2)$ | $3.82(26.2)$ |
|  | $[-4.28,5.81]$ | $[-1.22,9.50]$ | $[-9.33,7.25]$ | $[-5.61,12.58]$ |
| 4 | $3.84(125.2)$ | $3.62(125.2)$ | $2.55(18.4)$ | $3.17(18.4)$ |
|  | $[-1.76,9.83]$ | $[-1.95,9.50]$ | $[-6.15,11.54]$ | $[-5.29,11.12]$ |
| Overall | $1.85(617.1)$ | $4.24(600.6)$ | $0.47(107.7)$ | $4.02(107.7)$ |
|  | $[-1.21,5.13]$ | $[0.99,7.44]$ | $[-7.20,7.77]$ | $[-2.83,10.79]$ |

Table 13: Effect of Private School Attendance

The effects of private school attendance, displayed in Table 13 are quite similar to the scholarship program effects with posterior means that are slightly bigger in absolute value than in the other two analyses. The intervals have also grown reflecting the still smaller effective sample sizes. The effective sample sizes for the subgroup of 4th-graders applying from high-score schools is so small (24.9) as to make these results a bit suspect.

### 11.2 Composition of compliance status

Table 14 gives estimates of the composition of compliance status as a function of school test scores classification and grade. Because the distributions between the two models (mathematics/reading) were comparable in both location and uncertainty (see also Section 11.3.1 below), reported results are from the equal-weight mixture of the distributions of the two models.

The clearest pattern revealed by Table 14 is that, in most cases, high-score schools have more never takers, fewer always takers, and slightly fewer compliers than low-score schools.

| Grade at <br> Application | School <br> Test Scores | Never <br> Taker | Complier | Always <br> Taker |
| :---: | :--- | :---: | :---: | :---: |
| 1 | High | $24.6(5.8)$ | $69.9(6.6)$ | $5.5(3.3)$ |
|  | Low | $24.2(3.5)$ | $67.3(4.3)$ | $8.5(2.7)$ |
| 2 | High | $24.7(5.7)$ | $68.7(6.5)$ | $6.6(3.4)$ |
|  | Low | $20.0(3.4)$ | $70.4(4.3)$ | $9.6(2.7)$ |
| 3 | High | $28.0(6.3)$ | $65.6(7.0)$ | $6.4(3.3)$ |
|  | Low | $23.8(3.8)$ | $66.9(4.5)$ | $9.3(2.6)$ |
| 4 | High | $26.3(6.2)$ | $68.0(6.8)$ | $5.7(3.2)$ |
|  | Low | $18.0(3.7)$ | $73.2(4.8)$ | $8.8(3.1)$ |

Posterior standard deviations are in parentheses.
Table 14: Composition of compliance status

### 11.3 Impact of missing data

When the latent compliance groups have differential response (i.e. missing data) behaviors, standard ITT analyses or standard IV analyses are generally not appropriate for estimating, respectively, the ITT or IV estimands. The following table compares response behavior (i) between compliers attending public schools and never-takers, (ii) between compliers attending private schools and always takers, and (iii) between compliers attending private schools and compliers attending public schools.

The observed response behavior on the mathematics and reading was identical within individuals. For this reason, and also because, there was satisfactory agreement in the prediction of compliance status between the two models (mathematics/reading, see Section 11.3.1 below), reported results are from the equal-weight mixture of the distributions from the two models. In addition, the posterior distributions of the odds ratios are skewed, so posterior medians and posterior intervals are reported.

For each of the first two comparisons (columns three and four), the groups being compared are attending the same type of school, so any difference in response rate is attributed to the latent compliance status characteristics. For the last comparison (right-most column), any differences

| Grade at <br> Application | School Pre- <br> Treat. Scores | Control Complier <br> vs. Never Taker | Treatment Complier <br> vs. Always Taker | Treatment Complier <br> vs. Control Complier |
| :---: | :---: | :---: | :---: | :---: |
| 1 | High | $2.4[1.2,5.1]$ | $0.1[0.0,2.7]$ | $1.7[0.5,6.2]$ |
|  | Low | $2.3[1.2,4.5]$ | $0.1[0.0,0.8]$ | $1.4[0.7,2.9]$ |
| 2 | High | $2.3[1.2,5.0]$ | $0.3[0.0,4.5]$ | $2.9[0.9,14.3]$ |
|  | Low | $2.1[1.1,4.2]$ | $0.2[0.0,1.5]$ | $2.4[1.1,5.4]$ |
| 3 | High | $2.4[1.2,6.1]$ | $0.1[0.0,1.9]$ | $2.0[0.5,11.1]$ |
|  | Low | $2.3[1.2,4.9]$ | $0.1[0.0,1.1]$ | $1.6[0.7,3.8]$ |
| 4 | High | $2.0[1.0,4.2]$ | $0.1[0.0,1.7]$ | $2.0[0.5,11.1]$ |
|  | Low | $2.1[1.1,4.1]$ | $0.1[0.0,0.8]$ | $1.6[0.7,3.9]$ |

Results are reported combined from mathematics and reading models because they were similar (raw data on response in mathematics and reading were identical).

Numbers are posterior medians and posterior $95 \%$ intervals.
Table 15: Odds ratios comparing response rates among groups.
are attributed to the treatment. From the table it can be deduced that response is increasing in the following order: never-takers, compliers attending public, compliers attending private, and always-takers. Therefore, the latent compliance behavior appears to be an important predictor of response.

### 11.3.1 Agreement between the models

Before running the final analyses, we assessed the agreement between the model for mathematics and the model for reading in predicting compliance type (i) at the individual student level, and (ii) as a function of the covariates low/high and grade, aggregating over the students in these classes. Evaluating agreement at such specific levels is important because, although the marginal probability of being a complier is well estimated generally, the two models might have been assigning different probabilities of being a complier to different sets of students.

For the individual level, for each model, and for each student assigned the lottery but whose compliance type was not known, we computed the posterior probability of being a complier.

The correlation between the probabilities obtained from the two models was 0.72 , and the corresponding correlation for the students assigned control with unknown compliance status was 0.73 , indicating a satisfactory level of agreement at the individual level. At the level of the cross-classification between grade and low/high the agreement of the posterior distributions of compliance status, summarized by posterior first two moments, was very good.

## 12 Comparison Between Models

The analyses relying on standard approaches presented in Section 8 (henceforth referred to as MPR analyses) and the Bayesian analyses were performed on the same outcomes and for the same initial subset ${ }^{14}$ of children (single-child families from grades one through four). In addition they both attempt to address the same complications which draw the template away from the perfectly controlled randomized experiment. The Bayesian analyses, however, rely on weaker structural (though perhaps slightly stronger parametric) assumptions than the MPR analyses. These strategies, therefore, invite comparison.

Results from the Bayesian analyses lead to somewhat similar, although not altogether consistent, inferences to those indicated by the MPR analyses, largely in the sense that neither analysis shows consistently strong evidence in one direction or another. If we examine the overall results, there is a fair amount of agreement between the approaches (for all three questions asked) for math scores of children applying from low-score schools, across all grades. Both approaches provide evidence for positive gains of two to three and three-quarters percentiles for math scores of children from low-score schools.

There does appear to be a difference with regard to the effect on the other scores. For the effect on reading scores of children who applied from low-score schools, the Bayesian analyses report generally positive, though not very strong, gains across grades, whereas the MPR analyses show both positive and negative mean effects. Another, more specific difference exists on reading and mathematics on 4th graders from high-score schools, between the modest effects reported by the Bayesian analyses and the large effects reported by MPR analyses. Section 8

[^10]briefly discusses this difference in terms of the issues involved with non-response weighting. In general, these differences are driven by the fact that these analyses condition on different sources of information. The Bayesian analyses can include subjects with missing pre-test scores or post-test scores.

One way in which these different sources of information affect inferences concerns the differences between children who took the pre-test and those who didn't. As it turns out, for the people with missing pre-test scores (excluded in the MPR analysis), there is a negative treatment effect for reading post-test scores, which serves to counteract, in part, the positive treatment effects we see in those for whom we observe pre-test scores. Another difference has to do with the amount of smoothing allowed in each model. Currently our Bayesian models are quite parsimonious, so it is possible that we haven't allowed for enough cell to cell variation in treatment effects. The difference between the two model approaches within subgroups defined by grade and type of school is also likely influenced by the relatively smaller sample sizes in these subgroups. Clearly the larger the sample size, the greater chance we have of finding consistent results across the two approaches.

## 13 Discussion

Future analyses will attempt to learn from these initial models and incorporate additional complexity. We would like to investigate more closely the appropriateness of additivity and smoothing in the model, include both math and reading outcomes in the same model, include more covariates, and test the sensitivity to relaxing each of the exclusion restrictions. With additional years' data we will have to model appropriately the time series nature of the data as well as the more complicated compliance structures that will develop. We also recognize the need to perform more model checks and sensitivity analysis than we have performed to date.

As far as substantive conclusions regarding school choice, both models appear to indicate gains in math scores for children from low-score schools who have either won a scholarship, participated in the scholarship program or attended private school; however, neither analysis strategy leads to convincing and consistent overall evidence in favor of private schools. If it is truly the case the we see greater gains for the children from low-score schools, this information
would have policy implications and would provide greater justification for the current Florida school choice initiative which targets more disadvantaged schools. Given the heterogeneity in schools and the noisiness of our outcome measure, it is likely that it is too soon to expect to find sharp differences between the treatment and control groups.
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## Appendix A - Computations

Computations of the posterior distribution of the missing compliance statuses $C^{m i s}$ and parameters were based on a Gibbs sampler (Gelfand and Smith 1990). The Gibbs sampler we used draws, in this order: the missing compliance statuses $C^{m i s}$; the latent variables $C_{i}(n)^{*}$ and $C_{i}(c)^{*}$ for the current set of never takers, compliers, and always-takers; the possibly latent variables $Y_{i}^{*} \equiv Y_{i}\left(Z_{i}\right)^{*}$ for the outcome model; all latent variables $R_{y_{i}}\left(Z_{i}\right)^{*}$ for the response model; the parameters for the compliance model, $\beta^{(c, 1)}, \beta^{(c, 2)}$; the response model parameters $\beta^{(R)}$; and the mean and variance outcome parameters $\beta^{(Y)}$ and $\zeta^{(Y)}$ respectively. For all steps drawing is done cyclically and with conditioning that ensures convergence of the Gibbs Sampler to the posterior distribution. The first step must exclude $C_{i}(n)^{*}$ and $C_{i}(c)^{*}$ from the conditioning in order for the Gibbs sampler to converge to the posterior distribution. Moreover, at this step, the conditioning on $Y_{i}^{*}$ and $R_{y_{i}}\left(Z_{i}\right)^{*}$ can be replaced, respectively, by $Y_{i} * R_{y_{i}}\left(Z_{i}\right)$ and $R_{y_{i}}\left(Z_{i}\right)$ for algorithmic efficiency. In the following we let $H_{i} \equiv\left(W_{i}, X_{i}^{o b s}, R x_{i}\right)$ and $\phi$ denote all of the model parameters. The distributions involved in the Gibbs sampler are as follows.

1. The conditional distribution required for $C_{i}^{m i s}$ at this step is

$$
p\left(C_{i} \mid Y_{i}, H_{i}, D_{i}, Z_{i}, R_{y_{i}}, \phi\right) .
$$

This distribution is obtained from the joint $p\left(C_{i}, Y_{i}, D_{i}, B_{y_{i}} \mid Z_{i}, H_{i}, \phi\right)$. For example, a subject with $Z_{i}=D_{i}=0$ can be a complier or a never-taker, and the conditional Bernoulli distribution of $C_{i}$ is proportional to

$$
\left\{l\left(c, Z_{i}, H_{i}, Y_{i}, R_{y_{i}}, \phi\right)\right\}^{I\left(C_{i}=c\right)}\left\{l\left(n, Z_{i}, H_{i}, Y_{i}, R_{y_{i}}, \phi\right)\right\}^{I\left(C_{i}=n\right)},
$$

where we define

$$
\begin{aligned}
l\left(c_{0}, z_{0}, h_{0}, y_{0}, r_{0}, \phi\right)= & p\left(C_{i}=c_{0} \mid H_{i}=h_{0}, \phi\right)\left\{p\left(Y_{i}=y_{0} \mid C_{i}=c_{0}, H_{i}=h_{0}, z=z_{0}, \phi\right)\right\}^{r_{0}} \\
& \times p\left(\text { Ryyi }_{i}\left(Z_{i}\right)=r_{0} \mid C_{i}=c_{0}, H_{i}=h_{0}, \phi\right) .
\end{aligned}
$$

Therefore, the conditional probability of the subject being a complier is

$$
l\left(c, Z_{i}, H_{i}, Y_{i}, R_{y_{i}}, \phi\right)\left\{l\left(c, Z_{i}, H_{i}, Y_{i}, R_{y_{i}}, \phi\right)+l\left(n, Z_{i}, H_{i}, Y_{i}, R_{y_{i}}, \phi\right)\right\}^{-1} .
$$

The drawing of $C_{i}$ for subjects with $Z_{i}=D_{i}=1$ is done in a similar way. Note that the drawing of the compliance at this step uses information on the response behavior $\left(R_{y}\right)$.
2. The drawing of $C_{i}(n)^{*}$ is from $p\left(C_{i}(n)^{*} \mid H_{i}, C_{i}, \phi\right)$. This distribution is the same as the defining model $p\left(C_{i}(n)^{*} \mid H_{i}, \phi\right)$ but truncated either to the left or to the right of zero depending on $C_{i}$. The drawing of the truncated normal is done using its inverse distribution function, which is readily calculable. For subjects that have been imputed as always-takers or compliers at the previous step, drawing of $C_{i}(c)^{*}$ is done in a similar way.
3. The drawing of $Y_{i}^{*}$ is from $p\left(Y_{i}^{*} \mid H_{i}, C_{i}, Y_{i}, z=Z_{i}, \phi\right)$ : when $Y_{i}$ is in $(0,100), Y_{i}^{*}=$ $Y_{i}$; when $Y_{i}=0$ then $Y_{i}^{*}$ is drawn from the tail of the defining normal distribution $p\left(Y_{i}^{*} \mid H_{i}, C_{i}, z=Z_{i}, \phi\right)$ left of 0 , and the method of simulation is as with the compliance latent normals; there was no observation equal to 100 .
4. The drawing of $R_{y_{i}}\left(Z_{i}\right)^{*}$ is from $p\left(R_{y_{i}}\left(Z_{i}\right)^{*} \mid H_{i}, C_{i}, R_{y_{i}}, z=Z_{i}, \phi\right)$. This distribution is the same as the defining model $p\left(P_{y_{i}}\left(Z_{i}\right)^{*} \mid H_{i}, C_{i}, z=Z_{i}, \phi\right)$ except that it is truncated to the right or left of zero depending on $R_{y_{i}}$. Drawing is as with the compliance and outcome latent normals.
5. Drawing of the coefficients $\beta^{(c, 1)}$ is from $p\left(\beta^{(c, 1)} \mid\left\{\right.\right.$ all $\left.\left.C_{i}(n)^{*}, H_{i}\right\}\right)$, which is a Bayesian linear regression based on the defining likelihood and prior. Drawing of the coefficients $\beta^{(c, 2)}$ is from the distribution $p\left(\beta^{(c, 2)} \mid\left\{\right.\right.$ all $C_{i}(c)^{*}, H_{i}: C_{i}=a$ or $\left.c\right\}$ ), and drawing of the coefficient $\beta^{(R)}$ is from $p\left(\beta^{(R)} \mid\right.$ all $\left.R_{y_{i}}\left(Z_{i}\right)^{*}, H_{i}, Z_{i}, C_{i}\right)$, both of which are Bayesian linear regressions.
6. The drawing of the parameters of the outcome model is further divided in two steps. In one, with $\zeta^{(Y)}$ conditioned at the values from the previous cycle, $\beta^{(Y)}$ is drawn from $p\left(\beta^{(Y)} \mid\left\{\right.\right.$ all $\left.\left.Y_{i}^{*}, H_{i}, Z_{i}, C_{i}: R_{y i}=1\right\}, \zeta^{(Y)}\right)$, which is a weighted normal linear regression with known weights. With the mean parameters $\beta^{(Y)}$ conditioned at the drawn value, there is still no known direct way of drawing from the distribution of $\zeta^{(Y)}$. Nevertheless, because its distribution is easily calculable up to proportionality, the Metropolis-Hastings algorithm (Metropolis, Rosenbluth, Rosenbluth, Teller, and Teller 1953) was used. Because the dimension of the parameters is large, it is important to obtain a good jumping density. By defining, $\widetilde{Y}_{i}=\left|Y_{i}^{*}-g_{2}\left(H_{i}, C_{i}, Z_{i}\right) \beta^{(Y)}\right|$ for the observed outcomes we have
that

$$
\begin{aligned}
& \frac{\left(\widetilde{Y}_{i}\right)^{2}}{\exp \left(g_{3}\left(H_{i}, C_{i}, Z_{i}\right) \zeta^{(Y)}\right)} \sim \chi_{1}^{2}, \quad \text { so } \\
& E\left(2 \log \left(\widetilde{Y}_{i}\right)\right)=E\left(\log \left(\chi_{1}^{2}\right)\right)+g_{2}\left(H_{i}, C_{i}, Z_{i}\right) \zeta^{(Y)}
\end{aligned}
$$

where $\chi_{1}^{2}$ is a chi-squared random variable with one degree of freedom and the distribution and expectation above are conditional on all variables except $Y_{i}^{*}$, and on all parameters including $\zeta^{(Y)}$. Using the regression estimates from the last relation, we obtained the two moments for a normal jumping density for $\zeta^{(Y)}$. Because the jumping density does not use the values of $\zeta^{(Y)}$ from the previous cycle, the asymmetric version of Metropolis-Hastings was used.

Initial values for the missing compliance statuses were drawn based on the moment estimates given assignment arm and school attended. The parameters were initialized to generalized linear model estimates given the initialized compliance statuses. Subsequently, the models were run each for an initial burnout series of 5000 iterations. We assessed convergence with add hoc methods. Then a main series of an additional 5000 iterations was run for each model, on which the results are based.

## Appendix B

Table 16: Description of Variables

| Variable | Description |
| :---: | :---: |
| Baseline variables (pre-lottery) |  |
| Application wave | Indicator for each of five waves |
| Won a scholarship? | No/Yes |
| Low/high-score school | Indicator for each category |
| Child's birth location | U.S./Puerto Rico/Other |
| Grade level of child when applying | Kindergarten through 4th grade |
| Female guardian's ethnicity | Puerto Rican, Dominican, Other Hispanic/Black,African American/Other |
| Female guardian's education | Some high school/High school graduate or GED/Some college/Graduated from a 4 year college/More than a 4 year degree |
| Child participated in special education in the last year? | No/yes |
| Child participated in gifted programs in the last year | No/yes |
| Main language spoken in home | English/Other |
| Family participates in AFDC | Yes/No |
| Family participates in Foodstamp Program | Yes/No |
| Female guardian's work status | Fulltime/Part-time/Not working but looking/Not working not looking |
| Education expectations for child | Some high school will not graduate/Graduate from high school/Some college/Graduate from 4-year college/More than a 4-year college degree |
| Number of children under 18 in household |  |
|  |  |
| Female guardian's length of residence at current address | More than 2 years/1-2 years/3-11 months/Less than 3 months |
| Data on father's work status missing? | No/Yes |
| Female guardian's religion | Other/Catholic |
| Sex | Male/Female |
| Income | 0-\$4999/\$5000-7999/.../More than \$50,000 |
| Age of the child on 4/1/97 in years |  |
| Pre-test reading score (percentile) |  |
| Pre-test math score (percentile) |  |
| Pre-test reading score (normal curve equivalent) |  |
| continued on next page |  |


| continued from previous page |  |
| :--- | :--- |
| Variable | Description |
| Pre-test math score (normal curve equivalent) |  |
| Attendance at private school during previous year | No/Yes |
| Survey respondent one of child's primary caretak- | None/Some/All |
| ers what portion of the time during the past year? |  |
| Time student has attended day care/school outside <br> the US? | None/Some |
| Where send child to school next year (if no schol- | Public/Religious Private/Secular Private |
| arship)? |  |
| How many times during the school year have you <br> spoken to someone from this child's school about <br> "problems with this child's' behavior at school"? | None/1 or 2/3 or 4/More Than 4 |
| How many times during the school year have you <br> spoken to someone from this child's school about | None/1 or $2 / 3$ or 4/More than 4 |
| "this child's attendance" |  |
| How many times have during the school year have | None/1 or 2/3 or 4/More than 4 |
| you spoken to someone from this child's school |  |
| about "placing this child in special classes or pro- |  |
| grams" |  |
| Variables recorded one year after the lottery |  |
| Post-test reading score (percentile) <br> Post-test math score (percentile) <br> Post-test reading score (normal curve equivalent) <br> Post-test math score (normal curve equivalent) |  |

## Appendix C - Finer Strata.

The model of Section 10.2 can be used to estimate the effect of the program on finer strata that may be of interest. For example, to estimate effects stratified by ethnicity, models for compliance, outcomes, and response analogous to those in Section 10.2 were estimated with parameters for recorded ethnicity (dichotomized as African American (AA) or other). As in Section 11, the models induce a posterior distribution for the causal effect of the program for each child, and children are subsequently stratified by the variables: grade (1-4), type of child's originating school's past scores (high/low), and ethnicity. The results for this stratification are reported in Tables 17, 18, 19, for the estimands of ITT, effect of scholarship, and effect of attendance of private versus public school respectively.

The results, as in those of Section 11, support evidence for effect on mathematics for certain subgroups of children. Here, the effects on mathematics are largest for African American children (with tighter intervals around the estimates in the low-score schools which constitute on average $85 \%$ of this ethnic sub-sample), smallest for non African Americans originating from high past-score schools, and in the middle range for the remaining students.

| Grade at Application | Ethnicity | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Reading | Math | Reading | Math |
| 1 | AA | $\begin{gathered} 2.75 \\ {[-1.65,6.58]} \\ \hline \end{gathered}$ | $\begin{gathered} 6.40 \\ {[2.59,10.12]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 1.84 \\ {[-4.93,7.77]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 6.25 \\ {[0.70,12.03]} \\ \hline \end{gathered}$ |
|  | other | $\begin{gathered} 1.43 \\ {[-2.36,5.53]} \end{gathered}$ | $\begin{gathered} 3.56 \\ {[0.25,7.21]} \end{gathered}$ | $\begin{gathered} 0.60 \\ {[-4.95,5.89]} \end{gathered}$ | $\begin{gathered} 3.30 \\ {[-1.77,8.10]} \end{gathered}$ |
| 2 | AA | $\begin{gathered} 0.72 \\ {[-2.89,4.50]} \\ \hline \end{gathered}$ | $\begin{gathered} 2.28 \\ {[-1.20,6.14]} \\ \hline \end{gathered}$ | $\begin{gathered} -0.25 \\ {[-6.77,6.20]} \\ \hline \end{gathered}$ | $\begin{gathered} 2.22 \\ {[-3.88,8.38]} \\ \hline \end{gathered}$ |
|  | other | $\begin{gathered} -0.21 \\ {[-3.22,3.23]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 0.18 \\ {[-3.31,3.77]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline-1.09 \\ {[-6.16,4.03]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.17 \\ {[-5.51,4.99]} \\ \hline \end{gathered}$ |
| 3 | AA | $\begin{gathered} 0.99 \\ {[-2.94,4.90]} \\ \hline \end{gathered}$ | $\begin{gathered} 4.43 \\ {[0.03,8.58]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline-0.06 \\ {[-6.72,6.46]} \\ \hline \end{gathered}$ | $\begin{gathered} 4.29 \\ {[-3.10,11.02]} \end{gathered}$ |
|  | other | $\begin{gathered} -0.03 \\ {[-3.55,3.78]} \end{gathered}$ | $\begin{gathered} 1.73 \\ {[-2.40,5.56]} \\ \hline \end{gathered}$ | $\begin{gathered} -0.91 \\ {[-6.13,4.14]} \\ \hline \end{gathered}$ | $\begin{gathered} 1.33 \\ {[-4.40,6.49]} \\ \hline \end{gathered}$ |
| 4 | AA | $\begin{gathered} 3.54 \\ {[-0.94,8.44]} \end{gathered}$ | $\begin{gathered} 4.03 \\ {[-0.54,9.03]} \\ \hline \end{gathered}$ | $\begin{gathered} 2.45 \\ {[-4.10,10.06]} \end{gathered}$ | $\begin{gathered} 3.66 \\ {[-2.88,10.37]} \end{gathered}$ |
|  | other | $\begin{gathered} 2.05 \\ {[-2.09,6.24]} \end{gathered}$ | $\begin{gathered} 1.29 \\ {[-3.06,5.83]} \end{gathered}$ | $\begin{gathered} 1.12 \\ {[-4.64,6.48]} \end{gathered}$ | $\begin{gathered} 0.88 \\ {[-5.07,6.46]} \end{gathered}$ |

Table 17: ITT Effect.

| Grade at <br> Application | Ethnicity | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Reading | Math | Reading | Math |
| 1 | AA | $\begin{gathered} 3.36 \\ {[-1.98,7.89]} \end{gathered}$ | $\begin{gathered} 7.70 \\ {[3.18,12.28]} \end{gathered}$ | $\begin{gathered} 2.27 \\ {[-6.14,10.09]} \end{gathered}$ | $\begin{gathered} 7.62 \\ {[0.86,14.71]} \end{gathered}$ |
|  | other | $\begin{gathered} 2.06 \\ {[-3.34,7.92]} \end{gathered}$ | $\begin{gathered} 5.02 \\ {[0.35,10.08]} \end{gathered}$ | $\begin{gathered} 0.92 \\ {[-7.53,9.09]} \end{gathered}$ | $\begin{gathered} 5.04 \\ {[-2.51,11.88]} \end{gathered}$ |
| 2 | AA | $\begin{gathered} 0.82 \\ {[-3.23,5.06]} \end{gathered}$ | $\begin{gathered} 2.61 \\ {[-1.39,7.00]} \end{gathered}$ | $\begin{gathered} -0.32 \\ {[-8.27,7.42]} \end{gathered}$ | $\begin{gathered} 2.70 \\ {[-4.56,10.35]} \end{gathered}$ |
|  | other | $\begin{gathered} -0.29 \\ {[-4.33,4.30]} \end{gathered}$ | $\begin{gathered} 0.25 \\ {[-4.43,5.06]} \end{gathered}$ | $\begin{gathered} \hline-1.67 \\ {[-9.03,6.04]} \end{gathered}$ | $\begin{gathered} -0.24 \\ {[-7.73,7.64]} \end{gathered}$ |
| 3 | AA | $\begin{gathered} 1.20 \\ {[-3.69,5.85]} \end{gathered}$ | $\begin{gathered} 5.30 \\ {[0.03,10.36]} \end{gathered}$ | $\begin{gathered} -0.07 \\ {[-8.25,7.92]} \end{gathered}$ | $\begin{gathered} 5.19 \\ {[-3.75,13.12]} \end{gathered}$ |
|  | other | $\begin{gathered} -0.06 \\ {[-5.11,5.40]} \end{gathered}$ | $\begin{gathered} 2.51 \\ {[-3.34,8.22]} \end{gathered}$ | $\begin{gathered} \hline-1.44 \\ {[-9.60,6.32]} \end{gathered}$ | $\begin{gathered} 2.11 \\ {[-6.68,10.06]} \end{gathered}$ |
| 4 | AA | $\begin{gathered} 4.00 \\ {[-1.08,9.42]} \end{gathered}$ | $\begin{gathered} 4.53 \\ {[-0.60,10.15]} \end{gathered}$ | $\begin{gathered} 2.90 \\ {[-4.96,11.49]} \end{gathered}$ | $\begin{gathered} 4.29 \\ {[-3.45,12.21]} \end{gathered}$ |
|  | other | $\begin{gathered} 2.72 \\ {[-2.74,7.98]} \end{gathered}$ | $\begin{gathered} 1.71 \\ {[-3.86,7.57]} \end{gathered}$ | $\begin{gathered} 1.68 \\ {[-7.12,9.85]} \end{gathered}$ | $\begin{gathered} 1.32 \\ {[-7.41,9.22]} \end{gathered}$ |

Table 18: Effect of Scholarship Program.

| Grade at <br> Application | Ethnicity | Low |  | High |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Reading | Math | Reading | Math |
| 1 | AA | $\begin{gathered} 3.75 \\ {[-2.15,8.91]} \end{gathered}$ | $\begin{gathered} 8.66 \\ {[3.52,13.78]} \\ \hline \end{gathered}$ | $\begin{gathered} 2.44 \\ {[-6.83,10.87]} \end{gathered}$ | $\begin{gathered} \hline 8.18 \\ {[0.93,15.46]} \\ \hline \end{gathered}$ |
|  | other | $\begin{gathered} 2.34 \\ {[-3.71,9.59]} \\ \hline \end{gathered}$ | $\begin{gathered} 5.72 \\ {[0.42,11.79]} \end{gathered}$ | $\begin{gathered} 1.00 \\ {[-8.37,10.02]} \end{gathered}$ | $\begin{gathered} 5.51 \\ {[-2.66,12.70]} \end{gathered}$ |
| 2 | AA | $\begin{gathered} 0.92 \\ {[-3.59,5.68]} \\ \hline \end{gathered}$ | $\begin{gathered} 2.91 \\ {[-1.55,7.88]} \\ \hline \end{gathered}$ | $\begin{gathered} -0.35 \\ {[-9.03,9.02]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 2.92 \\ {[-4.90,11.17]} \\ \hline \end{gathered}$ |
|  | other | $\begin{gathered} -0.34 \\ {[-5.10,4.94]} \end{gathered}$ | $\begin{gathered} 0.29 \\ {[-5.03,5.70]} \end{gathered}$ | $\begin{gathered} -1.90 \\ {[-10.78,6.73]} \end{gathered}$ | $\begin{gathered} -0.23 \\ {[-8.25,8.69]} \end{gathered}$ |
| 3 | AA | $\begin{gathered} 1.34 \\ {[-3.96,6.72]} \\ \hline \end{gathered}$ | $\begin{gathered} 6.00 \\ {[0.04,11.87]} \\ \hline \end{gathered}$ | $\begin{gathered} -0.07 \\ {[-8.76,8.73]} \\ \hline \end{gathered}$ | $\begin{gathered} 5.61 \\ {[-3.86,14.67]} \end{gathered}$ |
|  | other | $\begin{gathered} \hline-0.09 \\ {[-6.47,6.30]} \\ \hline \end{gathered}$ | $\begin{gathered} 2.91 \\ {[-3.96,9.73]} \\ \hline \end{gathered}$ | $\begin{gathered} -1.65 \\ {[-10.83,7.82]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 2.39 \\ {[-7.32,11.67]} \\ \hline \end{gathered}$ |
| 4 | AA | $\begin{gathered} 4.44 \\ {[-1.20,10.91]} \\ \hline \end{gathered}$ | $\begin{gathered} \hline 5.01 \\ {[-0.67,11.37]} \\ \hline \end{gathered}$ | $\begin{gathered} 3.13 \\ {[-5.43,12.31]} \\ \hline \end{gathered}$ | $\begin{gathered} 4.55 \\ {[-3.69,13.03]} \\ \hline \end{gathered}$ |
|  | other | $\begin{gathered} 3.12 \\ {[-3.13,9.10]} \\ \hline \end{gathered}$ | $\begin{gathered} 1.96 \\ {[-4.46,8.70]} \\ \hline \end{gathered}$ | $\begin{gathered} 1.88 \\ {[-7.95,10.78]} \\ \hline \end{gathered}$ | $\begin{gathered} 1.46 \\ {[-8.05,10.46]} \\ \hline \end{gathered}$ |

Table 19: Effect of Private School Attendance.


[^0]:    ${ }^{1}$ Recent works making a case for school choice include Brandl (1998); Coulson (forthcoming); Cobb (1992); and Bonsteel and Bonilla (1997). A collection of essays that report mainly positive school-choice effects are to be found in Peterson and Hassel (1998). Works which critique school choice include Ascher, Fruchter, and Berne (1996); Carnegie Foundation for the Advancement of Teaching (1992); Gutmann (1987); Levin (1998); Fuller and Elmore (1996); Rasell and Rothstein (1993); Cookson (1994).
    ${ }^{2}$ Major studies finding positive educational benefits from attending private schools include Coleman, Hoffer, and Kilgore (1982); Chubb and Moe (1990); Derek (1997). Critiques of these studies have been prepared by Goldberger and Cain (1982); Wilms (1985).

[^1]:    ${ }^{3}$ Classifying this behavior as a deviation assumes that the treatment is defined as private school attendance and that the range of private schools attended by the treatment group is similar to the private schools attended by the control group. This issue will be discussed in greater detail in Section 11.

[^2]:    ${ }^{4}$ This was actually performed by colleague Neal Thomas, see Hill, Rubin, and Thomas (1999).

[^3]:    ${ }^{5}$ The randomization was slightly constrained as will be described in more detail in this section. However, in one case this was done to ensure higher representation from a more disadvantaged population, and this policy was clearly stated in advertisements for the program. The other "blocks"-application wave and family size - were present for logistical reasons concerning data collection and allocation of a fixed number of scholarships. In general, in this type of program, administrators would like to keep these types of deviations from a pure lottery to a minimum.

[^4]:    ${ }^{6}$ These are the sample sizes after removal of 100 families randomly chosen from the control group to receive scholarships for the following academic year, and 100 for the year after that. The additional scholarship offers were used as incentives to increase participation in the follow-up data collection process. New winners were announced following the second and third follow-up testing visits.

[^5]:    ${ }^{7}$ This technique is described and illustrated in the context of a real life example in Rosenbaum and Rubin (1985)

[^6]:    ${ }^{8}$ For the general location model (often used with missing data e.g., Little and Rubin (1987) and Schafer (1997)), one CM-step gets maximum likelihood estimates for the parameters in the normal distributions conditional on the parameters for the log-linear model (cell probabilities for the contingency table) and a second CM-step obtains estimates for the log-linear model conditional on the parameters of all of the multivariate normal distributions. More CM-steps are often used within the log-linear model portion to avoid running the Iterative Proportional Fitting (IPF) to convergence at each iteration of the ECM algorithm. Bishop, Fienberg, and Holland (1975).

[^7]:    ${ }^{9}$ The list of all variables included in the final analysis is displayed in Table 16 in Appendix B.
    ${ }^{10}$ This is calculated for each covariate, $x$, as

    $$
    \frac{\bar{x}_{t}-\bar{x}_{c}}{\sqrt{\hat{\sigma}_{t}^{2} / n_{t}+\hat{\sigma}_{c}^{2} / n_{c}}}
    $$

[^8]:    ${ }^{11}$ In general, out template allows for repeated measurements over time. However, currently we have data from one pre-treatment time point and only one post-treatment time point and our notation reflects this simplification.

[^9]:    ${ }^{12}$ This strategy is an approximation to the most appropriate analysis for this estimand which would relax the exclusion restriction on both the always takers and never takers.
    ${ }^{13}$ This strategy is an approximation to the most appropriate analysis for this estimand which would relax the exclusion restriction on the always takers.

[^10]:    ${ }^{14}$ Clearly the exclusion of students with missing pre- and post-test scores as a part of the approach to handling these missing data problems creates a non-randomly smaller sample for the MPR analyses. However both intend their inferences to apply to the same population.

