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#### Abstract

We compare five closed tests for strong control of family-wide type I error (FWE) while making all pair-wise comparisons of means in clinical trials with multiple arms such as the SCORE Study. We simulated outcomes of the SCORE Study under its design hypotheses, and used p -values from chisquared tests to compare performance of a "pairwise" closed test described below to Bonferroni and Hochberg adjusted p-values. "Pairwise" closed testing was more powerful than Hochberg's method by several definitions of multiple-test power. Simulations over a wider parameter space, and considering other closed methods, confirmed this superiority for p -values based on normal, logistic, and Poisson distributions. The power benefit of "pair-wise" closed testing begins to disappear with 5 or more arms, and with unbalanced designs. For trials with 4 or fewer arms and balanced designs, investigators should consider using "pair-wise" closed testing in preference to Shaffer's, Hommel's, and Hochberg's approaches when making all pairwise comparisons of means. If not all $p$-values from the closed family are available, Shaffer's method is a good choice.
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## Introduction

The Standard Care versus Corticosteroid for Retinal Vein Occlusion (SCORE) Study comprised two independent randomized controlled clinical trials designed to compare the safety and efficacy of standard care (SC) versus intravitreal injection(s) of triamcinolone acetonide (hereafter referred to as intravitreal triamcinolone) for treating vision loss associated with macular edema in the study eye of participants with retinal vein occlusion. One trial involved patients with central retinal vein occlusion (CRVO), and the other involved patients with branch retinal vein occlusion (BRVO).

From the standpoint of statistical analysis, each trial was treated separately. Each trial contained three arms with equal sample sizes: $\mathrm{SC}, 1 \mathrm{mg}$ intravitreal triamcinolone, and 4 mg intravitreal triamcinolone. The primary efficacy outcome measure was the proportion of study eyes

[^0]improving from baseline to the 12-month follow-up visit by at least 15 letters as determined by Electronic Early Treatment Diabetic Retinopathy Study (E-ETDRS) visual acuity testing. There was only one study eye per patient. All three pairwise comparisons between arms were of interest, with the primary analysis method being logistic regression, adjusting for baseline visual acuity, clinical site, and, in participants with BRVO, presence of baseline dense macular hemorrhage.

When, as in the SCORE Study, several null hypotheses are tested simultaneously, the probability of rejecting at least one true null is commonly referred to as the family-wide type I error rate (FWE). In the original SCORE Study statistical analysis plan (SAP), FWE was to be controlled by means of Hochberg's sequentially rejective method [1] as applied to the pvalues of the three pair-wise logistic contrasts.

Numerous methods can be applied to the problem of making all pair-wise comparisons of means while still controlling FWE. Examples include the techniques of Bonferroni, Sidak [2], and Fisher [3], sequentially-rejective approaches [1,4-7], branch-and-bound algorithms [8], resampling methods [9], and ANOVA-related techniques [10-12]. Among important ways in which these approaches differ are power, intensity of computational effort, and extent to which correlations between estimates are considered.

One might expect methods that take into account correlation between pairs of estimates to be more powerful than methods that ignore it. Indeed, Grechanovsky and Hochberg [13] discuss conditions under which closed procedures have greater power than other multiple comparison methods. But the amount by which power improves, and the range of situations in which power is better, are not generally known for specific methods. This paper compares the power of Shaffer's [14] Hommel's [15], and Hochberg's [1] methods to that of a "pair-wise" closed test [16] (described below) in the SCORE Study, and generalizes the results to a wider context. We shall furnish simulation evidence suggesting that, in the context of all pair-wise comparisons between 3 or 4 balanced arms, if the underlying distribution of the data is normal, binomial, or Poisson, and the method of analysis is based on either score or likelihood ratio statistics, "pair-wise" closed testing usually offers a modest increase in power over the other methods for controlling FWE, at a cost of somewhat greater computational effort.

The SCORE Study primary analysis is complicated by the need to consider covariates and interim monitoring. To simplify, we discuss multiple testing without considering these other factors. That is, we focus on controlling FWE at a single look while performing many pairwise comparisons.

## Five methods to control type I error

Over the years, a variety of methods have been proposed to accomplish FWE control. We discuss five methods in this paper: the very popular Bonferroni and Hochberg [1] techniques, methods due to Shaffer [14] and Hommel [15], and a closed test we define below.

## Bonferroni

Reject any $\mathrm{H}_{\mathrm{i}}$ for which $\mathrm{p}_{\mathrm{i}} \leq \alpha / \mathrm{n}$. Equivalently, reject any $\mathrm{H}_{\mathrm{i}}$ for which $\mathrm{p}_{\mathrm{i}}{ }^{*} \leq \alpha$, where $\mathrm{p}_{\mathrm{i}}{ }^{*}=$ $\min \left[n p_{i}, 1\right]$. We refer to the $\left\{p_{i}\right\}$ as "unadjusted" $p$-values, and the $\left\{p_{i}^{*}\right\}$, which are derived from $\left\{p_{i}\right\}$ and meant to be compared to $\alpha$, as "adjusted" $p$-values.

## Hochberg

Arrange the p-values in descending order $\mathrm{p}_{[1]}>\mathrm{p}_{[2]}>\ldots>\mathrm{p}_{[\mathrm{n}]}$ with associated hypotheses $\mathrm{H}_{[1]}, \ldots, \mathrm{H}_{[\mathrm{n}]}$. Then, accept or reject hypotheses iteratively for $\mathrm{i}=1, \ldots, \mathrm{n}$ as follows:
a. If $\mathrm{p}_{[\mathrm{i}]}<\alpha / \mathrm{i}$, reject $\mathrm{H}_{[\mathrm{i}]}, \ldots, \mathrm{H}_{[\mathrm{n}]}$ and stop.
b. Otherwise, accept $\mathrm{H}_{[\mathrm{i}]}$ and let $\mathrm{i} \rightarrow \mathrm{i}+1$

Equivalently: $\mathrm{p}_{[1]}^{*}=\mathrm{p}_{[1]}$, and $\mathrm{p}_{[\mathrm{i}]}^{*}=\min \left(\mathrm{p}_{[\mathrm{i}-1]^{*}}, \mathrm{i} \mathrm{p}_{[\mathrm{i}]}\right)$, for $\mathrm{i}=2, \ldots, \mathrm{n}$.
Because only the smallest p-value is compared to $\alpha / \mathrm{n}$, while all the other p -values are compared to quantities greater than $\alpha / \mathrm{n}$, Hochberg's method has a greater chance than the Bonferroni method of rejecting $\mathrm{H}_{[1]}, \ldots, \mathrm{H}_{[\mathrm{n}-1]}$, and therefore greater power.

## Hommel

Compute $\mathrm{j}=\max \left\{\mathrm{i} \varepsilon\{1, \ldots, \mathrm{n}\}: \mathrm{p}_{(\mathrm{n}-1+\mathrm{k})}>\mathrm{k} \alpha / \mathrm{i}\right.$ for $\left.\mathrm{k}=1, \ldots, \mathrm{i}\right\}$. If the maximum does not exist, reject all $\mathrm{H}_{\mathrm{i}}, \mathrm{i}=1, \ldots, \mathrm{n}$. Otherwise, reject all $\mathrm{H}_{\mathrm{i}}$ with $\mathrm{p}_{\mathrm{i}} \leq \alpha / \mathrm{j}$. Wright [17] provides an algorithm for calculating adjusted p-values. Hommel's method is slightly more powerful than Hochberg's method.

## Shaffer

Some inequalities may constrain others. For example, if $\mathrm{a}>\mathrm{b}$ and $\mathrm{b}>\mathrm{c}$, we must have $\mathrm{a}>\mathrm{c}$. Shaffer [14] took advantage of this to improve Bonferroni p-values applied to (among other things) making all pairs of comparisons between $g$ groups. In her method, the unadjusted pvalues for all $\mathrm{n}=\mathrm{g}(\mathrm{g}-1) / 2$ pair-wise tests are arranged in ascending order $\mathrm{p}_{[1]} \leq \mathrm{p}_{[2]} \leq \ldots$, with associated hypotheses of pair-wise equality $\mathrm{H}_{[1]}, \mathrm{H}_{[2]}, \ldots$ Then, $\mathrm{H}_{[1]}$ is rejected if $\mathrm{p}_{[1]} \leq \alpha /$ $\mathrm{m}_{[1]}$. If $\mathrm{H}_{[1]}$ is rejected (but not otherwise), $\mathrm{H}_{[2]}$ is rejected if $\mathrm{p}_{[2]} \leq \alpha / \mathrm{m}_{[2]}$, etc. Testing ends with rejection of $\mathrm{H}_{[1]}, \ldots, \mathrm{H}_{[\mathrm{i}-1]}$ at the smallest i such that $\mathrm{p}_{[\mathrm{i}]}>\alpha / \mathrm{m}_{[\mathrm{i}]}$. As in the ordinary Bonferroni test, $\mathrm{m}_{[1]}=\mathrm{g}(\mathrm{g}-1) / 2$. For subsequent tests, $\mathrm{m}_{[\mathrm{i}]}$ is equal to the largest number of pair-wise hypotheses that can be true simultaneously, given rejection of the previous hypotheses $\mathrm{H}_{[1]}, \ldots, \mathrm{H}_{[i-1]}$. For example, consider the problem of three groups: A, B, and C, with hypotheses of equality $\mathrm{H}(\mathrm{AB}), \mathrm{H}(\mathrm{AC})$, and $\mathrm{H}(\mathrm{BC})$. Initially all three hypotheses are tenable, so $\mathrm{m}_{[1]}=3 * 2 / 2=3$. Suppose $\mathrm{H}(\mathrm{AB})$ is the first hypothesis rejected. Now either H $(A C)$ or $\mathrm{H}(\mathrm{BC})$ is still individually tenable, but not both simultaneously, so that $\mathrm{m}_{[2]}=1$. Having rejected, say, $\mathrm{H}(\mathrm{AB})$ and $\mathrm{H}(\mathrm{AC})$, only $\mathrm{H}(\mathrm{BC})$ remains tenable, so $\mathrm{m}_{[3]}=1$. While Shaffer constants for three groups are the same irrespective of the order in which hypotheses are rejected, this is not true for 4 or more groups, so that Shaffer constants may sometimes be difficult to determine. We refer to this method as Shaffer's S2 method [8,18]. Holland and Copenhaver [19] present a table of maximum Shaffer constants for groups of size 3-10. These are conservative, but do not depend on the order of rejection. We refer to Shaffer's method with Holland-Copenhaver constants as Shaffer's S1 method. In any case, once constants $\mathrm{m}_{1}$, $\mathrm{m}_{2}, \ldots, \mathrm{~m}_{\mathrm{n}} \ldots$ are obtained, adjusted p -values are calculated as follows:

$$
\mathrm{p}_{[1]} *=\mathrm{p}_{[1]} \mathrm{m}_{[1]}, \text { and } \mathrm{p}_{[\mathrm{i}]} *=\min \left[1, \max \left(\mathrm{p}_{[\mathrm{i}-1]} *, \mathrm{p}_{[\mathrm{ij}} \mathrm{m}_{[i]}\right)\right] \text {, for } \mathrm{i}=2, \ldots, \mathrm{n} .
$$

In this paper, we investigate both S1 and S2 methods. Algorithms for construction of the S2 constants have been discussed in [18] and [20]. We use a "brute force" approach that, while not optimized for speed, is short, easy to code, and acceptable for the moderate numbers of groups we contemplate here. A copy of the SAS "brute force" code that solves the average 10group problem in about 0.5 seconds on a 2.79 GHz PC is provided in the appendix.

## Closed

Given a set of hypotheses $\mathrm{H}_{1}, \ldots, \mathrm{H}_{\mathrm{n}}$ (called the elementary hypotheses), consider all the hypotheses that can be generated by intersections between the elementary hypotheses (i.e. all the two-way, three-way, ..., n-way intersections); this is the closed family of hypotheses. Using whatever test statistics are appropriate, calculate unadjusted p-values for each hypothesis in
the closed family. Then, the closed testing procedure rejects an elementary hypothesis if its unadjusted p-value, and the unadjusted p-values of all hypotheses implying it, are all $\leq \alpha$. Equivalently, define the adjusted p-value of an elementary hypothesis as the maximum of its unadjusted $p$-value, and the unadjusted p-values of all hypotheses implying it. Then the procedure rejects the elementary hypothesis if its adjusted $p$-value is $\leq \alpha$.

To illustrate, we apply closed testing to the problem of making all pair-wise comparisons of means. Suppose there are three elementary hypotheses $\mathrm{H}_{12}, \mathrm{H}_{13}$, and $\mathrm{H}_{23}$, where $\mathrm{H}_{\mathrm{ij}}$ stands for the hypothesis $\mu_{\mathrm{i}}=\mu_{\mathrm{j}}$. There is a single hypothesis implying all the elementary hypotheses: $\mathrm{H}_{123}: \mu_{1}=\mu_{2}=\mu_{3}$. These 4 hypotheses constitute a closed family, and may be arranged in an implication graph as in Figure 1.

The arrows in Figure 1 represent implication. For example, if $\mathrm{H}_{123}$ is true, then $\mathrm{H}_{12}$ is true. To reject $\mathrm{H}_{12}$ in closed testing, it is necessary to reject both $\mathrm{H}_{12}$ and $\mathrm{H}_{123}$ individually at level $\alpha$. Equivalently, the adjusted p-value for $\mathrm{H}_{12}$ is $\mathrm{p}_{12}{ }^{*}=\max \left[\mathrm{p}_{12}, \mathrm{p}_{123}\right]$. Similar statements apply to tests of the other elementary hypotheses.

The implication graph for the closed-family that tests all pair-wise differences between four means is more complex, as shown in Figure 2.

Thus, with four means, and six pair-wise mean differences, there are 14 hypotheses in the closed family. The hypotheses implying $\mathrm{H}_{12}$ are emboldened in Figure 2. For example, $\mathrm{H}_{12,34}$ posits $\mu_{1}=\mu_{2}$ and $\mu_{3}=\mu_{4}$. To reject $\mathrm{H}_{12}$ using the closed testing approach, one must reject $\mathrm{H}_{12}, \mathrm{H}_{123}, \mathrm{H}_{124}, \mathrm{H}_{12,34}$, and $\mathrm{H}_{1234}$, all at level $\alpha$. Equivalently, the adjusted p-value for $\mathrm{H}_{12}$ is $\mathrm{p}_{12}{ }^{*}=\max \left[\mathrm{p}_{12}, \mathrm{p}_{123}, \mathrm{p}_{124}, \mathrm{p}_{12,34}, \mathrm{p}_{1234}\right]$.

For a study with $g$ arms, the number of $p$-values in the implication graph for all pair-wise comparisons of means is $B(g)-1$, where $B(g)$ is the $g^{\text {th }}$ Bell number (A000110 from [21]). The number of p-values rises rapidly with the number of arms. Five arms require 51 p-values, and 8 arms require 4139 , so closed testing will not be practicable for all pair-wise comparisons in a clinical trial with very many arms.

We have illustrated closed testing by applying it to the problem of making all pair-wise comparisons of means. Other problems will involve different implication graphs. For example, if one wishes only to compare two experimental treatments to a single control, the implication graph will be smaller than that shown in Figure 1.

Below, we supply p-values via ANOVA or similar tests. We use "pair-wise closed tests" to describe closed tests using these ANOVA-type p-values and implication graphs like those in Figures 1 and 2, which are appropriate for the "all pair-wise comparisons of means" problem. When we wish to refer to closed tests in general, we call them "closed tests", instead of "pairwise closed tests".

Strong control of FWE—Consider a set of hypotheses $\left\{\mathrm{H}_{1}, \ldots, \mathrm{H}_{\mathrm{n}}\right\}$, some of which may be true and some false. We do not know which are true and which false. We wish to test each of the hypotheses in such a way that the probability that all the true hypotheses will be accepted is at least $1-\alpha$ (and so the probability that one or more of the true hypotheses will be rejected is at most $\alpha$ ). A testing procedure that achieves this is said to have strong control of FWE. By contrast, if a procedure is only guaranteed to control the probability that all $n$ hypotheses are accepted when they are all true, it is said to have weak control of FWE.

Closed methods guarantee strong FWE control even if each test in the implication graph assumes all its own elementary hypotheses are simultaneously true. Intuition for why this works may be gained by considering a situation with elementary hypotheses A-F. Suppose A, E and
$F$ are true, and $B, C$ and $D$ are false. In closed testing, none of $A, E$, or $F$ can be rejected unless hypothesis AEF (which asserts that A, E, and F are simultaneously true) is rejected. But since AEF is true, and it is being tested with an $\alpha$-level test, the probability of rejecting it must be $\leq$ $\alpha$. Thus, the probability of rejecting any of $\mathrm{A}, \mathrm{E}$, or F is controlled at $\leq \alpha$.

Various ingenious shortcuts have been developed to ease the computation load of closed testing. The Bonferroni procedure, although it pre-dates Marcus' paper, is a closed procedure. That is, a Bonferroni procedure with $n \mathrm{p}$-values can be viewed as a closed procedure in which any intersection hypothesis $\mathrm{H}_{\mathrm{ij} . \ldots \mathrm{k}}$ is rejected if $\min \left(\mathrm{p}_{\mathrm{i}}, \mathrm{p}_{\mathrm{j}}, \ldots, \mathrm{p}_{\mathrm{k}}\right) \leq \alpha / \mathrm{n}$. Hochberg's method is also a closed procedure, making use of p-values developed by Simes [5]. Unfortunately, Simes proved the appropriateness of his p-values only when the elementary hypotheses were independent. Thus, strictly speaking, Hochberg's method is not guaranteed to control FWE at level $\alpha$. However, simulations suggest that the method is typically conservative, especially for large positive dependence structures [5]. Hommel's method is also closed, and also uses Simes p-values, so the same reservations apply here. Shaffer's procedures are "nearly" closed [8]. Bittman et al. [22] introduce a closed procedure for testing related outcomes that is consonant and has a maxmin property under the normal model.

## Application of Closed Testing to the SCORE Study

The first indication that "pair-wise" closed testing might provide improvements over the Hochberg method that was described in the SCORE Study SAP [23] came from a simulation. For each iteration of this simulation, data were generated as 3 independent binomial samples, each with a sample size of 146 . There were $10^{5}$ iterations for each of the two disease areas. The three binomial outcome probabilities depended on the disease area as shown in Table 1.

In Table 1, $\operatorname{Pr}$ (Success) represents the probability that a given participant will experience a gain of 15 or more from baseline in best-corrected E-ETDRS visual acuity letter score at 12 months.

In this simulation, the unadjusted p-values come from ordinary Pearson's chi-squared tests of independence. For example, $\mathrm{p}_{\mathrm{S} 14}$ is the p-value of the chi-squared test of independence of the rows and columns of the 2-by-3 contingency table of which the rows are (Success, Failure) and of which the columns are (SC, 1 mg intravitreal triamcinolone, 4 mg intravitreal triamcinolone). The other three p -values, $\mathrm{p}_{\mathrm{S} 1}, \mathrm{p}_{\mathrm{S} 4}$ and $\mathrm{p}_{14}$, are defined by the chi-squared tests in the corresponding 2-by-2 contingency tables.

Table 2 compares the size and power of the "pair-wise" closed testing procedure with the corresponding measures of Hochberg's method in these simulations, using $\alpha=0.05$. Note first that, when comparing 1 mg intravitreal triamcinolone vs. 4 mg intravitreal triamcinolone (which do not differ in these simulations), both methods have roughly the correct size, rejecting the null hypothesis that $1 \mathrm{mg}=4 \mathrm{mg}$ about $5 \%$ of the time. However, in either of the two tests of SC versus intravitreal triamcinolone, the "pairwise" closed test procedure enjoys a power advantage of 4-5 percentage points over Hochberg's method. Moreover, when considering the probability that both of the tests of intravitreal triamcinolone versus SC are simultaneously significant, the "pair-wise" closed method has an 8 percentage-point power advantage.

On the basis of this and other simulations not shown, the SCORE Study Data and Safety Monitoring Committee approved a modification to the SCORE Study SAP, substituting "pairwise" closed testing in place of Hochberg's method for analysis of the SCORE Study primary outcomes. Note these simulations were based only on the SCORE Study design hypotheses, and made no use of accumulated SCORE Study outcome data.

## Application to a wider context

The above simulations beg the question of whether the apparent superiority of "pairwise" closed testing to Hochberg's method is confined to the SCORE Study, or applies more generally. Below, we provide simulation evidence suggesting that, in the context of typical tests for all pair-wise comparisons of means between 3 or 4 balanced arms, the "pair-wise" closed procedure usually offers a modest increase in power over Shaffer's S2 and Hommel's methods (and thus over Shaffer's S1 and Hochberg's methods) for controlling FWE.

The simulation comprises 1000 scenarios. Each scenario, consisting of 500,000 iterations, embodies one of the unique choices from the following Cartesian product:

- $\quad$ Distribution $=($ Normal, Binomial, Poisson $)$. When the Normal distribution was used, it had a standard deviation of 0.5 .
- Parameter $\mu=$ the mean of the distribution of the data. This ranged from 0.1 to x by 0.05 , where x was 0.95 for the Normal and Binomial distributions, and x ranged from 1.00 to 1.50 for the Poisson distribution. The value of x was chosen to ensure good coverage of the power functions, which ranged in all cases from 0.05 to more than 0.90 .
- Number of groups $=(3,4,5,6)$
- Design is either balanced or unbalanced. In a balanced design, the sample size is 50 per group. In an unbalanced design, the sample size ranges linearly from 10-90 per group. That is, in an unbalanced design with k groups, the sample size of group i is $n_{i}=10+80(i-1) /(k-1)$, for $\mathrm{i}=1, \ldots, k$. Average group size is 50.
- Series is either Halves or Ones, as defined below.

The Series governs the means of the groups as specified in Table 3. In Table 3, " $\mu$ " is the parameter mentioned in the bulleted paragraph above, and " B " $=0.1$. That is, in the "Halves" series, about half the group means are $\mu$ and half are 0.1 , while in the "Ones" series, only one group mean is $\mu$, while all the rest are 0.1 . Note that, for 3 groups, "Halves" and "Ones" series are the same.

The unadjusted p-values were derived from tests that a typical practitioner might use given real data of the type simulated. For normal data, p-values were taken from standard F-tests of ANOVA contrasts. For binomial and Poisson data, p-values came from the chi-squared approximation to the distribution of score statistics. That is, in the binomial case, k groups were compared by means of Pearson's chi-squared test of independence in a 2-by-k table, while in the Poisson case, the comparison was by means of Pearson's chi-squared goodness of fit test with k categories, where expected values were given by the sample sizes of the groups. When p -values such as $\mathrm{p}_{12,34}$ were required, they were calculated by separately comparing groups 1 to 2 , and 3 to 4 , and subsequently adding chi-squared values and degrees of freedom before the p-value calculation. All tests are two-tailed at $\alpha=0.05$.

Rather then showing power for individual pairs of comparisons, we report global measures of power as follows:

- Proportional Power $=$ Mean proportion of false hypotheses rejected
- Complete Power $=$ Probability of rejecting all false hypotheses
- Minimal Power $=$ Probability of rejecting any false hypothesis

Similarly, we distinguish between two global measures of type I error:

- Proportional FWE = Mean proportion of true hypotheses rejected
- Minimal FWE = Probability of rejecting any true hypothesis

Figures 3 and 4 display type I error and power for the "Normal Balanced Halves" set of simulation results as a function of the value of the $\mu$ parameter. In these figures, we suppress results for Shaffer's S1 and Hochberg's method, which are known to be less powerful than Shaffer's S2 and Hommel's method, respectively.

Figure 3 demonstrates that all four methods investigated (Bonferroni, "pair-wise" closed, Hommel, Shaffer S2) control FWE at $\leq 0.05$, as desired. Across the entire simulation, simulated Minimal and Proportional FWE were both never greater than 0.0516 (not shown), confirming adequate control of type I error by all methods. Bonferroni size was always farther from 0.05 than the size of any other method. Note that the "pair-wise" closed method comes closest to the desired test size for Proportional type I error. The tendency of closed Minimal type I error to fall below Minimal error of other methods as the number of groups increases is repeated in almost all other simulations (not shown). Abrupt drops in Minimal FWE shown in Figure 3 occur because the number of true null hypotheses drops when $\mu$ increases past 0.1.

Figure 4 demonstrates that, in these data, the "pair-wise" closed method typically has better power than Hommel and Shaffer, which in turn have better power than the Bonferroni approach. Usually, the improvement from the Hommel to "pair-wise" closed method and Shaffer is roughly the same as the improvement from Bonferroni to Hommel. The advantage of "pairwise" closed and Shaffer over Hommel is most pronounced in the case of Complete power, and appears to diminish as the number of arms increases.

In the interest of brevity, we refrain from presenting the other 22 graphs representing the remaining scenarios in the simulation, but instead summarize them in Tables 4-6.

Tables 4-6 have a common structure. Each cell represents a measure of power or size for one of the 48 combinations of Series, Distribution, Design, and Number of Groups. That is, each cell summarizes a quadruplet of curves giving either power or size, one curve for each of the "pair-wise" closed, Shaffer, Hommel, and Bonferroni methods. Each row thus summarizes a graph with panels, like the graphs presented in Figures 3 and 4.

Tables 4-6 present Percent Worst Absolute Error for the three different definitions of power. For any value of the parameter $\mu$ and any definition of power, let $\mathrm{MAX}_{\mu}$ be the maximum over all simulated methods of the power at the parameter value $\mu$. Then, for every method $\mathrm{X}(=\mathrm{Cl}$, S1, S2, Hm, Hb, Bo in Tables 4-6), Percent Worst Absolute Error of method X is defined as $100 * \max _{(\mu>0.1)}\left[\mathrm{MAX}_{\mu}-\mathrm{X}_{\mu}\right]$. Thus, Worst Absolute Error of X is 0 only when method X was as good as or better than all other methods over the entire simulated parameter space. Cells with Percent Worst Error $=0$ are represented by blanks. Numbers in Tables 4-6 are rounded to the nearest integer percent, so blank cells actually depict cases in which method X was close to best (i.e. Percent Worst Error less than 0.5\%).

Tables 4-6 show that, for 3 or 4 balanced arms, the "pair-wise" closed method has better power than the other methods. Even in the unbalanced 3-arm case, the "pair-wise" closed method is often better, although, for Minimal Power, results are unclear. The advantage of the "pair-wise" closed method decreases as the number of arms and the imbalance between arms increase. Shaffer's S2 is better than S1 for Proportional and (especially) Complete Power in the "Halves" Series when the number of groups exceeds 3 . There are scattered differences between Hommel's and Hochberg's methods, but they seldom exceed $1 \%$.

In addition to Percent Worst Error, we also investigated, for each Power definition and method X : the area between $\mathrm{MAX}_{\mu}$ and $\mathrm{X}_{\mu}$, for $\mu>0.1$. Numerical differences between the outcomes,
being averages rather than maxima, are less dramatic, but results are similar to those presented in Table 4-6, and are not shown here.

## Conclusion

Simulations suggest that, when using p-values arising from common tests to investigate all pair-wise comparisons of 3 or 4 means in a balanced design, "pair-wise" closed testing offers a modest power advantage over the Hommel, Hochberg, Shaffer, and Bonferroni methods, while strongly controlling FWE. The cost is a modest increase in complexity of calculation. The advantage of the "pair-wise" closed method decreases as the number of arms and the imbalance between arms increase. It seems likely that, for balanced designs involving all pairwise comparisons of means, "pair-wise" closed testing has greater power with other statistical methods as well, although this should be verified by simulation or other approaches. Clinical trials that use Bonferroni or Hochberg approaches in this context should contemplate using the "pair-wise" closed approach. If only the elementary p-values are available, rather than the pvalues from the entire closed set of comparisons, Shaffer's method is a good choice for this problem.
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## Appendix: A "Brute Force" Algorithm to determine Shaffer's S2 constants and $p$-values for all pairwise differences

```
/* Shaffer's (1986) multiple testing method as applied to the problem of
making all pairs of comparisons between g groups. The p-values for all
g(g-1)/2 pairwise tests are arranged in order P(1) <= P(2) <= ..., with
associated hypotheses of pairwise equality H(1), H(2), ... Then, H(1)
is rejected if P(1) <= alpha/m(1); given that H(1) is rejected, H(2)
is rejected if P(2) <= alpha/m(2), and so on. Testing ends with
rejection of H(1), ..., H(i-1) at the smallest i such that P(i) >
alpha/m(i). As in the ordinary Bonferroni test, m(1) = g(g-1)/2. For
subsequent tests m(2), m(3), ... m(i) is equal to the largest number of
pairwise hypotheses that can be true simultaneously, given rejection of
the previous hypotheses H(1), ..., H(i-1). For example, consider the
problem of three groups: A, B, and C, with hypotheses of equality
H(AB), H(AC), and H(BC). Initially all three hypotheses are tenable, so
m(1) = 3*2/2 = 3. Suppose H(AB) is the first hypothesis rejected. Now
either H(AC) or H(BC) is still individually tenable, but not both
simultaneously, so that m(2) = 1. Having rejected, say, H(AB) and H(AC),
only H(BC) remains tenable, so m(3) = 1. While Shaffer constants for
```

```
three groups are the same irrespective of the order in which hypotheses
are rejected, this is not true for 4 or more groups.
Shaffer JP. Modified sequentially rejective multiple test procedures.
J. Am. Stat. Assoc 81(395):826-831 (1986)
Input requires g(g-1)/2 records, each containing a raw p-value RAW_P, and
the indexes (iii, jjj) of the pair involved. */
/* Input some example data */
%let g = 6;
%let npairs = %eval(&g*(&g-1)/2);
data pairs;
    input raw_p iii jjj;
    datalines;
0.5311 1 2
0.0194 1 3
0.0053 1 4
0.0000 1 5
0.0000 1 6
0.0738 2 3
0.022924
0.0002 2 5
0.0000 2 6
0.5794 3 4
0.0229 3 5
0.0001 3 6
0.073845
0.0004 4 6
0.0354 5 6
;
/* Sort p-values in ascending order */
proc sort data = pairs;
    by raw_p;
    run;
data shaffer;
    keep raw_p mm adj_p iii jjj;
    array ii{&g} i1-i&g;
    array appears{&g};
    array m{&npairs};
    array rawp{&npairs};
    array pair{2, &npairs};
    retain pair;
    retain npairs 0;
    retain rawp;
    array ma{&g};
    /* read pairs in order of ascending p-value */
    set pairs end = eof;
    npairs + 1;
    pair{1,npairs} = iii;
    pair{2,npairs} = jjj;
    rawp{npairs} = raw_p;
    if eof then do;
        /* Generate in lexical order in ii(1), ..., ii(g) all equivalence relations
```

```
on the set (1, 2, ..., g). This is equivalent to partitioning the n-set
by generating all possible arrangements of nonempty subsets. For
example, the set partitions when g=3 are: 111, 112, 121, 122, and 123.
Note that the number of such arrangements is given by the Bell numbers. */
/* Initialize m */
do j = 1 to &npairs;
    m{j} = 0;
    end;
/* initialize ii */
do j = 1 to &g;
    ii{j} = 1;
    end;
do until(done);
    done = 1;
    /* For each of the sets of integers, calculate
    the number of times each integer appears. */
    do j = 1 to &g;
        appears{j} = 0;
        end;
    do j = 1 to &g;
        appears{ii{j}} = appears{ii{j}} + 1;
        end;
    /* Calculate in NUM the total number of pairwise equalities this
    set of integers represents. */
    num = 0;
    do j = 1 to &g;
        num = num + appears{j} * (appears{j}-;1);
        end;
    num = num/2;
    /* Update the m-values. When done, m(1) will be g(g-1)/2. For
    subsequent tests m(2), m(3), ... m(i) will be equal to the largest
    number of pairwise hypotheses that can be true simultaneously, given
    rejection of the previous hypotheses H(1), ..., H(i-1). To obtain the
    m-values, for each equivalence relation k, we update each m(j) with NUM
(k)
    if H(1), ..., H(j-1) are all inconsistent with equivalence relation k. */
    m1 = max(m1, num);
    do j = 1 to &npairs-1;
        if ii{pair{1, j}} = ii{pair{2, j}} then leave;
        m{j+1} = max(m{j+1}, num);
        end;
    /* Generate the next set of integers.
    First, store the cumulative maxima. */
    j = 0;
    do ptr = 1 to &g;
        j = max(j, ii{ptr});
        ma{ptr} = j;
        end;
    /* Now generate the integers. */
    do ptr = &g to 2 by -1;
        if ii{ptr} < ma{ptr-1} + 1 then do;
```

```
                    ii{ptr} = ii{ptr} + 1;
                    do i = ptrr+1 to &g;
                        ii{i} = 1;
                        end;
                done = 0;
                leave;
                end;
            end;
        end; /* Do until done. */
        /* Output adjusted m- and p-values. */
        adj_p = 0;
        do j = 1 to &npairs;
        raw_p = rawp{j};
        iii = pair{1, j};
        jjj = pair{2, j};
        adj_p = min(1, max(adj_p, m{j} * raw_p));
        mm = m{j};
        output;
        end;
        end;
    run;
proc print data = shaffer; run;
```



Figure 1.
Implication graph for "pair-wise" closed testing of all pair-wise differences between three means. Solid lines connect unadjusted p-values whose maximum gives the adjusted p-value for elementary hypothesis 12 .


Figure 2.
Implication graph for "pair-wise" closed testing of all pair-wise differences between four means. Solid lines connect unadjusted $p$-values whose maximum gives the adjusted $p$-value for elementary hypothesis 12 .


Figure 3.
FWE for Normal, Balanced, Halves


Figure 4.
Power for Normal, Balanced, Halves

## Table 1

Probability parameters for the binomial samples of size 146 used in the simulations.

|  | Pr (Success) |  |  |
| :--- | :---: | :---: | :---: |
|  | SC | $\mathbf{1 ~ m g}$ | $\mathbf{4} \mathbf{~ m g}$ |
| CRVO | 0.15 | 0.30 | 0.30 |
| BRVO | 0.35 | 0.53 | 0.53 |

BRVO $=$ Branch Retinal Vein Occlusion Trial; CRVO $=$ Central Retinal Vein Occlusion Trial

## Table 2

Operating characteristics of the "pair-wise" closed testing procedure and Hochberg's method applied to data simulating SCORE outcomes, when $\alpha=0.05$.

| CRVO |  |  |  | BRVO |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Hypotheses rejected | Hochberg | Closed | Hochberg | Closed |  |
| $\mathrm{SC}=1 \mathrm{mg}$ | 0.80 | 0.84 | 0.80 | 0.85 |  |
| $\mathrm{SC}=4 \mathrm{mg}$ | 0.79 | 0.84 | 0.80 | 0.85 |  |
| $1 \mathrm{mg}=4 \mathrm{mg}$ | 0.04 | 0.05 | 0.04 | 0.05 |  |
| $(\mathrm{SC}=1 \mathrm{mg})$ and $(\mathrm{SC}=4 \mathrm{mg})$ | 0.70 | 0.78 | 0.71 | 0.79 |  |
| $(\mathrm{SC}=1 \mathrm{mg})$ or $(\mathrm{SC}=4 \mathrm{mg})$ | 0.89 | 0.90 | 0.89 | 0.91 |  |

BRVO = Branch Retinal Vein Occlusion Trial; CRVO $=$ Central Retinal Vein Occlusion Trial; SC $=$ Standard Care

Table 3
Means of groups in the two series.

|  | Series |  |
| :--- | :---: | :---: |
| Nbr groups | Halves | Ones |
| 3 | $\mu \mathrm{BB}$ | $\mu \mathrm{BB}$ |
| 4 | $\underline{\mu \mathrm{BB}}$ | $\underline{\mathrm{BBB}}$ |
| 5 | $\mu \mu \mathrm{BBB}$ | $\underline{\mathrm{BBBBB}}$ |
| 6 | $\mu \mu \mu \mathrm{BBB}$ | $\mu \mathrm{BBBBB}$ |

$\mu$ is the simulation parameter defined in the text, and $B=0.1$
Percent Worst Error in Proportional Power. Blank cells indicate that the method is close to best across the entire simulated parameter space.
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