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Abstract

Accurate prediction of the structure of protein-protein complexes in computational docking
experiments remains a formidable challenge. It has been recognized that identifying native or
native-like poses among multiple decoys is the major bottleneck of the current scoring functions
used in docking. We have developed a novel multi-body pose-scoring function that has no
theoretical limit on the number of residues contributing to the individual interaction terms. We use
a coarse-grain representation of a protein-protein complex where each residue is represented by its
side chain centroid. We apply a computational geometry approach called Almost-Delaunay
tessellation that transforms protein-protein complexes into a residue contact network, or an un-
directional graph where vertex-residues are nodes connected by edges. This treatment forms a
family of interfacial graphs representing a dataset of protein-protein complexes. We then employ
frequent subgraph mining approach to identify common interfacial residue patterns that appear in
at least a subset of native protein-protein interfaces. The geometrical parameters and frequency of
occurrence of each “native” pattern in the training set are used to develop the new SPIDER
scoring function. SPIDER was validated using standard “ZDOCK” benchmark dataset that was
not used in the development of SPIDER. We demonstrate that SPIDER scoring function ranks
native and native-like poses above geometrical decoys and that it exceeds in performance a
popular ZRANK scoring function. SPIDER was ranked among the top scoring functions in a
recent round of CAPRI (Critical Assessment of PRedicted Interactions) blind test of protein–
protein docking methods.
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Introduction

Protein–protein interactions are of central importance for virtually every process in a living
cell. Many of the most important molecular processes in the cell such as DNA replication
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are carried out by large ensembles of structurally and functionally interacting proteins. Thus,
the characterization of these interactions at the structural level improves our understanding
of diseases and can provide the basis for the discovery of new drugs targeting protein-
protein interactions. However, it is still challenging to solve the structures of protein
complexes, which constitute only a small fraction of experimentally determined structures in
the Protein Data Bank (PDB).1 Therefore, the development of computational docking
methods capable of accurate prediction of the structures of protein-protein complexes from
the structures of the interacting individual proteins is of substantial interest.2

Computational docking usually entails two steps: first, an initial sampling of the
configurational space of the interacting proteins to generate docking poses; second, pose
scoring to select the putative native (or native like) protein-protein complexes. This two-step
approach has been used by many research groups, and has proven efficient in docking small-
molecules to their target proteins.3 Sampling (the first step), is typically performed by using
rigid-body strategies, which have significantly improved with the use of Fast Fourier
Transform (FFT) algorithms.4-8 In fact, as a result of using efficient sampling strategies, the
library of poses generated by multiple docking experiments may include native-like or near-
native poses. However, many scoring functions (second step) may often fail to recognize
those poses because geometrical decoys often score better or even much better than native or
near-native poses.3 Comparative assessment of the accuracy of current protein-protein
docking approaches suggests that there is a substantial room for improvement in scoring
functions.9, 10

Ideally, scoring functions should provide an accurate description of the binding free energy;
in particular, those functions that are based on physicochemical principles and atom level
structure representation are expected to have high accuracy in discriminating the native pose
from decoys. However, calculations relying on such scoring functions are usually
computationally expensive and prone to error when dealing with the expected inaccuracies
in the inter-protein contacts caused by the rigid-body docking approach. As an alternative,
many researchers have relied on knowledge-based statistical scoring functions derived at
either the residue level or the atomic level from the pair-wise propensities of intermolecular
interactions at the protein-protein interfaces. 11-16 Residue-level statistical potentials are less
sensitive to details of atomic arrangements, thus providing an efficient approach for scoring
rigid-body docking poses at very low computational cost. However, most of the knowledge-
based statistical potentials employ two-body (pair-wise), or in some cases, higher-order
terms (three and four-body) to represent patterns of interacting residues, whereas
realistically, it is multi-residue interactions that are responsible for the formation of stable
protein complexes.17-23 Therefore, it may be advantageous to develop a scoring function
that captures multi-body interaction terms by design to improve the outcome of scoring
experiments.

Herein, we introduce a novel knowledge-based statistical scoring function that captures the
propensities of multiple residues to form the interface of protein-protein complexes. This
scoring function exploits the constructs from computational geometry to define a network of
interacting residues at the protein-protein interfaces and uses graph-mining techniques to
identify frequent patterns of interacting residues at protein-protein interfaces. Thus, by
design this new approach places no theoretical limit on the number of residues (equivalent to
the number of terms in multi-body statistical scoring functions) forming frequent interfacial
interaction patterns. We demonstrate that this novel scoring function termed SPIDER
(Scoring Protein Interaction Decoys using Exposed Residues) succeeds in identifying native
and native like poses within large libraries of protein complexes generated by computational
docking. We also show that SPIDER achieves significantly higher enrichment of
geometrically native-like poses among top scoring hits when compared to a widely used
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ZRANK scoring function24. SPIDER was ranked among the top 6 (out of 28) scoring
functions in a recent round 21 of CAPRI (Critical Assessment of PRedicted Interactions)
blind test of protein–protein docking methods.25

Materials and Methods

We have developed a simple multi-body knowledge-based scoring function that captures
geometric and compositional residues interaction patterns formed at the interfaces of X-ray
characterized protein complexes. This function is termed Scoring Protein Interaction Decoys
using Exposed Residues (SPIDER). The simplified workflow diagram for the development,
implementation, and validation of the SPIDER method is shown in Figure 1, and the
individual components of the workflow are discussed below.

Preparing the internal training and external testing datasets

We have selected two unrelated datasets from two different research groups to train and test
the SPIDER score, respectively. We used the Dockground26 dataset of 508 protein
complexes for internal training, and the ZDOCK benchmark27 composed of 124 protein
complexes for external testing to validate the scoring function. To avoid any biases in
external testing, the Dockground training set was curated to eliminate both complexes that
were found in the testing set as well as complexes of proteins that had greater than 70%
sequence similarity to those in the testing set. Sequence similarity was calculated via
“blastclust”, the program used in the PDB. According to “blastclust”, all binding partners
(protein chains) are involved in calculating the sequence similarity. Therefore, the resulting
training set included only 241 out of initial 508 complexes. The external ZDOCK testing
benchmark dataset included both native structures as well as 54,000 computationally
generated decoys for each protein complex. In addition, the information provided with
ZDOCK includes predictions calculated using their internal scoring function, which allows
us to test and compare ZDOCK results vs. those generated with our new SPIDER scoring
function.

Graph Representation of the Protein-Protein Interfaces and Application of Frequent
Subgraph Mining Technique

The initial step in SPIDER is elucidating the frequent patterns of multiple interacting
residues at the protein-protein interface. Thus, using the internal training dataset defined as
described above, we use the following steps to find the frequent interfacial residue patterns
(see Figure 2 illustrating major steps):

1. For each X-ray characterized native protein complex in the training set, the
interfacial residues (represented by side chain centroids) are defined as those that
have at least one residue from the opposite protein chain within a user defined
threshold of 10.0 Å. We then employ Almost-Delaunay Tessellation developed by
Snoeyink and co-workers28 and used in our previous studies of single-chain
proteins.19 Almost-Delaunay is a modification of Delaunay tessellation, which is a
standard computational geometry technique to analyze the geometry of point
objects described in two-, three-, or higher dimensional spaces. When applied to a
set of randomly distributed points in 2D space, Delaunay tessellation generates an
aggregate of space-filling, non-overlapping, irregular triangles (Delaunay
simplices) with the original points appearing as vertices; the same approach applied
to points in 3D space, e.g., side chain centroids of amino acid residues, yields
Delaunay tetrahedral. Almost Delaunay was developed to incorporate the
imprecision of the point coordinates in defining the tessellation pattern; thus,
Almost Delaunay features a special parameter, ε, that reflects the coordinate error.
Almost Delaunay always generates a larger number of Delaunay simplices than
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Delaunay tessellation; previous studies suggested that the use of ε = 0.5 affords the
best balance between the number of Delaunay simplices resulting from tessellation
and the computational efficiency and accuracy of the SNAPP29 scoring function
developed by us previously to evaluate single chain protein conformations in fold
recognition experiments.

2. For each protein complex, the interface is represented by labeled graph where
nodes are residue side chain centroids and edges connect these centroids, thus,
forming an interaction residue network at the interface of each protein complex that
can also be treated as a labeled un-directional graph (see Figure 2(B)).

3. After defining interfacial graphs for all protein complexes in the training set, we
use efficient fast frequent subgraph mining (FFSM30, 31) technique to find frequent
common subgraphs that occur in at least a certain fraction (called support value) of
the interfaces formed by native complexes (see Figure 2(C) and 2(D)).
Furthermore, we eliminate those subgraphs that are found only as part of bigger
(parent) subgraphs; the remaining subgraphs are known as “non-coherent”, or
“closed” subgraphs. This step is crucial since it allows to avoid overlapping
subgraphs, and thus, prevent overweighting and having false positives when
scoring decoys.

We used a support value of ~5% with FFSM to identify subgraphs that occurred in no less
than 5% of the training set proteins; i.e., in no less than 10 protein complexes of the 241
complexes in the training set. This threshold was chosen after some experimentation, which
included changing the support value within the range of 1% and 10% and looking at the
number of common subgraphs corresponding to the support value (Figure 3). We found that
an arbitrary value of 5% resulted in identifying ca. 25,025 “native” subgraphs.

These subgraphs represent the multi-residue interfacial patterns that appear frequently in our
internal training dataset. An example of a frequent interfacial residue pattern corresponding
to a subgraph mined by FFSM that appears in 10 protein complexes is shown in Figures
2(C) and 2(D). The pattern contains 7 interfacial residues represented as nodes, and 6 edges
representing a connection (i.e., interaction) between these nodes. Notice that although this
pattern appears in 10 protein complexes, it does not necessarily have the same geometry in
all of these 10 complexes. Figure 2(C) and 2(D) present examples of two different
geometries for the same pattern.

Deriving the Scoring Function Using Frequent Residue Interaction Patterns

The frequent interaction patterns act as structural motifs characteristic of protein-protein
interfaces. As mentioned above we called such patterns “native” since they occur at the
interfaces of X-ray characterized protein complexes. For each of these patterns we have
stored both the Cartesian coordinates of the composing nodes and its geometric frequency of
occurrence in the internal training set of protein complexes. These patterns were used in the
scoring function as described below. Figure 2(C) gives example of one of the frequent
patterns of interacting residues at the protein complexes interface.

Given a test set of protein complexes, the first step in calculating the SPIDER score for a
given pose of a protein complex is identifying the interface in that complex. As discussed
above, we define the interface as a network of interactions (derived with the help of Almost
Delaunay Tessellation) formed by the interacting interfacial residues that are separated by
no more than 10.0 Å. Then, we look in that interface for the presence of “native” subgraph
patterns, which were found in the complexes in the training dataset. All such patterns are
then used in scoring the protein complex as we shall discuss later. But at this stage, we only
look for matching subgraphs, not taking into account the patterns’ geometry.
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To convert the frequency of observed interactions into the scoring function terms, we
assume that the higher is the number of the frequent “native” patterns found at the interface
of a protein complex and the more frequent these native patterns are, the higher should be
the score for this pose. We have also realized that the better is the geometrical fit between
the pattern of interaction in a pose and the matching “native” pattern (i.e. the smaller the
Root Mean Square Deviation (RMSD), between matching patterns corresponding to
matching subgraphs), the higher the score should be as well. [Note: to avoid confusing the
RMSD of matching patterns with the RMSD of generated poses with respect to native pose,
we will use the terms RMSDPattern and RMSDPose, respectively]. Also, we have assumed
that the score should be influenced by the size of the frequent pattern identified for the pose,
i.e., the score should be higher for bigger patterns. In addition, the larger the number and the
fraction of interfacial residues covered with “native” patterns, the higher the score is.
Finally, the higher the number of “native” patterns used averaged over the number of
covered interfacial residues, the higher the score is. Taking all these considerations into
account, we have derived the following formula to score a pose:

(1)

where N is the total number of frequent (”native”) patterns found at the interface, M is the
frequency of the pattern i in the training set, and therefore is the number of modes of
interaction (number of different internal geometric coordinate sets) for that pattern, |Pi| is the
size of the pattern Pi (i.e., total number of residues in the pattern), and RMSD Pattern

ij is
calculated for the best fit between pattern Pi in the test complex and the matching “native”
pattern. The first summation is over all patterns that are found at the interface. The second
summation reflects the frequency of each pattern and the different modes of interaction for
each pattern. Also, to avoid dividing by zero, an epsilon value of 1*10−60 is added to the
RMSDPattern. (This value is chosen based on the smallest empirical RMSDPattern value that
was found in our studies.) An RMSDPatterncutoff value of 0.1, 0.5, and 1.0 Å are used to
decide if the pattern should be included in the scoring function or not. This cutoff value
defines the applicability domain of our knowledge-based scoring function as we will explain
later.

Other parameters used: X1 is the number of interfacial residues that match the native
patterns. X2 is the fraction of interfacial residues that match the native patterns. X3 is the
number of native patterns found at the interface. Finally, X4 is the number of native patterns
found at the interface divided by the number of interfacial residues that match residues in the
native patterns; i.e., the average number of patterns matched per one interfacial residue.

Validation of the Scoring Function

In order to test the ability of the SPIDER pose scoring function to accurately identify the
native pose (as determined by X-ray) among those deviating from the native structure (i.e.,
generated computationally), we have developed a study design (Figure 1) based on the
following considerations. Ideally, a good scoring function should be able to rank the poses
closest-to-native on top of all non-native poses. Thus, we use the following sensible methods
to validate such ability: First, we look at the rank of the nearest-native pose among all poses
for each protein complex. We obtain the average rank of all complexes using our scoring
function and, as a matter of benchmarking, compare it to that of the standard ZRANK
scoring function. In addition, we look at the rank of the native pose among all poses for each
protein complex and obtain the average rank of the native poses across all protein complexes
for comparison purposes as well. Second, following the ZDOCK benchmarking approach,
we count the number of poses ranked by SPIDER within certain fraction of all 54,000
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decoys that also have less than 2.5 Å RMSD of the native pose. This cutoff value of 2.5 Å
has been used in most studies to define a “native-like” pose, or a “hit”. Therefore, given the
values RMSDPose for the decoys of each protein complex in our external training set, we can
find the number of hits among the 54,000 decoys for each protein complex. Thus, for
validation of our scoring function and comparison with the standard ZRANK scoring
function, the number of hits found in top 500, 2000, 5000, … etc., selected by each scoring
function among the 54,000 poses is reported in a receiver operating characteristic (ROC)
curve for each scoring function. The curve will give us an idea about each function’s ability
to distinguish hits.

A third comparative validation approach is to obtain the ranks of all the hits in each protein
complex dataset. We report the rank of the first hit identified (along with its RMSDPose), the
last hit, and the average of the ranks of all hits for each scoring function (using the
aforementioned definition of a hit). Finally, we look at the correlation coefficient between
the RMSDPose of the poses and their score. A good scoring function should be able to
correlate the pose RMSDPose with its rank. Herein, in addition to calculating this correlation
for all 54,000 decoy poses, we also calculate the correlation coefficient for those poses that
have RMSDPose below 5 Å. In summary, we suggest that the four independent validation
methods should provide sufficient means for the unbiased evaluation of the relative
performance of SPIDER vs. the popular ZRANK scoring function.

Results and Discussion

The uniqueness of our approach is that we use multi-body statistical scoring function
expecting that the use of higher-order terms should improve the accuracy of scoring. This is
possible because capturing multiple interacting residues in an interfacial subgraph pattern
affords the discovery of multi-residue motifs (or patterns of interactions) that are hard if not
impossible to identify with alternative approaches that place an upper limit on the number of
nodes involved in interfacial interaction (e.g., pair-wise scoring functions). It is also feasible
that placing a limit on the number of residues involved in the development of knowledge-
based statistical scoring functions can lead to patterns (motifs) that only appear as part of
larger patterns, leading to noise (false positives) when scoring candidate poses. Furthermore,
the assumption that pair-wise interactions are additive and their linear summation yields the
accurate total multi-body score has been clearly demonstrated (experimentally and in
simulation) to be incorrect; in fact, these interactions can be cooperative (i.e., more
favorable than the independent pair-wise interactions), or anti-cooperative. 32-35 Thus, there
is a demand for a multi-body interaction scoring functions that model these non-additive
dependent interactions implicitly as a whole rather than treating them as a summation of
independent lower order interactions. Consequently, a more accurate scoring can be
achieved using higher-order multi-body scoring function, which is the objective of this
study.

Defining Applicability Domain

The applicability domain of a model is predicated on the inherently limited diversity of the
physico-chemical, structural or any feasible feature space (e.g., types of patterns occurring at
the interface of protein-protein complexes) characterizing the training set used for model
development. In theory, to avoid unjustified extrapolation, the prediction for new objects
(e.g., new protein-protein complexes) can be obtained reliably if they are located in the same
feature space as the training set objects. This issue is well known in the field of Quantitative
Structure Activity Relationship modeling.36, 37

We address the issue of the applicability domain for the new scoring function by analyzing
the terms involved in the SPIDER scoring function as defined in Eq. 1. We need to make
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sure that the protein complex we are predicting does have certain similarity to the dataset
that was used in training the scoring function; i.e., there exists geometric similarity between
the native patterns and the interaction patterns in our target protein complex. The similarity
threshold would represent the domain of applicability of the scoring function, and it can be
defined using certain cutoff values for geometric similarity as explained below.

Defining the applicability domain provides us with the confidence concerning the rank-
scoring of poses generated for a protein complex. For example, if we are facing a protein
complex that contains patterns of interactions that are not geometrically similar to the
“native” patterns, then, we should be alarmed that our confidence in this case is low.
Geometric similarity is measured by RMSDPattern, and thus, we have defined cutoff values
for the RMSDPattern below. We use an enrichment curve to address the effect of this
parameter on the ability of the scoring function to rank hits. As we will explain later, we use
different cutoff values for RMSDPattern; notice that the smaller the cutoff values are, the
more accurate are our predictions but at the expense of the number of complexes we can
predict that are within the applicability domain. On the other hand, using higher cutoff
values, we are able to predict more complexes (but with lower accuracy).

Identifying the native pose and the nearest-native pose

Our goal is to identify the native pose as well as the nearest-native pose among all
computationally generated poses for each protein complex. The rank score of these two
poses in each protein complex as evaluated by the scoring function is recorded, and then the
average of the ranks is calculated and used to compare between the SPIDER score and the
standard ZRANK score. Figure 4 shows the results for each scoring function using an
enrichment curve. The curve shows the effect of RMSDPattern cutoffs on the ability of
SPIDER score to rank native and nearest-native poses; it also shows the effect of these
cutoffs on the percentage of cases that can be predicted using the SPIDER score.

The results show that in the worst case scenario, using the SPIDER multi-body interaction
scoring function, the nearest-native pose can be identified for 100% of the cases in top
12,500 ranked poses compared to 20,000 ranked poses using the standard ZRANK score. On
the other hand, when using lower cutoff values for RMSDPattern, we limit the number of
complexes that are scored but also observe a much higher rank order of the nearest native
pose. For instance, with the applicability domain threshold set very conservatively at 0.5 Å,
we score only 18% of all poses (i.e., a fraction within the applicability domain) but the
nearest native pose has an average rank of 1000.

In Figure 4, we also show the rank of the native pose for each protein complex in the testing
set among all computationally generated decoys. Although in practice we are scoring non-
native poses generated by docking rather than native, we still use this metric for comparative
evaluation of the SPIDER scoring function. Notice that when comparing the curve for the
native pose to that of the nearest-native pose, the former is shifted to the left, thus giving
higher rank to the native pose compared to the nearest-native pose. In Figure 5, we show the
3D structure for one of the complexes highlighting the native, nearest-native, and highest
ranked poses.

The ability of SPIDER to distinguish hits in the top “N” poses

In this validation method, we look for the number of hits (defined as poses with RMSDPose

value below 2.5 Å) a scoring function can find in the top, e.g., 500, 2000, 5000, … etc.,
number of poses among the 54,000 decoys for each protein complex. The more hits we find,
the higher is our chance to find the correct pose of interaction for a protein complex. Figure
6 shows the results obtained for the two scoring functions we are comparing in this study.
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Notice that the ZRANK score (in dashed lines) is not affected by the RMSDPattern cutoff
values since it is not involved in the internal development of the score. On the other hand,
looking at SPIDER score, we notice that the probability to distinguish hits (represented by
larger area under the ROC curve) increase as we move from lower RMSDPattern cutoffs (0.3
Å) to higher RMSDPattern cutoffs (≥ 0.6 Å). We believe that this is due to the fact that more
hits are being selectively pulled in and identified as we use higher cutoff values. It is also
clear that at higher RMSDPattern cutoffs (≥ 0.6 Å) SPIDER outperforms ZRANK.

Recall that in the previous section the lower RMSDPattern cutoffs were better in identifying
native and nearest-native poses. The observations from both sections inform us that our
ability to distinguish hits (with RMSDPose ≤ 2.5Å) is better with higher RMSDPattern cutoffs,
yet at the same time, if we are looking only for the native (or nearest-native) pose, we need
to use lower RMSDPattern cutoffs, and in this case, our ability to do so will be lower.

The rank of the first hit, last hit, and the average rank of all hits

To augment our understanding of how these close-to-native hits are ranked and where they
are located among all 54,000 computationally generated poses, we analyze the ranks of these
hits. We look at the distribution of these hits among all poses by reporting the rank of the
first hit found (along with its RMSDPose), the rank of the last hit found, and the average of
the ranks of all hits. This should provide a better illustration as to how these hits are being
ranked by each scoring function, and provide a way to compare between the two scoring
functions we have used in this study.

In Table I, we notice that when using the SPIDER score at lower RMSDPattern cutoffs the
ranks of the hits (first hit, last hit, and the average rank of hits) are significantly better
compared to the ZRANK score. Let’s analyze the results using the SPIDER score at a low
RMSDPattern cutoff value such as 0.5 Å. The first hit was found in the top 500 ranked poses
in 60% of the complexes, which we were able to predict. This is 5 times better than 2,500
which is the rank of the first hit using ZRANK score. Also, the average rank of all hits was
1,285 in those 60% of all complexes compared to 20,000 using ZRANK. Finally, for those
60% cases, all hits were found within the top 3,600 ranked poses among the 54,000 poses.
For comparison, it took ZRANK to screen almost the entire 54,000 poses to find all the hits.

Now let’s consider the worst case scenario, which is using high (or no) cutoff values. Using
the SPIDER score, we could not find the first hit until we screened 4,500 poses (or 3,500
using 0.7 Å RMSDPattern cutoff value), unlike ZRANK where the first hit was found in the
top 2,500 poses. This indicates a loss in sensitivity to close-to-native poses using high
RMSDPattern cutoff values. Yet at the same time, the average of the hits using SPIDER score
was 14,000, which is better than 20,000 for the ZRANK. Also, it took the SPIDER score to
screen 32,000 poses to find all hits while it took ZRANK to screen almost the entire
collection of 54,000 poses to find all hits.

The correlation between RMSDPose and the score

Another method for validating the scoring function is to look at the correlation coefficient
between the score of a pose and it’s RMSDPose. As the RMSDPose of the pose decreases, we
expect the score for that pose to be better. In other words, as the pose gets closer to the
native pose, it should rank higher. We do not expect to see a good correlation as the pose
gets further away from the native pose since the scoring function is designed to identify only
close-to-native poses. Figure 7 show the correlation coefficient for both scoring functions
for all poses. Although the correlation coefficients at higher RMSDPattern cutoff values were
not significant (0.5 and above), we are still showing them as a way to compare the
performance of SPIDER vs. ZDOCK scoring functions. As expected using lower
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RMSDPattern cutoff values does afford higher correlation coefficients, but with a great loss
in the percentage of cases we are able to predict.

Performance of the SPIDER scoring function in the round 21 of CAPRI

This CAPRI round 21 was designed with the goal of scoring protein-protein complexes
only.25 Therefore, 87 designed complexes (using Spanish influenza hemagglutinin as
target),38 and 120 naturally occurring complexes were supplied by CAPRI organizers to 28
participating research groups; the challenge was to classify the complexes as binders or non-
binders. For each participating research group, the receiver operator characteristic (ROC)
curve was generated, plotting the true-positive rate versus the false-positive rate. Using these
rates, the accuracy of the classification was calculated as the area under the curve (AUC, in
percentage) for each group. Our group (using SPIDER score) had an accuracy of 83%,
ranking among the top 6 (out of 28) scoring groups, with the highest accuracy being 86%.

Conclusions

We have developed a knowledge-based scoring function that incorporates multi-body
interactions between protein complexes. This scoring function uses frequent patterns of
interaction of interfacial residues that appear in native protein complexes as a way to predict
whether certain pose is close to native. The scoring function evaluates how similar
“geometrically” are the interacting residues in a pose to those “native” patterns derived from
native poses. It also takes into account the frequency of these “native” patterns as they
appear in native complexes, and the number of matched residues at the interface of the pose
we are scoring. We have implemented a way of providing how confident we are in the score
by using cutoff values for the RMSDPattern of matched patterns. In other words, by limiting
ourselves to score only those poses that have interactions patterns very similar to the
“native” patterns (i.e., have low RMSDPattern, below 0.5 Å), we become more confident that
the poses we are able to score are more likely to be, indeed, close to the native pose. The
uniqueness of this approach comes from the following features:

1. The use of Almost Delaunay Tessellation as a way of identifying interfacial
residues has a great advantage over Delaunay Tessellation based methods. This is
because Almost Delaunay tessellation not only finds residues that are in direct
contact with the interface, but it also allows some flexibility in choosing those
residues due to errors in the position of these residues that may appear in low
resolution X-ray complexes.

2. Using subgraph mining to capture natural multi-residue interaction patterns for
scoring. Thus, the score is implicitly based on objective multi-body terms.

3. Using “closed” subgraph in scoring; thus, small-size pattern of interacting residues
(such as pair-wise interaction patterns) that do not occur except as part of a
multiple number of interacting residues are eliminated since they are not considered
“closed” subgraphs. This helps us to avoid scoring false positive poses.

4. In calculating the score, we take into account the geometric frequency of the
common motifs that represent patterns of interacting residues. So, not only the
patterns defined by their composition have to be frequent, but also their geometry
has to be frequent as well.

5. Providing a way of measuring how confident we are in the score by applying cutoff
values to define the applicability domain.

The SPIDER scoring function overcomes the limitations of alternative scoring functions
when computing interaction scores for highly complex structures such as protein complex
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decoys. As stated previously, interactions are generally not independent; scoring
interactions, e.g., using pairwise statistical potentials can be non-additive. Thus, scoring
candidate poses using higher-order interaction terms should be more accurate than using a
linear summation of lower-order interactions. This is true because higher-order interactions
can be cooperative or anti-cooperative summation of the lower-order interactions. 32-35

Thus, the use of higher-order multi-body interactions in the development of statistical
scoring functions is highly preferred and of greater advantage over current lower-order
interactions based scoring functions.

We will continue to experiment with various approaches to improve the SPIDER scoring
function. One possible future direction is to analyze the frequency and contributions of
different types of multi-body interactions, followed by optimizing weights of such
contributions to the total scoring function, similar to the approach employed recently by
Gniewek et al.39 Furthermore, the native pose selection may be significantly improved by
taking into account the computation of fluctuational entropy in the computation of the free
energy, as proposed by Zimmermann et al.40

The SPIDER scoring function can be used alone (with lower RMSDPattern, below 0.5 Å), or
as a filtering tool (with higher RMSDPattern, above 0.5 Å) to drastically reduce the number
of docking candidates needed, allowing a more extensive scoring using energy-based
scoring function methods similar to what we observed in our most recent studies of protein-
ligand complexes.41, 42

In summary, we believe that we have used sensible, solid, and unbiased methods to verify
the new SPIDER scoring function. We suggest that these validation methods demonstrate
clearly that the new scoring function can out-perform the popular ZRANK scoring function
using different independent metrics. We show that SPIDER is able to identify close-to-
native poses when used within its applicability domain. The use of multi-body interaction
terms within the scoring function based on frequent geometric patterns of interaction of
interfacial residues is a novel, simple approach that affords more accurate scoring of protein
complex decoys as compared to a commonly used scoring function. We expect that SPIDER
can be employed both independently as well as, e.g., a pre-filter before using the fine
resolution energy-based methods.
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Figure 1.
A workflow for the preparation of the training and testing datasets as well as the derivation
of interaction patterns which are employed in SPIDER for scoring/ranking.
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Figure 2.
(A) Protein-protein interface identified for protein dimer (PDB id: 1a2y) using Almost-
Delaunay Tessellation. The gray lines connect the interacting side chain centroids at the
interface of the two chains in the protein complex, thus forming a contact residue network.
(B) A graph formed by the interfacial contact network extracted from 1a2y complex. (C)and
(D) are examples of a frequent pattern for multiple interacting residues’ centroids derived
using subgraph mining. This pattern contains seven residues (SER, ALA, ILE, and four
LEU), and was found in 10 protein complexes (1b0n, 1ci6, 1fs1, 1nkp, 1nql, 1wmi, 1x3w,
1xkp, 1xou, and 2a6q). The same pattern can appear in different geometries in different
protein complexes. In (C), the pattern appears with certain geometry in one of the protein
complexes (“1b0n”). In (D), the same pattern appears with different geometry in another
protein complex (“2a6q”). All geometries of all frequent patterns are stored to be used in
deriving the SPIDER score.
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Figure 3.
The number of frequent subgraphs mined from the training set as a function of the support
value.
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Figure 4.
The influence of the applicability domain on the accuracy of prediction and the number of
complexes that can be predicted. Average rank order of the native as well as the nearest-
neighbor decoy poses across all complexes in the test set using both SPIDER and ZRANK.
Several RMSDPattern cutoff values are employed as shown by values next to each square
(0.3 Å, 0.4 Å, 0.5 Å, 0.6 Å, 0.7 Å, 1.0 Å, and above 1 Å; error bars are shown as well).
Notice that ZRANK ranks native and nearest-neighbor poses much worse that SPIDER
using even the least restrictive applicability domaincutoff of 1,000 Å.
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Figure 5.
The native structure for the dimer protein complex “1mah” is displayed in green and blue.
The larger monomer (in green) is treated as a receptor, while the smaller monomer (in blue)
is the ligand. The graph show the decoy pose (of the docked ligand) that is the closest to the
native, with RMSDPose 0.86 Å, in magenta. Also, the pose that was ranked the highest using
SPIDER (with RMSDPose 1.25 Å) is shown in yellow.
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Figure 6.
The Receiver Operating Characteristic (ROC) curves for each scoring function (SPIDER
and ZRANK) is used to compare each function’s ability to distinguish true positive hits. The
predictability of a scoring function is measured by the number of hits the function can
identify in the top: 500, 2000, 5000, 15000, 25000, 35000, 45000, and 54000 poses. In
addition, the effect of several RMSDPattern cutoff values (0.3 Å, 0.4 Å, 0.5 Å, 0.6 Å, 0.7 Å,
1.0 Å, and above 1.0 Å) is demonstrated as well.
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Figure 7.
The correlation coefficient between the score of a pose and the RMSDPose of that pose as a
function of different RMSDPattern cutoff values.
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