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Introduction

Homotopy classes of trajectories, arising due to the presence
of obstacles, are defined by the set of trajectories joining
same start and end points which can be smoothly deformed
into one another by gradual bending and stretching without
colliding with obstacles.

Despite being mostly an uncharted research area, ho-
motopy class constraints often appear in path planning
problems. For example, in multi-agent planning problems
(Zhang, Kumar, and Ostrowski 1998; Karabakal and Bean
1995), the trajectories often need to satisfy certain proxim-
ity or resource constraints or constraints arising due to tasks
allocated to agents, which translates into restricting the solu-
tion trajectories to certain homotopy classes. In exploration
and mapping problems (Bourgault et al. 2002), agents of-
ten need to plan trajectories based on their mission or part
of the environment they are assigned for mapping or explo-
ration, and hence restrict their trajectories to certain homo-
topy classes. Other examples of path planning with homo-
topy class constraints include predicting paths for dynamic
entities and computing heuristics for path planning with dy-
namic constraints.

Motion planning with homotopy class constraints have
been studied in the past using geometric approaches (Grig-
oriev and Slissenko 1998; Hershberger and Snoeyink 1991)
and probabilistic road-map construction (Schmitzberger et
al. 2002) techniques. Such techniques suffer from complex-
ity of representation of homotopy classes and are not im-
mediately integrable with standard graph search techniques.
While comparing trajectories in different homotopy classes
and finding the different homotopy classes in an environ-
ment is possible using such techniques, optimal path plan-
ning with homotopy class constraints is not achievable in an
efficient way. The abstract triangle graph in triangulation-
based path planning (Demyen and Buro 2006) technique can
be used to represent various homotopy classes in an environ-
ment. However the construction of the graph and planning in
it relies on the assumptions that the obstacles in the environ-
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ment are polygonal, cost function is always the Euclidean
length of the trajectories, and the algorithm does not scale
well if there are many small obstacles.

In this paper we propose a compact way of represent-
ing homotopy classes of trajectories which is independent
of the geometry, discretization, cost function or search algo-
rithm. A full paper describing our method can be found at
(Bhattacharya, Kumar, and Likhachev 2010). Our method
is based on Complex Analysis and exploits the Cauchy In-
tegral theorem to characterize homotopy classes. We show
that this representation can be seamlessly weaved into the
standard graph search techniques in arbitrarily discretized
environments and impose the desired homotopy class con-
straints. It is to be noted that the method we propose is quite
independent of the discretization scheme used for the envi-
ronment, the nature of the cost function that needs to be opti-
mized, or the search algorithm used. Hence this method can
be incorporated into many existing planners, giving them the
capability of imposing homotopy class constraints. Also, we
can choose not to include certain obstacles if their sizes are
too small for them to contribute towards creating homotopy
classes.

Overview
The basic principle of our proposed method is based on the
Residue Theorem from Complex Analysis. We represent the
two dimensional plane in which the robot’s path is to be
planned by the complex plane. We define a complex func-
tion called Obstacle Marker Function (Equation (1)) that is
analytical everywhere in the complex plane, except for dis-
tinct points, ζi, which we call representative points, placed
on the obstacles (Figure 1), where the function has poles.

F(z) =
f0(z)

(z − ζ1)(z − ζ2) · · · (z − ζN )
(1)

Upon making such a construction we note that accord-
ing to the Residue Theorem, complex integrals of the func-
tion,

∫
τ
F(z)dz, from a fixed start to a fixed goal point have

the same values when the paths along which the integral is
performed lie in the same homotopy class, whereas they as-
sume distinct values when the paths lie in different homo-
topy classes. We exploit this observation in order to char-
acterize the homotopy classes. We call the complex integral
value over a path the “L-value” of the path. We also observe
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(a) In same Homotopy class,
forming a closed contour

(b) In different Homotopy
classes, enclosing obstacles

Figure 1: Two trajectories in same and different homotopy
classes

that we have significant amount of freedom in choosing the
Obstacle Marker Function, including the ability to choose
only significant obstacles for creation of homotopy classes.

We discretize the environment or lay down a roadmap to
construct a graph, in which we intend to search for the least
cost path. Based on this graph we construct a L-augmented
graph by augmenting each state with the L-value of the
paths leading to it from the start of the state expansions.
By doing this, a particular coordinate in space arrived us-
ing paths in different homotopy classes can be distinguished
from each other as different states. Hence planning in this
L-augmented graph lets one impose homotopy class con-
straints very efficiently just by specifying the goal state as
a combination of goal coordinate and the desired (or a set
of blocked) L-value(s) of the state. We have also shed light
on the topology of the graph hence formed in order to ob-
tain better insight. We have shown that the L-value of the
edges of the graphs can be computed efficiently and accu-
rately using an analytical expression when the edges are
small (or discretized into small parts) (Bhattacharya, Kumar,
and Likhachev 2010).

The most important advantage of using this approach as
compared to more involved geometric approaches is that our
method can be seamlessly woven in a standard graph search
algorithm for planning least cost path in an environment.
The search graph can be created by any form of discretiza-
tion of the environment, as well as graphs like visibility
graphs (Lozano-Pérez and Wesley 1979) can be employed.
Planning in such a graph while keeping track of the L-value
of trajectories joining nodes of the graphs to the start node
lets one keep track of the homotopy classes during the ex-
pansion of the graph, and hence without too much additional
computational or memory burden lets one impose homotopy
class constraints.

Experimental Results

We have demonstrated the use of the proposed method in
several different examples. The two primary kinds of graphs
on which we have made our implementation are the uni-
formly discretized 8-connected grid-world (Figure 2(a)) and
the visibility graph (Figure 2(b)). As cost function, we have
demonstrated the use of Euclidean length as well as more
complicated cost functions. We have also demonstrated how

(a) Exploring homotopy
classes in a 1000 × 1000

uniformly discretized environ-
ment

(b) Exploring homotopy classes
using a Visibility Graph

Figure 2: Exploring homotopy classes

the method can be easily extended to environments with ad-
ditional coordinates like time. Our experiments using very
large environments demonstrate the efficiency and scalabil-
ity of the method.
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Lozano-Pérez, T., and Wesley, M. A. 1979. An algorithm
for planning collision-free paths among polyhedral obsta-
cles. Commun. ACM 22(10):560–570.

Schmitzberger, E.; Bouchet, J.; Dufaut, M.; Wolf, D.; and
Husson, R. 2002. Capture of homotopy classes with proba-
bilistic road map. In International Conference on Intelligent
Robots and Systems, volume 3, 2317–2322.

Zhang, H.; Kumar, V.; and Ostrowski, J. 1998. Motion plan-
ning under uncertainty. In IEEE International Conference
on Robotics and Automation. Leuven, Belgium: IEEE.

146


