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Abstract

Searchable symmetric encryption (SSE) allows a party to outsource the storage of his data to another party in a private manner, while maintaining the ability to selectively search over it. This problem has been the focus of active research and several security definitions and constructions have been proposed. In this paper we review existing security definitions, pointing out their shortcomings, and propose two new stronger definitions which we prove equivalent. We then present two constructions that we show secure under our new definitions. Interestingly, in addition to satisfying stronger security guarantees, our constructions are more efficient than all previous constructions.

Further, prior work on SSE only considered the setting where only the owner of the data is capable of submitting search queries. We consider the natural extension where an arbitrary group of parties other than the owner can submit search queries. We formally define SSE in this multi-user setting, and present an efficient construction.

1 Introduction

Private-key storage outsourcing [KBC+00, ABC+02, MMGC02] allows clients with either limited resources or limited expertise to store and distribute large amounts of symmetrically encrypted data at low cost. Since regular private-key encryption prevents one from searching over encrypted data, clients also lose the ability to selectively retrieve segments of their data. To address this, several techniques have been proposed for provisioning symmetric encryption with search capabilities [SWP00, Goh03, BC04, BdCOP04, CM05]; the resulting construct is typically called searchable encryption.

Searchable encryption can be achieved securely in its full generality using the work of Ostrovsky and Goldreich on oblivious RAMs [Ost90, GO96]. While oblivious RAMs hide all information (including the access pattern) from a remote and potentially malicious server, this comes at the cost of a logarithmic number of rounds of interaction for each read and write. Therefore, the previously mentioned work on searchable encryption tries to achieve more efficient solutions (typically in one or two rounds) by weakening the privacy guarantees (e.g., completely revealing the access pattern).

We start by examining the definition of what it means to completely reveal the user’s access and search patterns (precise definitions below) while “hiding everything else,” and show that the existing security definitions have several important limitations. Additionally, we show that the current definitions only achieve what we call non-adaptive SSE security, while the more natural usage of searchable encryption calls for adaptive security (a notion that we make precise in Section 3). We propose new security definitions for both the non-adaptive and adaptive cases, and present efficient constructions for both based on any one-way function.

∗Department of Computer Science, Johns Hopkins University. crix@cs.jhu.edu. This work was partly done while the author was at Bell Labs.
†Bell Labs – Lucent Technologies. garay@research.bell-labs.com
‡Department of Computer Science, Johns Hopkins University. seny@cs.jhu.edu. Supported by a Bell Labs Graduate Research Fellowship.
§Department of Computer Science, UCLA. rafail@cs.ucla.edu.
Our first construction is the most efficient non-adaptive SSE scheme to date in terms of computation on the server, and incurs a minimal (i.e., constant) cost for the user. Our second construction achieves adaptive security, which was not previously achieved by any constant-round solution. (Later on we perform a detailed comparison between our constructions and previous work—see Table 1.)

We also extend the problem of SSE to the multi-user setting, where a client wishes to allow an authorized group of users to search through its document collection.

**Related work.** We already mentioned the work on oblivious RAMs [GO96]. The work of Song *et al.* [SWP00] introduced the problem of searchable encryption and showed that a solution was possible. The authors achieve searchable encryption by crafting, for each word, a special two-layered encryption construct. Given a trapdoor, the server can strip the outer layer and assert whether the inner layer is of the correct form. This construction has some limitations: while the construction is proven to be a secure encryption scheme, it is not proven to be a secure searchable encryption scheme; the distribution of the underlying plaintexts is vulnerable to statistical attacks; and searching is linear in the length of the document collection.

The above limitations are addressed by the works of Goh [Goh03] and of Chang and Mitzenmacher [CM05], who propose constructions that associate an “index” to each document in a collection. As a result, the server has to search each of these indexes, and the amount of work required for a query is proportional to the number of documents in the collection. Goh introduces a notion of security for indexes (IND-CKA and the slightly stronger IND2-CKA), and puts forth a construction based on Bloom filters [Blo70] and pseudo-random functions. Chang and Mitzenmacher achieve a notion of security similar to IND2-CKA, with the exception that it also tries to guarantee that the trapdoors not leak any information about the words being queried. We discuss these security definitions and their shortcomings in more detail in Section 3 and Appendix B.

Encryption with keyword search has also been considered in the public-key setting [BdCOP04, ABC+05], where anyone with access to a user’s public-key can add words to an index, but only the owner of the private key can generate trapdoors to test for the occurrence of a keyword. While related, the public-key solutions are not as efficient as private-key solutions, which is the main subject of this work.

Naturally, SSE can also be viewed as an instance of secure two-party/multi-party computation [Yao82, GMW87, BOGW88]. However, the weakening and refinement of the privacy requirement (more on this below) as well as efficiency considerations (e.g., [KO04]), mandate a specialized treatment of the problem, both at the definitional and construction levels.¹

**Subtleties of SSE security definitions.** So far, establishing correct security definitions for searchable encryption has been elusive. Clearly, as we have discussed, one could use the general definitions from oblivious RAMs, but subsequent work (including ours) examines if more efficient schemes can be achieved by revealing some information. The first difficulty seems to be in correctly capturing this intuition in a security definition. In the literature, this has typically been characterized as the requirement that nothing be leaked beyond the outcome of a search (e.g., [SWP00, CM05]); however, a more accurate description of the security guarantees in previous work is that nothing is leaked beyond the outcome and the pattern of a search, where the pattern of a search is any information that can be derived from knowing whether two searches were performed for the same word or not.

The second issue seems to be in appropriately capturing the adversary’s power. In fact, while Song *et al.* attempt to prove their construction secure, the definition implicitly used in their work is that of a classical encryption scheme, where the adversary is not allowed to perform searches. This was partly rectified by Goh [Goh03], whose definition of secure indexes (IND2-CKA) allows the adversary

¹Indeed, some of the results we show—equivalence of SSE security definitions (Section 3)—are known not to hold for the general secure multi-party computation case.
to access the index and trapdoor oracles. While much work on searchable encryption uses IND2-CKA as a security definition [GSW04, PKL04, BKM05], we note that it was never intended as such. In fact, Goh notes that IND2-CKA does not explicitly require trapdoors to be secure, which is an important requirement for any searchable encryption scheme. To remedy this, one might be tempted to introduce a second definition that exclusively guarantees the semantic security of trapdoors. One would then prove a construction secure under both IND2-CKA, and the new definition. While this might seem like a workable (though cumbersome) idea, the straightforward approach of requiring trapdoors to be indistinguishable does not work. In fact, as we show in Appendix B, SSE schemes can be built with trapdoors that, taken independently, leak no partial information about the word being queried, but when combined with an index allow an adversary to recover the entire word. This illustrates that the security of indexes and the security of trapdoors are intrinsically linked.

This is indeed the approach taken by Chang and Mitzenmacher [CM05], who propose a simulation-based definition that aims to guarantee privacy for indexes and trapdoors. Similarly to the classical definition of semantic security for encryption [GM84], they require that anything that can be computed from the index and the trapdoors for various queries, can be computed from the search outcome of those queries. However, while the intuition seems correct, in the case of searchable encryption one must also take care in describing how the search queries are generated. In particular, whether they can be made adaptively (i.e., after seeing the outcome of previous queries) or non-adaptively (i.e., without seeing the outcome of any queries). This distinction is important because it leads to security definitions that achieve drastically different privacy guarantees. Indeed, while non-adaptive definitions only guarantee security to clients who generate all their queries at once, adaptive definitions guarantee privacy even to clients who generate queries as a function of previous search outcomes. Unfortunately, as we discuss in Section 3, the definition presented in [CM05] is not only non-adaptive, but can be trivially satisfied by any SSE scheme, even one that is insecure.

Our results. We now summarize the contributions of this work.

1. We review existing security definitions for searchable encryption, including IND2-CKA [Goh03] and the simulation-based definition in [CM05], and highlight their shortcomings. Specifically, we point out that IND2-CKA is not an adequate notion of security for SSE and then highlight (and fix) technical issues with Chang and Mitzenmacher’s simulation-based definition. We address both these issues by proposing new indistinguishability and simulation-based definitions that provide security for both indexes and trapdoors, and show their equivalence.

2. We introduce new adversarial models for SSE. The first, which we refer to as non-adaptive, only considers adversaries that make their search queries without taking into account the trapdoors and search outcomes of previous searches. The second—adaptive—considers adversaries that can choose their queries as a function of previously obtained trapdoors and search outcomes. All previous work on SSE (with the exception of oblivious RAMs) falls within the non-adaptive setting. The implication is that, contrary to the natural use of searchable encryption described in [SWP00, Goh03, CM05], these definitions only guarantee security for users that perform all their searches at once. We address this by introducing indistinguishability and simulation-based definitions in the adaptive setting and show that they are equivalent.

3. We present two constructions which we prove secure under the new definitions. Our first scheme is only secure in the non-adaptive setting, but is the most efficient SSE construction to date. In fact, it achieves searches in one communication round, requires an amount of work on the server that is proportional to the actual number of documents that contain the queried word, requires constant storage on the client, and linear (in the size of the document collection) storage on the server. While the construction in [Goh03] also performs searches in one round, it can induce false positives, which is not the case for our construction. Additionally, all the constructions in [Goh03, CM05] require the
server to perform an amount of work proportional to the total number of documents in the collection. Our second construction is secure against an adaptive adversary, but at the price of requiring a higher communication overhead per query and more storage at the server (comparable with the storage required by Goh’s construction). While our adaptive scheme is conceptually simple, we note that constructing efficient and provably secure adaptive SSE schemes is a non-trivial task. The main challenge lies in proving such constructions secure in the simulation paradigm, since the simulator requires the ability to commit to a correct index before the adversary has even chosen its search queries—in other words, the simulator needs to commit to an index and then be able to perform some form of equivocation.

Table 1 compares our constructions (SSE-1 and SSE-2) with the previous SSE schemes. To make the comparison easier, we assume that each document in the collection has the same (constant) size (otherwise, some of the costs have to scaled by the document size). The computation on the server shows the costs per document in the set of documents that match the query for a word $w$. Note that all previous work requires an amount of server computation at least linear with the number of documents in the collection, even if only one document matches a query. In contrast, in our constructions the server computation is constant per each document that matches a query, and the overall computation per query is proportional to the number of documents that match the query. In all the considered schemes, the computation and storage at the user is $O(1)$.

We remark that as an additional benefit, our constructions can also handle updates to the document collection in the sense of [CM05]. We point out an optimization which lowers the communication size per query from linear to logarithmic in the number of updates.

### Table 1: Properties and performance per query for a word $w$ of various SSE schemes.

<table>
<thead>
<tr>
<th>Properties</th>
<th>Ost90, GO96</th>
<th>SWP00</th>
<th>Goh03</th>
<th>CM05</th>
<th>SSE-1</th>
<th>SSE-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>hides access pattern</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>server computation</td>
<td>$O(\log^3 n)$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>server storage</td>
<td>$O(n \cdot \log^2 n)$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>number of rounds</td>
<td>$\log n$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>communication</td>
<td>$O(\log^3 n)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
<td>$O(1)$</td>
</tr>
<tr>
<td>adaptive adversaries</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

4. Previous work on searchable encryption only considered the single-user setting. We also consider a natural extension of this setting, namely, the multi-user setting, where a user owns the data, but an arbitrary group of users can submit queries to search his document collection. The owner can control the search access by granting and revoking searching privileges to other users. We formally define searchable encryption in the multi-user setting, and present an efficient construction that does not require authentication, thus achieving better performance than simply using access control mechanisms.

Finally, we note that in most of the works mentioned above the server is assumed to be honest-but-curious. However, using techniques for memory checking [BEG+91] and universal arguments [BG02] one can make those solutions robust against malicious servers at the price of additional overhead. We restrict our attention to honest-but-curious servers as well, and delay this extension to the full version of the paper.
2 Preliminaries

Let $\Delta = \{w_1, \ldots, w_d\}$ be a dictionary of $d$ words, and $2^\Delta$ be the set of all possible documents. Further, let $\mathcal{D} \subseteq 2^\Delta$ be a collection of $n$ documents $\mathcal{D} = (D_1, \ldots, D_n)$ and $2^{2\Delta}$ be the set of all possible document collections. Let $\text{id}(D)$ be the identifier of document $D$, where the identifier can be any string that uniquely identifies a document, such as a memory location. We denote by $\mathcal{D}(w)$ the lexicographically ordered list consisting of the identifiers of all documents in $\mathcal{D}$ that contain the word $w$. We sometimes refer to $\mathcal{D}(w)$ as the outcome of a search for $w$ and to the sequence $(\mathcal{D}(w_1), \ldots, \mathcal{D}(w_n))$ as the access pattern of a client. We also define the search pattern of a client as any information that can be derived from knowing whether two arbitrary searches were performed for the same word or not.

We write $x \overset{R}{\leftarrow} \mathcal{X}$ to represent an element $x$ being sampled from a distribution $\mathcal{X}$ and $x \overset{R}{\leftarrow} \mathcal{X}$ to represent an element $x$ being sampled uniformly from a set $\mathcal{X}$. The output $x$ of an algorithm $A$ is denoted by $x \leftarrow A$. We write $||$ to mean string concatenation. We call a function $\nu : \mathbb{N} \to \mathbb{N}$ negligible if for every polynomial $p(\cdot)$ and all sufficiently large $k$, $\nu(k) < \frac{1}{p(k)}$.

Model. The participants in a single-user searchable encryption scheme include a user that wishes to store an encrypted document collection $\mathcal{D} = (D_1, \ldots, D_n)$ on an honest-but-curious server $S$, while preserving the ability to search through them. We note that while we choose, for ease of exposition, to limit searches to be over documents, any SSE scheme can be trivially extended to search over lists of arbitrary keywords associated with the documents.

The participants in a multi-user searchable encryption scheme include a trusted owner $O$, an honest-but-curious server $S$, and a set of users $N$. $O$ owns $\mathcal{D}$ and wants to grant and revoke searching privileges to a subset of users in $N$. We let $G \subseteq N$ be the set of users allowed to search. We assume that currently non-revoked users behave honestly.

More formally, throughout this paper, (authorized) users are modeled as probabilistic polynomial-time Turing machines, while adversaries are modeled as non-uniform Turing machines. On the other hand, simulators are uniform Turing machines, but they might become non-uniform by running a non-uniform adversary as a subroutine.

Basic primitives. A symmetric encryption scheme is a set of three polynomial-time algorithms $(G, E, D)$ such that $G$ takes a security parameter $k$ in unary and returns a secret key $K$; $E$ takes a key $K$ and an $n$-bit message $m$ and returns a ciphertext $c$; $D$ takes a key $K$ and a ciphertext $c$ and returns $m$ if $K$ was the key under which $c$ was produced. Informally, a symmetric encryption scheme is considered secure if the ciphertexts it outputs do not leak any partial information about the plaintext even to an adversary that can adaptively query an encryption and a decryption oracle. We recall the formal definition of security for symmetric encryption schemes in Appendix A.

In addition to encryption schemes, we also make use of pseudo-random functions (PRF) and permutations (PRP), which are polynomial-time computable functions that cannot be distinguished from random functions by any probabilistic polynomial-time adversary. (Also in Appendix A.)

3 Revisiting Searchable Symmetric Encryption Definitions

We begin by reviewing the formal definition of a SSE scheme.

Definition 3.1 (Searchable Symmetric Encryption Scheme (SSE)). A SSE scheme is a collection of four polynomial-time algorithms $(\text{Keygen}, \text{BuildIndex}, \text{Trapdoor}, \text{Search})$ such that:

$\text{Keygen}(1^k)$ is a probabilistic key generation algorithm that is run by the user to setup the scheme. It takes a security parameter $k$, and returns a secret key $K$ such that the length of $K$ is polynomially bounded in $k$. 


BuildIndex\((K, D)\) is a (possibly probabilistic) algorithm run by the user to generate indexes. It takes a secret key \(K\) and a polynomially bounded in \(k\) document collection \(D\) as inputs, and returns an index \(I\) such that the length of \(I\) is polynomially bounded in \(k\).

Trapdoor\((K, w)\) is run by the user to generate a trapdoor for a given word. It takes a secret key \(K\) and a word \(w\) as inputs, and returns a trapdoor \(T_w\).

Search\((I, T_w)\) is run by the server \(S\) in order to search for the documents in \(D\) that contain word \(w\). It takes an index \(I\) for a collection \(D\) and a trapdoor \(T_w\) for word \(w\) as inputs, and returns \(D(w)\), the set of identifiers of documents containing \(w\).

**A correct intuition.** While security for searchable encryption is typically characterized as the requirement that nothing be leaked beyond the outcome of a search (i.e., the identifiers of the documents returned from a search), we are not aware of any previous work on SSE that satisfies this intuition. In fact, with the exception of oblivious RAMs, all the constructions in the literature leak, in addition to the search outcomes, the user’s search pattern. This is clearly the case for the schemes presented in [SWP00, Goh03, CM05] since their trapdoors are deterministic. Therefore, a more accurate characterization of the security notion achieved (or rather, sought) for SSE is that nothing should be leaked beyond the outcome and the pattern of a sequence of searches.

Having clarified our intuition, it remains to precisely describe our adversarial model. SSE schemes are typically used in the following manner: the client generates an index from its document collection, stores the index and the encrypted documents on the server, and finally, performs various search queries. Here, it is important to note that the user may or may not generate its word queries depending on the outcome of previous searches. We call queries that do depend on previous search outcomes **adaptive**, and queries that do not, **non-adaptive**. This distinction in query generation is important because it gives rise to definitions that achieve different privacy guarantees: non-adaptive definitions can only guarantee security to clients who generate their queries in one batch, while adaptive definitions can guarantee privacy even to clients who generate queries as a function of previous search outcomes. The most natural use of searchable encryption is for making adaptive queries.

**Limitations of previous definitions.** To date, two definitions of security have been used for SSE schemes: indistinguishability against chosen-keyword attacks (IND2-CKA), introduced by Goh [Goh03]\(^2\), and a simulation-based definition introduced by Chang and Mitzenmacher [CM05].\(^3\)

Intuitively, the notion of security that IND2-CKA tries to achieve can be described as follows: given access to a set of indexes, the adversary (i.e., the server) is not able to learn any partial information about the underlying document that he cannot learn from using a trapdoor that was given to him by the client, and this holds even against adversaries that can trick the client into generating indexes and trapdoors for documents and keywords of its choice (i.e., chosen-keyword attacks). A formal specification of IND2-CKA is presented in Appendix B.

We remark that Goh’s work addresses a larger problem than searchable encryption, namely that of secure indexes, which are secure data structures that have many uses, only one of which is searchable encryption. And as Goh remarks (cf. Note 1, p. 5 of [Goh03]), IND2-CKA does not explicitly require that trapdoors be secure since this is not a requirement for all applications of secure indexes. Although one might be tempted to remedy the situation by introducing a second definition to guarantee the semantic security of trapdoors, this cannot be done in a straightforward manner. Indeed, first proving that an SSE scheme is IND2-CKA and then proving that its trapdoors are semantically secure does not imply that an adversary cannot recover the word being queried. As we show in Appendix B, SSE schemes can be built with trapdoors that, taken independently, leak no partial information about the

---

\(^2\)Goh also defines a weaker notion, IND-CKA, that allows an index to leak the number of words in the document.

\(^3\)We note that, unlike the latter and our own definitions (see below), IND2-CKA applies to indexes that are built for individual documents, as opposed to indexes built from entire document collections.
word being queried, but when combined with an index allow an adversary to recover the word. This illustrates that the security of indexes and the security of trapdoors are inherently linked.

Regarding existing simulation-based definitions, in [CM05] Chang and Mitzenmacher provide a definition of security for SSE that is intended to be stronger than IND2-CKA in the sense that it requires a scheme to output secure trapdoors. Unfortunately, as we also show in Appendix B, this definition can be trivially satisfied by any SSE scheme, even one that is insecure. Moreover, this definition is inherently non-adaptive (see Appendix B).

**Our security definitions.** We now address the above issues. Before stating our definitions for SSE, we introduce three auxiliary notions which we will make use of.

First, we note that an interaction between the client and the server will be determined by a document collection and a set of words that the client wishes to search for (and that we wish to hide from the adversary); we call an instantiation of such an interaction a *history*.

**Definition 3.2 (History).** Let $\Delta$ be a dictionary. A history $H_q = (D, w_1, \ldots, w_q)$ is an interaction between a client and a server over $q$ queries. The partial history $H_{q,t} = (D, w_1, \ldots, w_t)$ of a given history $H_q = (D, w_1, \ldots, w_q)$, is the sequence $H_{q,t} = (D, w_1, \ldots, w_t)$, where $t \leq q$.

Given a history, we refer to what the adversary actually gets to “see” during an interaction as the history’s *view*. In particular, the view will consist of the index (of the document collection) and the trapdoors (of the queried words). It will also contain some additional common information, such as the number of documents in the collection and their ciphertexts). However (if done properly) the view (i.e., the index and the trapdoors) should not reveal any information about the history (i.e., the pattern of the searches) besides the outcome and the pattern of the searches (i.e., the information we are willing to leak). Let $I_D$ be the index for $D$ generated under secret key $K$, and $T_i$, $1 \leq i \leq q$, be the trapdoors for the words queried in $H_q$.

**Definition 3.3 (View).** Let $\mathcal{D}$ be a collection of $n$ documents and $H_q = (D, w_1, \ldots, w_q)$ be a history over $q$ queries. An adversary’s view of $H_q$ under secret key $K$ is defined as $V_K(H_q) = (\text{id}(D_1), \ldots, \text{id}(D_n), \mathcal{E}(D_1), \ldots, \mathcal{E}(D_n), I_D, T_1, \ldots, T_q)$. The partial view $V_{K,t}^\mathcal{E}(H_q)$ of a history $H_q$ under secret key $K$ is the sequence $V_{K,t}^\mathcal{E}(H_q) = (\text{id}(D_1), \ldots, \text{id}(D_n), \mathcal{E}(D_1), \ldots, \mathcal{E}(D_n), I_D, T_1, \ldots, T_t)$, where $t \leq q$.

We note that $K$ in $V_K(H_q)$ and $V_{K,t}^\mathcal{E}(H_q)$ only refers to the secret key for the SSE scheme and not to the keys used to encrypt the documents.

This leads to the notion of the *trace* of an interaction/history, which consists of exactly the information we are willing to leak about the history and nothing else. More precisely, this should include the identifiers of the documents that contain each query word in the history (i.e., the outcome of each search), and information that describes which trapdoors in the view correspond to the same underlying words in the history (i.e., the pattern of the searches). According to our intuitive formulation of security, this should be no more than the outcome of a search and the user’s search pattern. However, since in practice the encrypted documents will also be stored on the server, we can assume that the document sizes and identifiers will also be leaked. Therefore we choose to include these in the trace.\(^4\) The trace also includes the user’s search pattern $\Pi_q$ can be thought of as a symmetric binary matrix where $\Pi_q[i,j] = 1$ if $w_i = w_j$, and $\Pi_q[i,j] = 0$ otherwise, for $1 \leq i, j \leq q$.

**Definition 3.4 (Trace).** Let $\mathcal{D}$ be a collection of $n$ documents and $H_q = (D, w_1, \ldots, w_q)$ be a history over $q$ queries. The trace of $H_q$ is the sequence $\text{Tr}(H_q) = (\text{id}(D_1), \ldots, \text{id}(D_n), |D_1|, \ldots, |D_n|, \mathcal{D}(w_1), \ldots, \mathcal{D}(w_q), \Pi_q)$.

\(^4\)On the other hand, if we wish not to disclose the size of the documents, this can be trivially achieved by “padding” each plaintext document such that all documents have a fixed size and omitting the document sizes from the trace.
We are now ready to state our first security definition for SSE. First, we assume that the adversary generates the histories in the definition at once. In other words, it is not allowed to see the index of the document collection or the trapdoors of any query words it chooses before it has finished generating the history. We call such an adversary non-adaptive.

**Definition 3.5** (Non-Adaptive Indistinguishability Security for SSE). A SSE scheme is secure in the sense of non-adaptive indistinguishability if for all \( q \in \mathbb{N} \), for all (non-uniform) probabilistic polynomial-time adversaries \( A = (A_1, A_2) \), for all polynomials \( p \) and all sufficiently large \( k \):

\[
\Pr \left[ b' = b : K \leftarrow \text{Keygen}(1^k); (H_0, H_1, \text{state}) \leftarrow A_1; b \overset{R}{\leftarrow} \{0, 1\}; b' \leftarrow A_2(V_K(H_b), \text{state}) \right] < \frac{1}{2} + \frac{1}{p(k)}
\]

where \((H_0, H_1)\) are histories over \( q \) queries such that \( \text{Tr}(H_0) = \text{Tr}(H_1) \), where \text{state} is a polynomially bounded string that captures \( A_1 \)'s state, and the probability is taken over the internal coins of \text{Keygen}, \( A \), and the underlying \text{BuildIndex} algorithm.

**Definition 3.6** (Non-Adaptive Semantic Security for SSE). A SSE scheme is non-adaptively semantically secure if for all \( q \in \mathbb{N} \) and for all (non-uniform) probabilistic polynomial-time adversaries \( A \), there exists a (non-uniform) probabilistic polynomial-time algorithm (the simulator) \( S \) such that for all traces \( \text{Tr}_q \) of length \( q \), all polynomially samplable distributions \( \mathcal{H}_q \) over \( \{H_q \in 2^{2^q} \times \Delta^q : \text{Tr}(H_q) = \text{Tr}_q\} \) (i.e., the set of histories with trace \( \text{Tr}_q \)), all functions \( f : \{0, 1\}^m \rightarrow \{0, 1\}^{\ell(m)} \) (where \( m = |H_q| \) and \( \ell(m) = \text{poly}(m) \)), all polynomials \( p \) and sufficiently large \( k \):

\[
|\Pr [A(V_K(H_q)) = f(H_q)] - \Pr [S(\text{Tr}(H_q)) = f(H_q)]| < \frac{1}{p(k)},
\]

where \( H_q \overset{R}{\leftarrow} \mathcal{H}_q \), \( K \leftarrow \text{Keygen}(1^k) \), and the probabilities are taken over \( \mathcal{H}_q \) and the internal coins of \text{Keygen}, \( A \), \( S \) and the underlying \text{BuildIndex} algorithm.

We now prove that our two definitions of security for non-adaptive adversaries are equivalent. For this, we follow the approach of Goldwasser and Micali [GM84] and Goldreich [Gol93].

**Theorem 3.7.** Non-adaptive indistinguishability security of SSE is equivalent to non-adaptive semantic security of SSE.

**Proof.** (Non-adaptive semantic security \( \Rightarrow \) non-adaptive indistinguishability security.) We show that given a non-uniform adversary \( A \) that breaks the security of a SSE scheme in the sense of non-adaptive indistinguishability, we can construct a non-uniform adversary \( B \) that breaks the security of the scheme in the sense of non-adaptive semantic security.

If a SSE scheme (\text{Keygen}, \text{BuildIndex}, \text{Trapdoor}, \text{Search}) is non-adaptively distinguishable, then there exists a value \( q \in \mathbb{N} \), a non-uniform probabilistic polynomial-time adversary \( A = (A_1, A_2) \) and two histories over \( q \) queries \((H_0, H_1)\) where \( \text{Tr}(H_0) = \text{Tr}(H_1) \), such that \( A \) can distinguish with non-negligible probability over \( \frac{1}{2} \) any view that results from a history \( H_b \overset{R}{\leftarrow} \{H_0, H_1\} \) and a key \( K \leftarrow \text{Keygen}(1^k) \).

Therefore, given a view \( V_K(H_b) \) such that \( H_b \overset{R}{\leftarrow} \{H_0, H_1\} \) and that \( K \leftarrow \text{Keygen}(1^k) \), \( B \) can use \( A \) to compute \( f \), where \( f \) is the identity function, on \( H_b \) as follows. It begins by running \( A_1 \), which outputs \((H_0, H_1, \text{state})\). \( B \) then runs \( A_2(V_K(H_b), \text{state}) \) and outputs \( H_0 \) if \( b = 0 \) and \( H_1 \) if \( b = 1 \). From \( B \)'s description, it follows that \( B \) will output \( f(H_b) = H_b \) with probability equal to \( A \)'s distinguishing probability which, by assumption, is non-negligibly greater than \( \frac{1}{2} \). On the other hand, no algorithm can guess \( f(H_b) \) with probability larger than \( \frac{1}{2} \) when only given \( \text{Tr}(H_b) \), since \( \text{Tr}(H_0) = \text{Tr}(H_1) \).
(Non-adaptive indistinguishability security ⇒ non-adaptive semantic security.) We show that given a non-uniform adversary $\mathcal{A}$ that breaks the security of a SSE scheme in the sense of non-adaptive semantic security, we can construct a non-uniform adversary $\mathcal{B}$ that breaks the security of the scheme in the sense of non-adaptive indistinguishability.

If a SSE scheme is not non-adaptively semantically secure, then there exists a value $q \in \mathbb{N}$ and a non-uniform probabilistic polynomial-time adversary $\mathcal{A}$ such that for all simulators $\mathcal{S}$ there exists a trace $Tr_q$ of length $q$, a distribution $\mathcal{H}_q$ over $\{H \in 2^{2^n} \times \Delta^q : Tr(H) = Tr_q\}$, a function $f : \{0,1\}^m \rightarrow \{0,1\}^{\ell(m)}$ (where $\ell(m) = \text{poly}(m)$), and a polynomial $p$ such that for infinitely many $k$’s

$$|\Pr [\mathcal{A}(V_K(H)) = f(H)] - \Pr [\mathcal{S}(Tr(H)) = f(H)]| \geq \frac{1}{p(k)}, \quad (1)$$

where $H \overset{R}{\leftarrow} \mathcal{H}_q$ and $K \leftarrow \text{Keygen}(1^k)$. From this, it follows that there exists at least two histories $(H_0,H_1)$ in $\mathcal{H}_q$’s support such that $f(H_0) \neq f(H_1)$—otherwise the simulator that always outputs the value $v = f(H)$, outputs $f(H)$ with probability equal to $\mathcal{A}$’s. The indistinguishability adversary $\mathcal{B}$ runs in two stages $\mathcal{B} = (\mathcal{B}_1, \mathcal{B}_2)$, where $\mathcal{B}_1$ finds a triple $(H_0,H_1,v)$, and $\mathcal{B}_2$ attempts to recover the challenge bit $b$ with probability non-negligibly greater than $\frac{1}{2}$.

$\mathcal{B}_1$ begins by sampling two histories $(H_0,H_1)$ from $\mathcal{H}_q$. We claim that with non-negligible probability there exists a value $v$ in $f$’s range such that

$$|\Pr [\mathcal{A}(V_K(H_0)) = v] - \Pr [\mathcal{A}(V_K(H_1)) = v]| \geq \frac{1}{2 \cdot p(k)}, \quad (2)$$

where $K \leftarrow \text{Keygen}(1^k)$. To see why, consider the simulator $\mathcal{S}^*$ that on input $Tr(H_0)$ generates a key $K \leftarrow \text{Keygen}(1^k)$, samples a history $H_1 \overset{R}{\leftarrow} \mathcal{H}_q$ and runs $\mathcal{A}$ on $V_K(H_1)$. Since our initial assumption about $\mathcal{A}$ states that Equation (1) must hold against all simulators, it must hold against $\mathcal{S}^*$. And according to $\mathcal{S}^*$’s definition, this means that

$$|\Pr [\mathcal{A}(V_K(H_0)) = f(H_0)] - \Pr [\mathcal{A}(V_K(H_1)) = f(H_0)]| \geq \frac{1}{p(k)}, \quad (3)$$

where $H_0 \overset{R}{\leftarrow} \mathcal{H}_q$, $H_1 \overset{R}{\leftarrow} \mathcal{H}_q$, $K \leftarrow \text{Keygen}(1^k)$. If we define the set $B_q$ as

$$B_q = \left\{ H \in \sup(\mathcal{H}_q) : \Pr [\mathcal{A}(V_K(H_0)) = f(H_0)] - \Pr [\mathcal{A}(V_K(H_1)) = f(H_0)] \geq \frac{1}{2 \cdot p(k)} \right\},$$

then by an averaging argument, $\Pr_{H \in \mathcal{H}_q} [H \in B_q] \geq \frac{1}{2p(k)}$. Defining $C_q$ to be

$$C_q = \left\{ H \in \sup(\mathcal{H}_q) : \exists v \in \{0,1\}^{\ell(m)} \text{ s.t. } |\Pr [\mathcal{A}(V_K(H_0)) = v] - \Pr [\mathcal{A}(V_K(H)) = v]| \geq \frac{1}{2 \cdot p(k)} \right\},$$

it follows that $\Pr_{H \in \mathcal{H}_q} [H \in C_q] \geq \frac{1}{2p(k)}$ since $B_q \subseteq C_q$. This proves our claim.

Having found a pair $(H_0,H_1)$ such that there exists a value $v$ satisfying Equation (2) with non-negligible probability, it remains for $\mathcal{B}_1$ to find $v$. To this end, for each value $v$ in $f$’s range, $\mathcal{B}_1$ will estimate $\Pr [\mathcal{A}(V_K(H_0)) = v]$ and $\Pr [\mathcal{A}(V_K(H_1)) = v]$. It will then choose the $v$ for which the absolute value of the difference of the estimates is non-negligible.

More precisely, $\mathcal{B}_1$ begins by constructing $t = \text{poly}(k)$ views from each history. This results in two sequences of $t$ views:

$$U_0 = (V_{K_1}(H_0), \ldots, V_{K_t}(H_0)),$$

$$U_1 = (V_{K_1}(H_1), \ldots, V_{K_t}(H_1)),$$
generated from $H_0$, where $K_i \leftarrow \text{Keygen}(1^k)$ for $1 \leq i \leq t$; and

$$U_1 = (V_{K_{i+1}}(H_1), \ldots, V_{K_{2t}}(H_1)),$$

generated from $H_1$, where $K_i \leftarrow \text{Keygen}(1^k)$ for $t + 1 \leq i \leq 2t$. It then runs $A$ on each element of $U_0$ and $U_1$, resulting in two sequences of $t$ values in $f$’s range

$$W_0 = (A(V_{K_1}(H_0)), \ldots, A(V_{K_t}(H_0))),$$

and

$$W_1 = (A(V_{K_{t+1}}(H_1)), \ldots, A(V_{K_{2t}}(H_1))).$$

For each unique value $v$ in $W_0$ and $W_1$, $B_1$ computes

$$\pi_0(v) = \frac{|\{w \in W_0 : w = v\}|}{t}$$

and

$$\pi_1(v) = \frac{|\{w \in W_1 : w = v\}|}{t}$$

Notice that for a fixed $v$, $\pi_0(v)$ and $\pi_1(v)$ are estimates of $\Pr[A(V_K(H_0)) = v]$ and $\Pr[A(V_K(H_1)) = v]$, respectively, taken over $t = \text{poly}(k)$ samples. And if $t$ is a large enough polynomial in $k$ they will approximate $\Pr[A(V_K(H_0) = v]$ and $\Pr[A(V_K(H_1) = v]$ with high probability. After estimating the probabilities, $B_1$ searches $W_0$ and $W_1$ for an element $v$ such that

$$|\pi_0(v) - \pi_1(v)| \geq \frac{1}{2 \cdot \text{poly}(k)}.$$ 

Since the $\pi$’s are good estimators, and since we know from our claim that with non-negligible probability there exists a $v \in \{0, 1\}^{\ell(m)}$ such that $|\Pr[A(V_K(H_0)) = v] - \Pr[A(V_K(H_1)) = v]| \geq \frac{1}{2 \cdot \text{poly}(k)}$, such a $v$ will be found with high probability. $B_1$ then outputs the triplet $(H_0, H_1, \text{state})$, where $\text{state} = v$.

Finally, when given challenge $V_K(H_0)$, $B_2$ runs $A(V_K(H_0))$ and outputs 0 if $A$ returns $v$ and 1 otherwise. From $B = (B_1, B_2)$’s description, it follows that:

$$\Pr[b' = b] = \Pr[b' = b | b = 0] \cdot \Pr[b = 0] + \Pr[b' = b | b = 1] \cdot \Pr[b = 1]$$

$$= \frac{1}{2} \cdot (\Pr[A(V_K(H_0)) = v] + \Pr[A(V_K(H_1)) \neq v])$$

$$= \frac{1}{2} \cdot (\Pr[A(V_K(H_0)) = v] + 1 - \Pr[A(V_K(H_1)) = v])$$

$$\geq \frac{1}{2} + \frac{1}{4 \cdot \text{poly}(k)}$$

from which the theorem follows.

We now turn to adaptive security definitions. Our indistinguishability-based definition is similar to the non-adaptive counterpart, with the exception that we allow the adversary to choose his history adaptively. More precisely, the challenger begins by flipping a coin $b$; then the adversary first submits two document collections $(D_0, D_1)$ (subject to some constraints which we describe below), and receives the index of one of the collections $D_b$; it then submits two words $(w_0, w_1)$ and receives the trapdoor of one of the words $w_b$. This process goes on until the adversary has submitted $q$ queries and is then challenged to output the value of $b$. 
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Definition 3.8 (Adaptive Indistinguishability Security for SSE). A SSE scheme is secure in the sense of adaptive indistinguishability if for all \( q \in \mathbb{N} \), for all (non-uniform) probabilistic polynomial-time adversaries \( A = (A_1, \ldots, A_{q+2}) \), for all polynomials \( p \) and sufficiently large \( k \):

\[
\Pr \left[ b' = b : K \leftarrow \text{Keygen}(1^k); b \leftarrow_R \{0, 1\}; (D_0, D_1, \text{state}_1) \leftarrow A_1; (w_{1,0}, w_{1,1}, \text{state}_2) \leftarrow A_2(I_b, \text{state}_1); \ldots; (w_{q,0}, w_{q,1}, \text{state}_{q+1}) \leftarrow A_{q+1}(I_b, T_{w_{1,b}}, \ldots, T_{w_{q-1,b}}, \text{state}_q); b' \leftarrow A_{q+2}(V_K(H_b), \text{state}_{q+1}) \right] < \frac{1}{2} + \frac{1}{p(k)}
\]

where \( H_0 = (D_0, w_{1,0}, \ldots, w_{q,0}) \), \( H_1 = (D_1, w_{1,1}, \ldots, w_{q,1}) \), and \( \text{Tr}(H_0) = \text{Tr}(H_1) \). Also, \( \text{state}_i (1 \leq i \leq q + 1) \) is a polynomially bounded string that captures \( A_i \)'s state, and the probability is taken over the internal coins of \( \text{Keygen} \), \( A \), and the underlying \( \text{BuildIndex} \) algorithm.

We now present our simulation-based definition, which is similar to the non-adaptive definition, except that for all queries \( 0 \leq t \leq q \), we require the simulator, given only a partial trace of the history, to simulate the adversary on a partial view of the same history. More precisely, the challenger picks a secret key \( K \) and a history \( H_q \) over \( q \) queries, and for each query \( t \) between 0 and \( q \), requires the simulator to simulate, given only a partial trace of \( H_q \), an adversary \( A \) that is given a partial view of \( H_q \) under key \( K \). If the adversary can be simulated for each query under the same key \( K \), then it follows that during each query of an interaction between a user and a server, the SSE scheme leaks no partial information about the elements of the history beyond the outcome of the searches and the user’s search pattern.

Definition 3.9 (Adaptive Semantic Security for SSE). A SSE scheme is adaptively semantically secure if for all \( q \in \mathbb{N} \) and for all (non-uniform) probabilistic polynomial-time adversaries \( A \), there exists a (non-uniform) probabilistic polynomial-time algorithm (the simulator) \( S \) such that for all traces \( \text{Tr}_q \) of length \( q \), all polynomially samplable distributions \( \mathcal{H}_q \) over \( \{H_q \in 2^{2^\Delta} \times \Delta^q : \text{Tr}(H_q) = \text{Tr}_q\} \) (i.e., the set of histories with trace \( \text{Tr}_q \)), all functions \( f : \{0, 1\}^m \rightarrow \{0, 1\}^{\ell(m)} \) (where \( m = |H_q| \) and \( \ell(m) = \text{poly}(m) \)), all \( 0 \leq t \leq q \) and all polynomials \( p \) and sufficiently large \( k \):

\[
\left| \Pr \left[ A(V_K^t(H_q) = f(H_q^t)) \right] - \Pr \left[ S(\text{Tr}(H_q^t)) = f(H_q^t) \right] \right| < \frac{1}{p(k)}
\]

where \( H_q \overset{R}{\leftarrow} \mathcal{H}_q \), \( K \leftarrow \text{Keygen}(1^k) \), and the probabilities are taken over \( \mathcal{H}_q \) and the internal coins of \( \text{Keygen} \), \( A \), \( S \) and the underlying \( \text{BuildIndex} \) algorithm.

Theorem 3.10. Adaptive indistinguishability security of SSE is equivalent to adaptive semantic security of SSE.

The proof of this theorem is similar to (albeit more tedious than) that of Theorem 3.7; it will appear in the full version of this paper.

4 Efficient and Secure Searchable Symmetric Encryption

In this section we present our efficient SSE constructions, and state their security in terms of the definitions presented in Section 3. We start by introducing some additional notation and the data structures used by the constructions. Let \( \Delta', \Delta' \subseteq \Delta \), be the set of distinct words that exist in the document collection \( \mathcal{D} \). We assume that words in \( \Delta \) can be represented using at most \( p \) bits. Also, recall that \( \mathcal{D}(w) \) is the set of identifiers of documents in \( \mathcal{D} \) that contain word \( w \) ordered in lexicographic order.
We use several data structures, including arrays, linked lists and look-up tables. Given an array \( A \), we refer to the element at address \( i \) in \( A \) as \( A[i] \), and to the address of element \( x \) relative to \( A \) as \( \text{addr}(A(x)) \). So if \( A[i] = x \), then \( \text{addr}(A(x)) = i \). In addition, a linked list \( L \), stored in an array \( A \), is a set of nodes \( N_i = (v_i; \text{addr}(A(N_{i+1}))) \), where \( 1 \leq i \leq |L| \), \( v_i \) is an arbitrary string and \( \text{addr}(A(N_{i+1})) \) is the memory address of the next node in the list.

### 4.1 An efficient SSE construction

We first give an overview of our one-round non-adaptive SSE construction. We associate a single index \( I \) with a document collection \( D \). The index \( I \) consists of two data structures:

- an array \( A \), in which we store in encrypted form the set \( D(w) \), for each word \( w \in \Delta' \), and
- a look-up table \( T \), which contains information that enables one to locate and decrypt the appropriate elements from \( A \), for each word \( w \in \Delta' \).

We start with a collection of linked lists \( L_i \), \( w_i \in \Delta' \), where the nodes of each \( L_i \) are the identifiers of documents in \( D(w_i) \). We then write in the array \( A \) the nodes of all lists \( L_i \), “scrambled” in a random order and encrypted with randomly generated keys. Before encryption, the \( j \)-th node of \( L_i \) is augmented with information about the index in \( A \) of the \( (j+1) \)-th node of \( L_i \), together with the key used to encrypt it. In this way, given the position (index) in \( A \) and the decryption key for the first node of a list \( L_i \), the server will be able to locate and decrypt all the nodes in \( L_i \). Note that by storing in \( A \) the nodes of all lists \( L_i \) in a random order, the size of each \( L_i \) is hidden.

We now build a look-up table \( T \) that allows one to locate and decrypt the first element of each list \( L_i \). Each entry in \( T \) corresponds to a word \( w_i \in \Delta \) and consists of a pair \( \langle \text{address}, \text{value} \rangle \). The field \( \text{value} \) contains the index in \( A \) and the decryption key for the first element of \( L_i \). \( \text{value} \) is itself encrypted using the output of a pseudo-random function. The other field, \( \text{address} \), is simply used to locate an entry in \( T \). The look-up table \( T \) is managed using indirect addressing (described below).

The user computes both \( A \) and \( T \) based on the un-encrypted \( D \), and stores them on the server together with the encrypted \( D \). When the user wants to retrieve the documents that contain word \( w_i \), it computes the decryption key and the address for the corresponding entry in \( T \) and sends them to the server. The server locates and decrypts the given entry of \( T \), and gets the index in \( A \) and the decryption key for the first node of \( L_i \). Since each element of \( L_i \) contains information about the next element of \( L_i \), the server can locate and decrypt all the nodes of \( L_i \), which gives the identifiers in \( D(w_i) \).

#### Efficient storage and access of sparse tables.

We describe the indirect addressing method that we use to efficiently manage look-up tables. The entries of a look-up table \( T \) are tuples \( \langle \text{address}, \text{value} \rangle \), in which the \( \text{address} \) field is used is used as a virtual address to locate the entry in \( T \) that contains some \( \text{value} \) field. Given a parameter \( p \), a virtual address is from a domain of exponential size (i.e., from \( \{0,1\}^p \)). However, the maximum number of entries in a look-up table will be polynomial in \( p \), so the number of virtual addresses that are used can be approximated as \( \text{poly}(p) \). If, for a look-up table \( T \), the \( \text{address} \) field is from \( \{0,1\}^p \), the \( \text{value} \) field is from \( \{0,1\}^v \) and there are at most \( m \) entries in \( T \), then we say \( T \) is a \( (\{0,1\}^p \times \{0,1\}^v \times m) \)-look-up table.

Let \( \text{Addr} \) be the set of virtual addresses that are used for entries in a look-up table \( T \). We can efficiently store \( T \) such that, when given a virtual address, it returns the associated \( \text{value} \) field. We achieve this by organizing the \( \text{Addr} \) set in a so-called FKS dictionary [FKS84], an efficient data structure for storage of sparse tables that requires \( O(|\text{Addr}|) + o(|\text{Addr}|) \) storage and \( O(1) \) look-up time. In other words, given some virtual address \( A \), we are able to tell if \( A \in \text{Addr} \) and if so, return the associated \( \text{value} \) in constant look-up time. Addresses that are not in \( \text{Addr} \) are considered undefined.

#### SSE-1 in detail.

We are now ready to proceed to the details of the construction. Let \( k, \ell \) be security parameters and let \( (G, E, D) \) be a semantically secure symmetric encryption scheme with
Keygen($1^k, 1^l$): Generate random keys $s, y, z \overset{R}{\leftarrow} \{0, 1\}^k$ and output $K = (s, y, z, 1^l)$.

BuildIndex($K, D$):
1. Initialization:
   a) scan $D$ and build $\Delta'$, the set of distinct words in $D$. For each word $w \in \Delta'$, build $D(w)$;
   b) initialize a global counter $\text{ctr} = 1$.
2. Build array $A$:
   a) for each $w_i \in \Delta'$: (build a linked list $L_i$ with nodes $N_{i,j}$ and store it in array $A$)
      - generate $\kappa_{i,0} \overset{R}{\leftarrow} \{0, 1\}^l$
      - for $1 \leq j \leq |D(w_i)|$:
        - generate $\kappa_{i,j} \overset{R}{\leftarrow} \{0, 1\}^l$ and set node $N_{i,j} = \langle \text{id}(D_{i,j})\|\kappa_{i,j}\|\psi_s(\text{ctr} + 1) \rangle$, where $\text{id}(D_{i,j})$ is the $j^{th}$ identifier in $D(w_i)$;
        - compute $\mathcal{E}_{\kappa_{i,j-1}}(N_{i,j})$, and store it in $A[\psi_s(\text{ctr})]$;
        - $\text{ctr} = \text{ctr} + 1$
   b) for the last node of $L_i$ (i.e., $N_{i,|D(w_i)|}$), before encryption, set the address of the next node to NULL;
   b) let $m' = \sum_{w_i \in \Delta'} |D(w_i)|$. If $m' < m$, then set remaining $(m - m')$ entries of $A$ to random values of the same size as the existing $m'$ entries of $A$.
3. Build look-up table $T$:
   a) for each $w_i \in \Delta'$:
      - $\text{value} = \langle \text{addr}(A(N_{i,1}))\|\kappa_{i,0}\rangle \oplus f_y(w_i)$;
      - set $T[\pi_x(w_i)] = \text{value}$.
   b) if $|\Delta'| < |\Delta|$, then set the remaining $(|\Delta| - |\Delta'|)$ entries of $T$ to random values.
4. Output $I = (A, T)$.

Trapdoor($w$): Output $T_w = (\pi_z(w), f_y(w))$.

Search($I, T_w$):
1. Let $(\gamma, \eta) = T_w$. Retrieve $\theta = T[\gamma]$. Let $\langle \alpha \| \kappa \rangle = \theta \oplus \eta$.
2. Decrypt the list $L$ starting with the node at address $\alpha$ encrypted under key $\kappa$.
3. Output the list of document identifiers contained in $L$.

Figure 1: Efficient SSE construction (SSE-1)

$\mathcal{E} : \{0, 1\}^l \times \{0, 1\}^r \rightarrow \{0, 1\}^r$. In addition, we make use of one pseudo-random function $f$ and two pseudo-random permutations $\pi$ and $\psi$ with the following parameters:
- $f : \{0, 1\}^k \times \{0, 1\}^p \rightarrow \{0, 1\}^{l + \log_2(m)}$;
- $\pi : \{0, 1\}^k \times \{0, 1\}^p \rightarrow \{0, 1\}^p$; and
- $\psi : \{0, 1\}^k \times \{0, 1\}^{\log_2(m)} \rightarrow \{0, 1\}^{\log_2(m)}$.

Let $m$ be the total size of the plaintext document collection, expressed in units. A unit is the smallest possible size for a word (e.g., one byte).\(^5\) Let $A$ be an array of size $m$. Let $T$ be a ($\{0, 1\}^p \times \{0, 1\}^{l + \log_2(m) \times |\Delta|}$) look-up table, managed using indirect addressing as described previously. Our construction $\text{SSE-1} = (\text{Keygen, BuildIndex, Trapdoor, Search})$ is described in Fig. 1.

Consistent with our security definitions, SSE-1 reveals only the outcome and the pattern of a search, the total size of the encrypted document collection and the number of documents in $D$. Recall

\(^5\)If the documents are not encrypted with a length preserving encryption scheme or if they are compressed before encryption, then $m$ is the maximum between the total size of the plaintext $D$ and the total size of the encrypted $D$. Recall
that the array $A$ can be seen as a collection of linked lists $L_i$, where each $L_i$ contains the identifiers of documents containing word $w_i$. Let $m' = \sum_{w_i \in \Delta'} |L_i|$. If, for all $D_j \in \mathcal{D}$, a word does not appear more than once in document $D_j$, it is clear that $m = m'$. If the size of $A$ is smaller than $m$, then the array $A$ reveals that at least one document in $\mathcal{D}$ contains a word more than once. To avoid such leakage, we set the size of $A$ equal to $m$ and fill the $(m - m')$ remaining entries with random values. We follow the same line of reasoning for the look-up table $T$, which has at least one entry for each distinct word in $\mathcal{D}$. To avoid revealing the number of distinct words in $\mathcal{D}$, we add additional $(|\Delta| - |\Delta'|)$ entries in $T$, filled with random values, such that the number of entries in $T$ is always equal to $|\Delta|$. 

**Theorem 4.1.** SSE-1 is a non-adaptively secure SSE scheme.

**Proof.** For the proof, we follow the simulation-based approach of Definition 3.6. We describe a probabilistic polynomial-time simulator $S$ such that for all $q \in \mathbb{N}$, all probabilistic polynomial-time adversaries $A$, all polynomially-bounded functions $f$, all distributions $\mathcal{H}_q$, given $Tr(H_q)$, $S$ can simulate $A(V_K(H_q))$ with probability negligibly close to 1, where $H_q \xleftarrow{\$} \mathcal{H}_q$ and $K \leftarrow \text{Keygen}(1^k)$. More precisely, we show that $S(Tr(H_q))$ can generate a view $V_q^*$ such that $V_q^*$ is indistinguishable from $V_K(H_q)$. Recall that $Tr(H_q) = \{1, \ldots, n, |D_1|, \ldots, |D_n|, D(w_1), \ldots, D(w_q), \Pi_q\}$ and $V_K(H_q) = \{1, \ldots, n, E(D_1), \ldots, E(D_n), I_D, T_w_1, \ldots, T_w_q\}$. Further, recall that the parameters of the pseudo-random function $f$ and of the two pseudo-random permutations $\pi, \psi$ used to instantiate the scheme are known to $S$.

For $q = 0$, $S$ builds the set $V_q^* = \{1, \ldots, n, e_1^*, \ldots, e_n^*, I^*\}$ such that $e_i^* \xleftarrow{\$} \{0, 1\}^{1+|D_i|}$ for $1 \leq i \leq n$; and that $I^* = (A^*, T^*)$, where $A^*$ and $T^*$ are generated as follows:

**Generating $A^*$:** for $1 \leq i \leq m$, $S$ generates a random string $r_i \xleftarrow{\$} \{0, 1\}^{|D_i|}$ and sets $A^*[i] = r_i$.

**Generating $T^*$:** for $1 \leq i \leq |\Delta|$, $S$ generates pairs $(a_i^*, c_i^*)$ such that $a_i^* \xleftarrow{\$} \{0, 1\}^{|\mathcal{D}|}$, where each $a_i^*$ is distinct, and $c_i^* \xleftarrow{\$} \{0, 1\}^{|\mathcal{D}|}$. It then sets $T^*[a_i^*] = c_i^*$.

We claim that no probabilistic polynomial-time adversary $A$ can distinguish between $V_0^*$ and $V_K(H_0) = \{1, \ldots, n, E(D_1), \ldots, E(D_n), I_D\}$ for any $H_0$ (sampled from any distribution $\mathcal{H}_0$) and $K \leftarrow \text{Keygen}(1^k)$, otherwise, by a standard hybrid argument, $A$ could distinguish between at least one of the elements of $V_0^*$ and its corresponding element in $V_K(H_0)$. And we show that this is impossible since each element of $V_0^*$ is indistinguishable from its corresponding element in $V_K(H_0)$. Since, clearly, the document identifiers in $V_0^*$ and $V_K(H_0)$ are indistinguishable, we consider only the other elements.

**Encrypted documents:** for $1 \leq i \leq n$, $E(D_i)$ is indistinguishable from a random string $e_i^* \xleftarrow{\$} \{0, 1\}^r$ since $(G, \mathcal{E}, D)$ is semantically secure.

**Index:** Recall that $I_D = (A, T)$ and that $I^* = (A^*, T^*)$. Since $A$ consists of $m'$ semantically secure ciphertexts and $m - m'$ random strings of the same size, and $A^*$ consists of $m$ random strings of the same size, it follows that each element in $A^*$ will be indistinguishable from its counterpart in $A$.

Now recall that $T$ consists of $|\Delta|$ ciphertexts, $c_i$, generated by XOR-ing a message with the output of $f$, and of $|\Delta - \Delta'|$ random values of size $\ell + \log_2(m)$. $T^*$, on the other hand, consists of $|\Delta|$ random string of the same size. It follows then, that each element of $T$ and $T^*$ are indistinguishable, otherwise one could distinguish between the output of $f$ and a random string of size $\ell + \log_2(m)$.

For $q > 0$, $S$ constructs $V_q^* = \{1, \ldots, n, e_1^*, \ldots, e_n^*, I^*, T^*_1, \ldots, T^*_q\}$, such that $(e_1^*, \ldots, e_n^*)$ are random values (as in the case of $q = 0$) and that $I^* = (A^*, T^*)$, where $A^*$ and $T^*$ are generated as follows:


Generating $A^*$: To build $A^*$, $S$ runs step 2 of the BuildIndex algorithm of SSE-1 on the sets $(D(w_1), \ldots, D(w_q))$ (which it knows from its trace) with $|\Delta'| = q$ and using different random strings of size $\log_2(m)$ instead of $\psi(ctr)$.

Generating $T^*$: for $1 \leq i \leq q$, $S$ generates random values $\beta_i^* \xleftarrow{\text{R}} \{0,1\}^{\ell + \log_2(m)}$ and $a_i^* \xleftarrow{\text{R}} \{0,1\}^p$, and sets $T^*[a_i^*] = (\text{addr}_i(N_i,1) || \kappa_i,0) \oplus \beta_i^*$. It then inserts dummy entries into the remaining entries of $T^*$. So in other words, $S$ runs step 3 of the BuildIndex algorithm of SSE-1 with $|\Delta'| = q$, using $A^*$ instead of $A$, and using $\beta_i^*$ and $a_i^*$ instead of $f_q(w_i)$ and $\pi_q(w_i)$, respectively.

Generating $T_i^*$: $S$ sets $T_i^* = (a_i^*, \beta_i^*)$

The correctness of searching on $T^*$ using trapdoors $T_i^*$ follows trivially. We again claim that no probabilistic polynomial-time adversary $A$ can distinguish between $V_q^*$ and $V(H_q) = \{1, \ldots, n, E(D_1), \ldots, E(D_n), I_D, T_1, \ldots, T_q\}$ for any $H_q$, otherwise, by a standard hybrid argument, $A$ could distinguish between at least one of the elements of $V_q^*$ and its corresponding element in $V(H_q)$. We show that this is impossible since each element of $V_q^*$ is indistinguishable from its corresponding element in $V(H_q)$:

Encrypted documents: for $1 \leq i \leq n$, $E(D_i)$ is indistinguishable from a random string $e_i^* \xleftarrow{\text{R}} \{0,1\}^r$ since $(G, E, D)$ is semantically secure.

Index: Recall that $I_D = (A, T)$ and that $I^* = (A^*, T^*)$. Since $A$ consists of $m'$ semantically secure ciphertexts and $m - m'$ random strings of the same size, while $A^*$ consists of $q$ semantically secure ciphertexts and $m - q$ random strings of the same size, it follows that each element in $A^*$ will be indistinguishable from its counterpart in $A$, otherwise one could either distinguish between two semantically secure ciphertexts of the same size, or between a semantically secure ciphertext and a random string of the same size.

Now recall that $T$ consists of $|\Delta'|$ ciphertexts, $c_i$, generated by XOR-ing a message with the output of $f$, and of $|\Delta - \Delta'|$ random values of size $\ell + \log_2(m)$. $T^*$, on the other hand, consists of $q$ ciphertexts generated by XOR-ing a message with a random string $\beta_i^*$ of length $\ell + \log_2(m)$, and $|\Delta| - q$ random strings of the same length. It follows that each element of $T$ and $T^*$ are indistinguishable, otherwise one could distinguish between the output of $f$ and a random string.

Trapdoors: for $1 \leq j \leq q$, $T_j$ is indistinguishable from $T_j^*$, otherwise one could distinguish between the output of $\pi$ and a random string of size $p$ or between the output of $f$ and a random string of size $\ell + \log_2(m)$.

Regarding efficiency, we remark that each query takes only one round, and $O(1)$ message size. In terms of storage, the demands are $O(1)$ on the user and $O(m)$ on the server; more specifically, in addition to the encrypted $D$, the server stores the index $I$, which has size $O(m)$, and the look-up table $T$, which has size $O(|\Delta|)$. Since the size of encrypted $D$ is $O(m)$, accommodating the auxiliary data structures used for searching does not change (asymptotically) the storage requirements for the server. The user spends $O(1)$ time to compute a trapdoor, while for a query for word $w$, the server spends time proportional to $|D(w)|$.

4.2 Adaptive SSE security

While our SSE-1 construction is efficient, it is only proven secure against non-adaptive adversaries. We now show a second construction, SSE-2, which achieves semantic security against adaptive adversaries, at the price of requiring higher communication size per query and more storage on the server. (Asymptotically, however, costs are the same—see Table 1.)
Keygen($1^k$): Generate random key $s \xleftarrow{\$} \{0,1\}^k$ and output $K = s$.

BuildIndex($K, D$):
1. Initialization:
   - scan $D$ and build $\Delta'$, the set of distinct words in $D$. For each word $w \in \Delta'$, build $D(w)$.
2. Build look-up table $T$:
   a) for each $w_i \in \Delta'$:
      - for $1 \leq j \leq |D(w_i)|$:
        - value = id($D_{i,j}$), where id($D_{i,j}$) is the $j^{th}$ identifier in $D(w_i)$;
        - set $T[\pi_s(w_i||j)] = \text{value}$.
   b) let $m' = \sum_{w_i \in \Delta'} |D(w_i)|$. If $m' < m$, then set values for the remaining $(m - m')$ entries such that for all $D \in D$, it holds that value = id($D$) for exactly $\max$ entries. Also, set the address field of these remaining entries to random values.
3. Output $I = T$.

Trapdoor($w$): Output $T_w = (T_{w_1}, \ldots, T_{w_{\max}}) = (\pi_s(w||1), \ldots, \pi_s(w||\max))$.

Search($I, T_w$): For $1 \leq i \leq \max$: retrieve id = $T[T_{w_i}]$ and output id.

Figure 2: Adaptively secure SSE construction (SSE-2)

The difficulty of proving our SSE-1 construction secure against an adaptive adversary stems from the difficulty of creating in advance a view for the adversary that would be consistent with future (unknown) queries. Given the intricate structure of the SSE-1 construction, with each word having a corresponding linked list whose nodes are stored encrypted and in a random order, building an appropriate index is quite challenging. We circumvent this problem as follows.

For a given word $w$ and a given integer $j$, we derive a label for $w$ by concatenating $w$ with $j$ ($j$ is first converted to a string of characters). For example, if $w$ is “coin” and $j$ is 1, then $w||j$ is “coin1”. We define the family of a word $w \in \Delta'$ to be the set of labels $F_w = \{w||j : 1 \leq j \leq |D(w)|\}$. For example, if the word “coin” appears in three documents, then $F_w = \{“coin1”, “coin2”, “coin3”\}$. Now, for each word $w \in \Delta'$, we choose not to keep a list of nodes with the identifiers in $D(w)$, but instead to simply derive the family $F_w$ of $w$, and insert the elements of $F_w$ into the index. Searching for $w$ becomes equivalent with searching for all the labels in $w$’s family. Since each label in $w$’s family will appear in only one document, a search for it “reveals” only one entry in the index. Translated to the proof, this will allow the simulator to easily construct a view for the adversary that is indistinguishable from a real view.

We now give an overview of the SSE-2 construction. We associate with the document collection $D$ an index $I$, that consists of a look-up table $T$. For each label in a word $w$’s family, we add an entry in $T$, whose value field is the identifier of the document that contains an instance of $w$. In order to hide the number of distinct words in each document, we have to “pad” the look-up table $T$ such that the identifier of each document appears in the same number of entries. The search for a word $w$ is slightly different than for the SSE-1 construction: a user needs to search for all the labels in $w$’s family.

Let $k$ be a security parameter. We use a pseudo-random permutation $\pi : \{0,1\}^k \times \{0,1\}^p \rightarrow \{0,1\}^p$. Recall that a unit is the smallest possible size for a word (e.g. one byte). Also, recall that $\Delta'$ is the set of distinct words that exist in $D$. Let $\max$ be the size of the largest plaintext document in $D$, expressed in units. Let $m = \max - n$, where $n$ is the number of documents in $D$. Let $T$ be a $\{0,1\}^p \times \{0,1\}^{\log_2(n) \times m}$ look-up table, managed using indirect addressing. The construction SSE-2 is described in Fig. 2.

**Theorem 4.2.** SSE-2 is an adaptively secure SSE scheme.

**Proof.** The idea behind the proof is to describe a simulator that can simulate the partial view of
an adversary given only the trace of a partial history. Following the simulation-based approach of Definition 3.9, we describe a probabilistic polynomial-time simulator $S$ such that for all $q \in \mathbb{N}$, all probabilistic polynomial-time adversaries $\mathcal{A}$, all polynomially-bounded functions $f$, all distributions $\mathcal{H}_q$, given $\mathcal{H}_q$, $S$ can simulate $\mathcal{A}(V^*_K(\mathcal{H}_q))$ for all $0 \leq t \leq q$ with probability negligibly close to 1, where $H_q \overset{R}{\leftarrow} \mathcal{H}_q$ and $K \leftarrow \text{Keygen}(1^k)$. More precisely, we show that, for all $0 \leq t \leq q$, $S(Tr(\mathcal{H}_q^t))$ can generate a view $(V^*_q)_t$ such that $(V^*_q)_t$ is indistinguishable from $V^*_K(\mathcal{H}_q)$.

In the SSE-2 construction, for each word, the labels in the word’s family are inserted into the index and each label appears in only one document. Searching for a word consists of searching for max labels in its family. Before proceeding further, we recall that the parameters of the pseudo-random permutation $\pi$ used to instantiate the scheme are known to $S$. Also, recall the notions of a view and of a trace in the context of the SSE-2 construction:

- $V_K(H_q) = (1, \ldots, n, \mathcal{E}(D_1), \ldots, \mathcal{E}(D_n), \mathcal{I}_D, T_1, \ldots, T_q)$
- $V^*_K(H_q) = (1, \ldots, n, \mathcal{E}(D_1), \ldots, \mathcal{E}(D_n), \mathcal{I}_D, T_1, \ldots, T_t)$, where $0 \leq t \leq q$
- $\text{Tr}(H_q) = (1, \ldots, n, |D_1|, \ldots, |D_n|, \mathcal{D}(w_1), \ldots, \mathcal{D}(w_t), \mathcal{I})$, where $\mathcal{D}(w_i) = (\mathcal{D}(w_i||1), \ldots, \mathcal{D}(w_i||\max))$, for $0 \leq i \leq q$
- $\text{Tr}(H_q^t) = (1, \ldots, n, |D_1|, \ldots, |D_n|, \mathcal{D}(w_1), \ldots, \mathcal{D}(w_t), \mathcal{I})$, where $\mathcal{D}(w_i) = (\mathcal{D}(w_i||1), \ldots, \mathcal{D}(w_i||\max))$, for $0 \leq i \leq t$ and $0 \leq t \leq q$

For a given $q$, the simulator must commit to an index before any queries are made, i.e. at time $t = 0$ the simulator generates an index $\mathcal{I}^*$ that will be included in all partial views $(V^*_q)_t$ used to simulate $\mathcal{A}$, for all $0 \leq t \leq q$. Note that although at time $t = 0$ the simulator has no knowledge about future queries, the index $\mathcal{I}^*$ must be indistinguishable from a real index $\mathcal{I}_D$ in $V^*_K(H_q)$, for all $0 \leq t \leq q$. Also, for all $0 \leq t \leq q$, the simulator includes in the partial view $(V^*_q)_t$ the document identifiers (which it knows from the trace of the partial history $\text{Tr}(H_q^0)$) and ciphertexts obtained by generating random values (of size known from $\text{Tr}(H_q^0)$). It follows trivially that the identifiers and ciphertexts in $(V^*_q)_t$ are indistinguishable from those in $V^*_K(H_q)$, for all $0 \leq t \leq q$. It then remains to show how $S$ constructs the other elements in the view, namely the index and the trapdoors.

For $t = 0$, the simulator’s trace on the partial history $\text{Tr}(H_q^0)$ contains among other things, the identifiers of each document in the collection. $S$ constructs (and includes in $(V^*_q)_t$) the index $\mathcal{I}^*$ as a $(\{0, 1\}^p \times \{0, 1\}^{\lceil\log_2(n)\rceil} \times m)$ look-up table $\mathcal{T}^*$, where $m = \max \cdot n$ and $\mathcal{T}^*$ contains max copies of each document’s identifier inserted at random locations. $S$ keeps a copy of $\mathcal{T}^*$ in order to be able to simulate future partial views for $1 \leq t \leq q$. Given the algorithm used to construct a real index $\mathcal{I}$ included in the partial view $V^*_K(H_q)$, it is clear that $\mathcal{T}^*$ is indistinguishable from $\mathcal{I}$, otherwise one could distinguish between the output of $\pi$ and a random string of size $p$. Thus, $(V^*_q)_t$ is indistinguishable from $V^*_K(H_q)$.

For $1 \leq t \leq q$, the simulator includes in the partial view $(V^*_q)_t$ the index $\mathcal{I}^*$ which was computed for $t = 0$ and which was established above to be indistinguishable from a real index $\mathcal{I}$ in a partial view $V^*_K(H_q)$. Recall that $\mathcal{I}^*$ consists of a look-up table $\mathcal{T}^*$ and that $\text{Tr}(H_q^t)$ contains the search pattern matrix $\Pi$ for the $t$ queries in $\text{Tr}(H_q^t)$. We describe how $S$ constructs the trapdoors $(T_1^t, \ldots, T_t^t)$ included in $(V^*_q)_t$. $S$ reuses the trapdoors $(T_1^t, \ldots, T_{t-1}^t)$ that were included in $(V^*_q)^{t-1}$ (We assume that $S$ remembers $(V^*_q)^{t-1}$ and can reuse the trapdoors in it; alternatively, $S$ can reconstruct these trapdoors from $\text{Tr}(H_q^{t-1})$, one by one in the same manner we will show how to construct $T_t^t$ from $\mathcal{D}(w_t)$ and $\Pi$). To construct $T_t^t$, $S$ first checks if $H_q^{t-1}$ contains $w_t$ (by checking if $\Pi_{tj} = 1$ for any $1 \leq j \leq t - 1$). If negative, then for each label $w_t||i$, with $1 \leq i \leq \max$, $S$ randomly picks an address $\text{addr}_i$ from $\mathcal{T}^*$ such that $\mathcal{T}^*[\text{addr}_i] = \mathcal{D}(w_t||i)$, and constructs trapdoor $T_i^t = (\text{addr}_1, \ldots, \text{addr}_\max)$. Also, $S$ remembers the association between $T_i^t$ and $w_t$. Otherwise, if $H_q^{t-1}$ contains $w_t$, then $S$
retrieves the trapdoor associated with \( w_t \) and assigns it to \( T_t^* \). This ensures that if \( H_q^t \) contains repeated words, the corresponding trapdoors included in \((V_q^t)^*\) are identical.

It’s easy to see that the trapdoors \((T_1^*, \ldots, T_q^*)\) in \((V_q^t)^*\) are indistinguishable from the trapdoors \((T_1, \ldots, T_q)\) in \( V_K^t(H_q) \), otherwise one could distinguish between the output of \( \pi \) and a random string of size \( p \). Thus, \((V_q^t)^*\) is indistinguishable from \( V_K^t(H_q) \), for all \( 0 \leq t \leq q \).

Just like SSE-1, SSE-2 requires for each query one round of communication and an amount of computation on the server proportional with the number of documents that match the query (i.e., \( O(|D(w)|) \)). Similarly, the storage and computational demands on the user are \( O(1) \). The communication is equal to \( \max \) and the storage on the server is increased by a factor of \( \max \) when compared to SSE-1. We note that the communication cost can be reduced if in each entry of \( T \) corresponding to an element in some word \( w \)’s family, we also store \( |D(w)| \) in encrypted form. In this way, after searching for a label in \( w \)’s family, the user will know \( |D(w)| \) and can derive \( F_w \). The user can then send in a single round all the trapdoors corresponding to the remaining labels in \( w \)’s family.

4.3 Secure updates

We allow for secure updates to the document collection in the sense defined by Chang and Mitzenmacher [CM05]: each time the user adds a new set \( \zeta \) of encrypted documents, \( \zeta \) is considered a separate document collection. Old trapdoors cannot be used to search newly submitted documents, as the new documents are part of a collection indexed using different secrets. If we consider the submission of the original document collection an update, then after \( u \) updates, there will be \( u \) document collections stored on the server. In the previously proposed solution [CM05], the user sends a pseudo-random seed for each document collection, which implies that queries have size \( O(u) \). We propose a solution that achieves better bounds for the size of queries (namely queries have size \( O(\log u) \)) and for the amount of computation at the server. For applications where the number of queries dominates the number of updates, our solution may significantly reduce the communication size and the server’s computation.

When the user performs an update, i.e. submits a set \( \zeta^a \) of new documents, the server checks if there exists (from previous updates) a document collection \( \zeta^b \) such that \( |\zeta^b| \leq |\zeta^a| \). If so, then the server sends \( \zeta^b \) back to the user, and the user combines \( \zeta^a \) and \( \zeta^b \) into a single collection \( \zeta^c \) with \( |\zeta^a| + |\zeta^b| \) documents for which it re-computes the index. The server stores the combined document collection \( \zeta^c \) and its index \( \mathcal{I}_c \), and deletes the composing document collections \( \zeta^a, \zeta^b \) and their indexes \( \mathcal{I}_a, \mathcal{I}_b \). Note that \( \zeta^c \) and its index \( \mathcal{I}_c \) will not reveal anything more than what was already revealed by the \( \zeta^a, \zeta^b \) and their indexes \( \mathcal{I}_a, \mathcal{I}_b \), since one can trivially reduce the security of the combined collection to the security of the composing collections.

Next, we analyze the number of document collections that results after \( u \) updates using the method proposed above. Without loss of generality, we assume that each update consists of one new document. Then, it can be shown that after \( u \) updates, the number of document collections is given by the the Hamming weight of \( f(u) \). Note that \( f(u) \in [1, \lceil \log(u + 1) \rceil] \). This means that after \( u \) updates, there will be at most \( \log(u) \) document collections, thus the queries sent by the user have size \( O(\log u) \) and the search can be done in \( O(\log u) \) by the server (as opposed to \( O(u) \) in [CM05]).

5 Multi-User Searchable Encryption

In this section we consider the natural extension to the SSE setting where a user owns a document collection, but an arbitrary group of users can submit queries to search his collection. A familiar question arises in this new setting, that of managing access privileges, but while preserving privacy with respect to the server. We first present a definition of a multi-user searchable encryption scheme.
A multi-user SSE scheme is run by a user (including authorized user and then as a revoked user). We use a probabilistic key generation algorithm that is run by the owner. As such, a user can run \( M_{\text{Keygen}} \) where the probability is taken over \( M \) a collection of six polynomial-time algorithms \( M_{\text{SSE}} = (M_{\text{Keygen}}, M_{\text{BuildIndex}}, \text{AddUser}, \text{RevokeUser}, M_{\text{Trapdoor}}, M_{\text{Search}}) \) such that:

\( M_{\text{Keygen}}(1^k) \) is a probabilistic key generation algorithm that is run by the owner \( O \) to setup the scheme. It takes a security parameter \( k \), and returns an owner secret key, \( K_O \).

\( M_{\text{BuildIndex}}(K_O, D) \) is run by \( O \) to construct indexes. It takes the owner’s secret key \( K_O \) and a document collection \( D \) as inputs, and returns an index \( I \).

\( \text{AddUser}(K_O, U) \) is run by \( O \) whenever it wishes to add a user to the group \( G \). It takes the owner’s secret key \( K_O \) and a user \( U \) as inputs, and returns \( U \)’s secret key, \( K_U \).

\( \text{RevokeUser}(K_O, U) \) is run by \( O \) whenever it wishes to revoke a user from \( G \). It takes the owner’s secret key \( K_O \) and a user \( U \) as inputs, and revokes the user’s searching privileges.

\( M_{\text{Trapdoor}}(K_U, w) \) is run by a user (including \( O \)) in order to generate a trapdoor for a given word. It takes a user’s secret key \( K_U \) and a word \( w \) as inputs, and returns a trapdoor \( T_{U,w} \).

\( M_{\text{Search}}(I_D, T_{U,w}) \) is run by the server \( S \) in order to search for the documents in \( D \) that contain word \( w \). It takes the index \( I_D \) for collection \( D \) and the trapdoor \( T_{U,w} \) for word \( w \) as inputs, and returns \( D(w) \) if user \( U \in G \) and \( \bot \) if user \( U \notin G \).

We briefly discuss here notions of security that a multi-user SSE scheme should achieve. It should be clear that the (semantic) security of a multi-user scheme can be reduced to the semantic security of the underlying single-user scheme. The reason is that in the multi-user case, just like in the single-user case, the adversary \( A \) wins the game if it is able to generate a valid trapdoor \( T_{A,w} \) for some word \( w \), after it has been revoked.

**Definition 5.1** (Multi-User Searchable Symmetric Encryption Scheme). A multi-user SSE scheme is a collection of six polynomial-time algorithms \( M_{\text{SSE}} = (M_{\text{Keygen}}, M_{\text{BuildIndex}}, \text{AddUser}, \text{RevokeUser}, M_{\text{Trapdoor}}, M_{\text{Search}}) \) such that:

\[
\Pr \left[ T' = M_{\text{Trapdoor}}(K_U, w) : K_O \leftarrow M_{\text{Keygen}}(1^k); K_A \leftarrow \text{AddUser}(K_O, A); \right.ight.
\]

\[
\left. \text{state} \leftarrow A_1^{M_{\text{BuildIndex}}(K_O)}(w_k); \right.\]

\[
\left. \text{RevokeUser}(K_O, A); \right.\]

\[
(w, T') \leftarrow A_2^{M_{\text{Trapdoor}}(K_O)}(\text{state}); \right.\]

where the probability is taken over \( M_{\text{Keygen}}, A \) and \( M_{\text{BuildIndex}} \)'s internal coins.

In this definition, the adversary runs in two stages, \( A_1 \) and \( A_2 \), representing its status as an authorized user and then as a revoked user. We use \( \text{state} \) to represent the knowledge gained by \( A_1 \), which is then being passed to \( A_2 \). The adversary \( A \) wins the game if it is able to generate a valid trapdoor \( T_{A,w} \) for some word \( w \), after it has been revoked.

**Remarks.** We point out that users receive their long-lived secrets for the BE scheme only when they are given search authorization. As such, a user \( U \) that has not joined the system yet can run the \( M_{\text{Trapdoor}} \) algorithm and retrieve \( \mathcal{E}_{\mathcal{N},R}^{\text{BE}}(r) \) from the server. However, since \( U \) does not know its long-lived secrets, it will not be able to recover \( r \). Similarly, when a revoked user \( U \) retrieves \( \mathcal{E}_{\mathcal{N},R}^{\text{BE}}(r) \) from the server, it cannot recover \( r \) because \( U \in R \). Moreover, even though a revoked user which has been re-authorized to search could recover (old) values of \( r \) used while being revoked, these values are no longer of interest.
The fact that backward secrecy is not needed for the BE scheme makes the AddUser algorithm more efficient, since it does not require the owner to send a message to the server.

Our construction makes use of a single-user SSE scheme and a broadcast encryption (BE) scheme. Recall that in BE, a center encrypts a message \( m \) to a group \( G \) of privileged users who are allowed to access the message. The group \( G \) can be dynamically changing, as users can be added to or removed from \( G \). Although the encrypted message can be received by a larger set \( N \) of receivers, only the users in \( G \) can recover the message. When a user joins the system, it receives a set of secrets, referred to as long-lived secrets. The long-lived secrets are distinct for each user. Given an encrypted message, the long-lived secrets allow a user to decrypt it only if the user was non-revoked at the time the message was encrypted. We use off-the-shelf BE as a building block in our multi-user secure index construction in order to efficiently manage user revocation.

We now provide an overview of the construction. In order to retrieve the documents that contain the word \( w \), an authorized user \( u \) computes a regular single-user trapdoor \( T_{U,w} \), but applies on it a pseudo-random permutation \( \phi \) keyed with a secret key \( r \) before sending it to the server. The server, upon receiving \( \phi_r(T_{U,w}) \), recovers the trapdoor by computing \( T_{U,w} = \phi_r^{-1}(\phi_r(T_{U,w})) \). The key \( r \) currently used for \( \phi \) is only known by the owner, by the set of currently authorized users and by the server. Each time a user is revoked, the owner picks a new \( r \) and stores it on the server encrypted such that only non-revoked users can decrypt it. Broadcast encryption provides an efficient method to distribute \( r \) to the set of non-revoked users. The server will use the new \( r \) to compute \( \phi_r^{-1} \) for subsequent queries. Revoked users cannot recover the current \( r \) and, with overwhelming probability, their queries will not yield a valid trapdoor after the server applies \( \phi_r^{-1} \).

When the owner \( O \) of a document collection \( D \) gives a user \( U \) permission to search through \( D \), it sends to \( U \) all the secret information needed to perform searches in a single-user context. The extra layer given by the pseudo-random permutation \( \phi \), together with the guarantees offered by the BE scheme and the assumption that the server is honest-but-curious, is what prevents users from performing successful searches once they are revoked.

Next we describe the multi-user SSE construction in detail. Let \( \text{SSE} = (\text{Keygen}, \text{BuildIndex}, \text{Trapdoor}, \text{Search}) \) be a single-user SSE scheme and \( \text{BE} = (\mathcal{G}^{\text{BE}}, \mathcal{E}^{\text{BE}}, \mathcal{D}^{\text{BE}}) \) be a broadcast encryption scheme. We require a standard security notion for the BE scheme, namely that it provide revocation-scheme security against a coalition of all revoked users and that its key assignment algorithm satisfies key indistinguishability. Recall that we let \( N \) denote the set of all users, and \( G \subseteq N \) the set of users (currently) authorized to search; let \( R \) denote the set of revoked users. Let \( \phi \) be a pseudo-random permutation such that \( \phi : \{0,1\}^k \times \{0,1\}^{p+\log_2(m)+\ell} \rightarrow \{0,1\}^{p+\log_2(m)+\ell} \). Our multi-user construction \( \text{M-SSE} = (\text{MKeygen}, \text{MBuildIndex}, \text{AddUser}, \text{RevokeUser}, \text{MTrapdoor}, \text{MSearch}) \) is described in Fig. 3.

Our multi-user construction is very efficient on the server side: when given a trapdoor, the server only needs to evaluate a pseudo-random permutation in order to determine if the user is revoked. If access control mechanisms were used instead for this step, a “heavier” authentication protocol would be required.
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\(^6\)Note that \( O \) should possess an additional secret that will not be shared with \( u \) and that allows him to perform authentication with the server when he wants to update \( D \). This guarantees that only \( O \) can perform updates to \( D \).
MKeygen(1^k, 1^ℓ): let K^* ← Keygen(1^k, 1^ℓ) and r \overset{R}{\leftarrow} \{0,1\}^k. Output K_O = (K^*, r).

MBuildIndex(K_O, D): run I^* ← BuildIndex(K^*, D). Initialize the BE scheme. Set R = \{∅\}. Send r and \mathcal{S}_K^B(r) to the server. Output I^m = I^*.

AddUser(K_O, U): send K_U = (K^*, r) to user U, where r is the current key used for φ. Also send to U the long-lived secrets needed for the BE scheme.

RevokeUser(K_O, U): R = R \cup \{U\}. Pick a new key r' \overset{R}{\leftarrow} \{0,1\}^k and send r' and \mathcal{S}^BE_{S \in R \cup \{U\}}(r') to S. S overwrites the old values of r and \mathcal{S}^BE_{S \in R \cup \{U\}}(r') with r' and \mathcal{S}^BE_{S \in R \cup \{U\}}(r'), respectively.

MTrapdoor(K_U, w): let T^*_w ← Trapdoor(K^*, w). Retrieve \mathcal{S}_K^B(r) from S and use the long-lived BE secrets to recover r. Output T_{U,w}^m = \phi_r(T^*_w).

MSearch(I^m, T_{U,w}^m): recover T_{U,w}^m = \phi_r^{-1}(T_{U,w}^m); let T_{w}^s = (γ, η). If γ is a valid virtual address (according to the initialization step of BuildIndex, called by MBuildIndex), then run Search(I^m, T_{U,w}^m) and return its output. Otherwise, return ⊥.

Figure 3: Multi-user SSE construction (M-SSE)
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A Basic Primitives

Definition A.1 (Semantic Security against Adaptive Chosen-Ciphertext Attacks). We say that a symmetric encryption scheme is semantically secure against adaptive chosen-ciphertext attacks (IND-CCA2) if for all probabilistic polynomial-time adversaries $\mathcal{A}$, all polynomials $p$ and sufficiently large $k$:

$$\Pr \left[ b' = b : K \leftarrow \mathcal{G}(1^k); (m_0, m_1) \leftarrow A^{\mathcal{E}_K(\cdot), \mathcal{D}_K(\cdot)}; b \leftarrow \{0, 1\}; c \leftarrow \mathcal{E}_K(m_b); b' \leftarrow A^{\mathcal{E}_K(\cdot), \mathcal{D}_K(\cdot)}(c) \right] < \frac{1}{p(k)}$$

with the restriction that $|m_0| = |m_1|$, that $\mathcal{A}$ cannot query its decryption oracle with $c$, and where the probability is taken over $\mathcal{G}$, $\mathcal{E}$ and $\mathcal{A}$’s internal coins.

Definition A.2 (Pseudo-random Functions and Permutations). Let $\mathcal{F}$ be the set of all functions from $\{0, 1\}^n$ to $\{0, 1\}^m$. A function $f : \{0, 1\}^k \times \{0, 1\}^n \rightarrow \{0, 1\}^m$ is pseudo-random if it is computable in polynomial time and if for all probabilistic polynomial-time adversaries $\mathcal{A}$, all polynomials $p$ and sufficiently large $k$:

$$\left| \Pr \left[ A^{f(\cdot)} = 1 : K \leftarrow \{0, 1\}^k \right] - \Pr \left[ A^{g(\cdot)} = 1 : g \leftarrow \mathcal{F} \right] \right| < \frac{1}{p(k)}$$

where the probabilities are taken over the internal coins of $\mathcal{A}$ and the choice of $K$ and $g$. If $f$ is bijective then it is a pseudo-random permutation.
B Limitations of Previous SSE Definitions

To date, two definitions of security have been used for SSE schemes: indistinguishability against chosen-keyword attacks (IND2-CKA), introduced by Goh [Goh03], and a simulation-based definition introduced by Chang and Mitzenmacher [CM05]. We point out their shortcomings in turn.

Indistinguishability-based SSE definitions. Intuitively, the notion of security that IND2-CKA tries to achieve can be described as follows: given access to a set of indexes, the adversary (i.e., the server) is not able to learn any partial information about the underlying document that he cannot learn from using a trapdoor that was given to him by the client, and this holds even against adversaries that can trick the client into generating indexes and trapdoors for documents and keywords of its choice (i.e., chosen-keyword attacks).

Definition B.1 (IND2-CKA [Goh03]). A SSE scheme (Keygen, BuildIndex, Trapdoor, Search) is IND2-CKA if for all probabilistic polynomial-time adversaries \( A = (A_1, A_2) \), all polynomials \( p \) and sufficiently large \( k \):

\[
\Pr \left[ b' = b : K \leftarrow \text{Keygen}(1^k); (D_0, D_1, \text{state}) \leftarrow A_1^{\text{BuildIndex}(K,:),\text{Trapdoor}(K,:)}, b \leftarrow \{0,1\}; I_b \leftarrow \text{BuildIndex}(K,D_b); b' \leftarrow A_2^{\text{BuildIndex}(K,:),\text{Trapdoor}(K:)}(I_b, D_0, D_1, \text{state}) \right] < \frac{1}{2} + \frac{1}{p(k)}
\]

with the restriction that \( A_1 \) must choose \((D_0, D_1)\) such that Search\((I_0, T) = \text{Search}(I_1, T)\) for all \( T \) generated using its Trapdoor oracle and the restriction that \( A_2 \) cannot query its Trapdoor oracle on any word in \((D_0 \cup D_1) \setminus (D_0 \cap D_1)\). Also, state is a polynomially bounded string that captures \( A_1 \)'s state, and the probability is taken over Keygen, \( A \) and BuildIndex's internal coins.

We remark that Goh's work addresses a larger problem than searchable encryption, namely that of secure indexes, which are secure data structures that have many uses, only one of which is searchable encryption. And as Goh remarks (cf. Note 1, p. 5 of [Goh03]), IND2-CKA does not explicitly require that trapdoors be secure since this is not a requirement for all applications of secure indexes. Therefore, IND2-CKA is clearly not an appropriate security definition for searchable encryption.

In addition, we point out that although one might be tempted to remedy the situation by introducing a second definition to guarantee the semantic security of trapdoors, this cannot be done in a straightforward manner. Indeed, first proving that an SSE scheme is IND2-CKA and then proving that its trapdoors are semantically secure does not imply that an adversary cannot recover the word being queried. In fact, as we now show, SSE schemes can be built with trapdoors that, taken independently, leak no partial information about the word being queried, but when combined with an index allow an adversary to recover the entire word. This illustrates that the security of indexes and the security of trapdoors are inherently linked.

We now give an SSE construction, SSE-0, that generates indexes that can be proven IND2-CKA, and trapdoors that can be proven semantically secure (in the sense that they leak no partial information about the underlying word), but that when taken together enable an adversary to recover the entire word. Before we describe the construction, we note that it is defined to operate on documents, as opposed to document collections. We chose to define it this way, as opposed to defining it according to Definition 3.1, so that we could use the original formulations of IND2-CKA (or IND-CKA). In particular, this means that to both build and search indexes, one must run the BuildIndex and the Search algorithms on each document in a collection \( D = (D_1, \ldots, D_n) \).

Let \( \Delta = (w_1, \ldots, w_d) \) be a dictionary of \( d \) words; we assume, without loss of generality, that each word is encoded as a bit string of length \( \lambda \). The construction also uses two pseudo-random...
permutations \( \pi \) and \( \psi \) with the following parameters: \( \pi : \{0,1\}^k \times \{0,1\}^{\lambda+\ell} \rightarrow \{0,1\}^{\lambda+\ell} \) and \( \psi : \{0,1\}^k \times \{0,1\}^\lambda \rightarrow \{0,1\}^\lambda \). (For simplicity, we let \( \pi(s,x) \overset{\text{def}}{=} \pi_s(x) \); similarly for \( \psi \).) Let \( \text{SSE-0} = (\text{Keygen}, \text{BuildIndex}, \text{Trapdoor}, \text{Test}) \) be a SSE scheme defined as follows:

\begin{align*}
\text{Keygen}(1^k): \ & \text{Generate two random keys } s, z \overset{R}{\leftarrow} \{0,1\}^k \text{ and set } K = (s, z). \\
\text{BuildIndex}(K, \Delta, D_i): & \begin{enumerate}
\item Instantiate an array \( A_i \) of \(|\Delta| \) elements;\footnote{We assume that \( A_i \) is “augmented” with an indirect addressing capability, namely, the ability to map \(|\Delta| \) values from an exponential-size domain into its entries. See the construction in Sect. 4.1 for an efficient way to achieve this.}
\item for each word \( w_j \in D_i \):
\begin{enumerate}
\item run \( \text{Trapdoor}(K, w_j) \) and keep \((\pi_s(w_j||i), \psi_z(w_j))\); \\
\item store \( \pi_s(w_j||i) \oplus (w_j||0^\ell) \) in \( A_i[\psi_z(w_j)] \);
\end{enumerate}
\item output \( I_i = A_i \).
\end{enumerate}
\text{Trapdoor}(K, w): \ & \text{Output } T_w = (\pi_s(w||1), \ldots, \pi_s(w||n), \psi_z(w)) \\
\text{Search}(I_i, T_w): \ & \text{Decrypt element by computing } A_i[\psi_z(w)] \oplus \pi_s(w||i). \text{ If the last } \ell \text{ bits of the result are equal to 0, then output true.}
\end{align*}

**Theorem B.2.** If \( \pi_s \) is a pseudo-random permutation, then \( \text{SSE-0} \) is IND2-CKA.

**Proof.** We show that given an adversary \( \mathcal{A} \) that breaks \( \text{SSE-0} \) in the IND2-CKA sense, we can construct an adversary \( \mathcal{B} \) that can distinguish whether a permutation \( \pi \) is random or pseudo-random.

Let \( \psi : \{0,1\}^k \times \{0,1\}^\lambda \rightarrow \{0,1\}^\lambda \) be a pseudo-random permutation. \( \mathcal{B} \) is given oracle access to \( \pi \) and begins by generating a random value \( z \overset{R}{\leftarrow} \{0,1\}^k \). It then starts simulating \( \mathcal{A}_1 \), and answers its oracle queries as follows: for each \( \text{Trapdoor} \) query \( w \), \( \mathcal{B} \) answers with \( T_w = (\pi(w||1), \ldots, \pi(w||n), \psi_z(w)) \) by querying its own oracle and by using the pseudo-random permutation \( \psi_z \); for each \( \text{BuildIndex} \) query \( D \), \( \mathcal{B} \) runs the \( \text{BuildIndex} \) algorithm using its oracle and \( \psi_z \) (as the two underlying random permutations), and returns \( I_D \). After polynomially many queries, \( \mathcal{A}_1 \) outputs two documents \((D_0, D_1)\) such that \( \text{Search}(D_0, T) = \text{Search}(D_1, T) \) for all \( T \) returned by its oracle queries. \( \mathcal{B} \) then chooses a bit \( b \overset{R}{\leftarrow} \{0,1\} \) and constructs an index \( I_b \) from document \( D_b \), again by running \( \text{BuildIndex} \) and using its oracle \( \pi \) and \( \psi_z \) as the underlying random permutations. \( \mathcal{B} \) then returns \( I_b \) to \( \mathcal{A}_2 \) and answers \( \mathcal{A}_2 \)'s \( \text{Trapdoor} \) and \( \text{BuildIndex} \) queries as it did before and under the same restrictions. Finally, after polynomially many queries, \( \mathcal{A}_2 \) outputs a bit \( b' \) which represents its guess as to which document was used to generate \( I_b \). If \( b' = b \), then \( \mathcal{B} \) answers its own challenge with 0, indicating that \( \pi \) is a pseudo-random permutation; otherwise it outputs 1, indicating that \( \pi \) is a random permutation.

It follows from \( \mathcal{B} \)'s description that \( \mathcal{B} \) runs in polynomial time, so it remains to show that its advantage in distinguishing \( \pi \) is non-negligible. From Definition A.2 and the fact that \( \mathcal{B} \) outputs 0 if and only if \( \mathcal{A} \) outputs \( b' = b \), we know that:

\[
\Pr[\mathcal{B}^{\pi(\cdot)} = 0] - \Pr[\mathcal{B}^{\pi_s(\cdot)} = 0] = \Pr[b' = b \mid \pi \overset{R}{\leftarrow} \Pi] - \Pr[b' = b \mid s \overset{R}{\leftarrow} \{0,1\}^k]
\]

We claim that

\[
\Pr[b' = b \mid \pi \overset{R}{\leftarrow} \Pi] = \frac{1}{2} \tag{4}
\]

and that

\[
\Pr[b' = b \mid s \overset{R}{\leftarrow} \{0,1\}^k] \geq \frac{1}{2} + \frac{1}{p(k)} \tag{5}
\]
where $p$ is some arbitrary polynomial.

Since the indexes include the unique ID's of the underlying document, if $\pi$ is a pseudo-random permutation, then two indexes will be independent of each other to any probabilistic polynomial-time adversary, even if they are built from the same documents. This implies that $A$ cannot learn anything about its challenge index $I_b$ from its BuildIndex queries. We can therefore restrict our analysis to $A$'s distinguishing probability when only given its challenge.

We begin by establishing Equation (4). Since $\pi$ is a random permutation, $A$ will output $b' = b$ with probability exactly $\frac{1}{2}$. To see why, consider two documents $D_0 = (w_0)$ and $D_1 = (w_1)$ with one word each and suppose, for contradiction, that $A$ outputs $b' = b$ with probability larger than $\frac{1}{2}$. This means that when given $I_b = \pi(w_0)|b| \oplus (w_0)|b'|$, $A$ can determine whether $w_b = w_0$ or $w_b = w_1$ with probability larger than $\frac{1}{2}$. This is a contradiction, since it would imply that $A$ can “break” a one-time pad.

We now establish Equation (5). If $\pi$ is instantiated with a pseudo-random permutation, then $B$ simulates the IND2-CKA game perfectly and, by assumption, $A$ outputs $b' = b$ with non-negligible probability over $\frac{1}{2}$.

Notice that SSE-0's trapdoors do not leak any partial information about the underlying word since the trapdoors are generated using pseudo-random permutations. However, any adversary with access to a trapdoor $T_w = (\pi_s(w)|1), \ldots, \pi_s(w)|n, \psi_z(w))$ and a set of indexes $(A_1, \ldots, A_n)$ can recover $w$ by simply computing $A_i[\psi_z(w)] \oplus \pi_s(w)|i)$ for all $1 \leq i \leq n$.

Simulation-based SSE definitions. In [CM05], Chang and Mitzenmacher provide a definition of security for SSE that is intended to be stronger than IND2-CKA in the sense that it requires a scheme to output secure trapdoors. Unfortunately, it turns out that this definition can be trivially satisfied by any SSE scheme, even one that is insecure.

Definition B.3 ([CM05]). For all $q \in \mathbb{N}$, for all probabilistic polynomial-time adversaries $A$, all sets $\{D, w_1, \ldots, w_q-1\}$, all functions $f$, there exists a probabilistic polynomial-time algorithm (simulator) $S$ such that for all polynomials $p$ and sufficiently large $k$:

$$\left| \Pr[A(C_q) = f(\{D, w_1, \ldots, w_q\})] - \Pr[S(\{E(D), D(w_1), \ldots, D(w_q)\}) = f(\{D, w_1, \ldots, w_q\})] \right| < \frac{1}{p(k)}$$

where $C_q$ is the entire communication the server receives up to the $q^{th}$ query\(^8\) to and $k$ is the security parameter used for the index and trapdoor generation.

Note that the order of the quantifiers in the definition imply that the algorithm $S$ can depend on a set $\{D, w_1, \ldots, w_{q-1}\}$. This means that for any $q$ and any set $\{D, w_1, \ldots, w_{q-1}\}$, there will always exist a simulator that can compute some function $f$ of $\{D, w_1, \ldots, w_{q-1}\}$, given only $\{E(D), D(w_1), \ldots, D(w_{q-1})\}$. This can be corrected in one of two ways: either by changing the order of the quantifiers and requiring that for all $q \in \mathbb{N}$, for all adversaries, for all functions, there exists a simulator such that for all sets $\{D, w_1, \ldots, w_{q-1}\}$ the inequality in Definition B.3 holds; or, as we do in our own definition (see Definition 3.6), by requiring that the inequality hold over all distributions over the set of all possible sets of the form $\{D, w_1, \ldots, w_{q-1}\}$.

As mentioned in Section 1, Definition B.3 is inherently non-adaptive. Again, consider the natural way of using searchable encryption, where at time $t = 0$ a user submits an index to the server, then

---

\(^8\)While the original definition found in [CM05] defines $C_q$ to be the entire communication the server receives before the $q^{th}$ query, we define it differently in order to stay consistent with the rest of our paper. Note that this in no way changes the meaning of the definition.
at time $t = 1$ performs a search for word $w_1$ and receives the set of documents $D(w_1)$, at time $t = 2$ performs a search for word $w_2$ and receives the set of documents $D(w_2)$, and so on until $q$ searches are performed (i.e., until $t = q$). Our intuition about secure searchable encryption clearly tells us that at time $t = 0$, the adversary (i.e., the server) should not be able to recover any partial information about the documents from the index. Similarly, at time $t = 1$, the adversary should not be able to recover any partial information about the documents and $w_1$ from the index and the trapdoor for $w_1$. More generally, at time $t = i$, where $1 \leq i \leq q$, the adversary should not be able to recover any partial information about the documents and words $w_1$ through $w_i$ from the index and the corresponding trapdoors.

Returning to Definition B.3, notice that for a given $q \in \mathbb{N}$, the simulator is required to simulate $\mathcal{A}(C_q)$ (where $C_q$ is the entire communication between the user and the server over $q$ queries) when only given the encrypted documents and the search outcomes of the $q$ queries. But even if we are able to describe such a simulator, the only conclusion we can draw is that the entire communication $C_q$ leaks nothing beyond the outcome of the $q$ queries. However, we cannot conclude that the index can be simulated at time $t = 0$ given only the encrypted documents; or whether the index and trapdoor for $w_1$ can be simulated at time $t = 1$ given only the encrypted documents and $D(w_1)$. We note that the fact that Definition B.3 holds for all $q \in \mathbb{N}$, does not imply the previous statements since, for each different $q$, the underlying algorithms used to generate the elements of $C_q$ (i.e., the encryption scheme and the SSE scheme) might be used under a different secret key. Indeed, this assumption is implicit in the security proofs of the two constructions presented in [CM05], where for each $q \in \mathbb{N}$, the simulator is allowed to generate a different index (when $q \geq 0$) and different trapdoors (when $q \geq 1$).