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Mortality rates show strong seasonal effects, with all-cause
mortality rates highest in the winter.1–5 Over half of the excess
is due to cardiovascular disease with much of the remainder due
to respiratory diseases.1,2,4 The mechanisms underlying seas-
onal variation in mortality are not yet completely elucidated,
but may include outside and inside air temperature, wind chill
factors, snowfall, sunlight exposure, air pollution, activity pat-
tern, influenza incidence, psychological condition and/or food
intake, and their effects on pathophysiological mechanisms re-
lated to disease.6–9

Identification of groups who are at high risk for a seasonal
death offers the opportunity to both elucidate potential mech-
anisms and to design preventive strategies. Previous studies

have suggested that the winter excess may be greater amongst
people of lower social class10 (who may for example be less able
to afford housing insulation or central heating), older people
and those with pre-existing health problems.11 The seasonal
variation in blood pressure may be greater among smokers
compared to non-smokers,12 but few studies have examined
whether risk factors for premature morality identify groups
with greater seasonal effects. Most previous analyses have
examined routinely available mortality data and have therefore
had little information characterizing individual risk.

We sought therefore to determine in the Whitehall cohort
study of British civil servants the effect of season on all-cause
and cause-specific mortality. Furthermore we determined
whether seasonality effects were greater in high-risk groups
defined on the basis of age, employment grade, pre-existing
disease, or multivariate combinations of risk factors.

Subjects and Methods
A total of 19 019 male civil servants aged 40–69 years attended
the screening examination of the Whitehall study between
September 1967 and January 1970. More details regarding design
and methods are provided elsewhere.13 In short, each participant
filled in a standard questionnaire that included age, self-reported
smoking, civil servants’ employment grade and symptoms of
chest pain and chronic bronchitis. At the screening examination
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a single blood pressure reading was obtained with the
participant seated, blood was drawn for plasma cholesterol
estimation, a glucose tolerance test was conducted and a forced
expiratory volume in one second (FEV1) was measured.

High-risk groups were defined on the basis of age at death,
employment grade, prevalent ischaemic heart disease, prevalent
chronic bronchitis, or multivariate combinations of risk factors.
Age was categorized as 40–64 years, 65–74 years and >75 years.
Employment grade, a measure of socioeconomic status, was
categorized as high grades (administrative, professional and ex-
ecutive) and low grades (clerical and other grades, e.g. mes-
sengers and other unskilled workers). For the analyses using
employment grade, 886 men from the Diplomatic Service and
the British Council were excluded, as their employment status
was not comparable with the employment grades above. Prev-
alent ischaemic heart disease was defined by self-reported angina,
prolonged chest pain (‘pain of possible myocardial infarction’),
previous admission to hospital for ischaemic heart disease or an
electrocardiogram suggesting ischaemia (any of Minnesota
codes 1.1–3, 4.1–4, 5.1–3 or 7.1). Chronic bronchitis was
defined as the presence of persistent phlegm (MRC question-
naire). Finally, the participants were classified into groups with
differing degrees of risks. For each cause of death a multiple
logistic regression model was fitted to our data using the fol-
lowing terms: age, employment grade, systolic blood pressure,
plasma cholesterol concentration, FEV1, (adjusted for age and
height), smoking habits and the presence of diabetes or glucose
intolerance. Four separate risk scores (for all-cause, ischaemic
heart disease, cerebrovascular diseases, and respiratory diseases)
were computed from the coefficients of these regressions. The
participants were ranked according to each of these scores as
either low risk (,60th percentile), moderate risk (60–80th
percentile) or high risk (.80th percentile).

Records from 99.3% men were flagged at the National Health
Service Central Registry, which notified us of all deaths up to
the end of January 1995. Causes were classified according to the
International Classification of Disease, Eighth Revision (ICD-8). 
The following codes were analyzed: ischaemic heart disease
(410–414), cerebrovascular disease (430–438), other cardio-
vascular diseases (390–404, 420–429, 440–448), malignancy
(140–239) and respiratory disease (460–519). For 28 people,
cause of death was missing and these people were excluded
from all analyses. In total 18 841 men were followed up for at
least 25 years with 8347 having a known cause of death.

Data analyses

We created an expanded dataset for these analyses in which, for
each subject and each individual month of follow-up, a new
record was created giving the total days of follow-up during that
month. Deaths were allocated to the appropriate month, cur-
rent age group, calendar year and risk group. This analysis
allows for the fact that recruitment into the study took just over
2 years and also for the differing lengths of the months. This
expanded dataset was then summarized by computing the total
number of deaths from each specific cause and the total person
time at risk in these separate categories. Creation of the sum-
mary dataset was done using the statistical package SAS.14

Seasonal variation in mortality was modelled assuming that
the outcome of interest followed a sinusoidal curve with a
period of one year. This curve can be described mathematically

using just two parameters: a sine and cosine term. The test of
seasonality was computed using a likelihood ratio test with two
degrees of freedom by comparing two models, with and without
the seasonality terms. The models with the seasonal components
were also compared with models showing overall heterogeneity
between the 12 months to assess whether the seasonal model
described the month-to-month variation adequately. The
sinusoidal variations in mortality rates can be summarized using
two useful terms; one showing the month of peak incidence
and the other showing the estimated ratio of the highest (win-
ter) to lowest (summer) incidence rates. Both these terms can
be derived using the coefficients of the sine and cosine para-
meters and have been used to describe the seasonal effects
previously.15

For the analyses of the seasonal effect by age, employment
grade, multivariate risk score group and prevalent disease
status, the highest (winter) to lowest (summer) mortality rate
ratios were assessed for all calendar years combined. Tests for
differences in the magnitude of the seasonality effect between
risk groups were computed using the more conservative test of
heterogeneity, rather than test of trend. In cases where the
seasonality effect actually changes monotonically across risk
groups, a test for trend would have given a more extreme 
P-value.

All models for mortality were fitted using Poisson regression
with the statistical package GLIM, which was also used to
compute the mortality rate ratios and 95% CI.

Results
Figure 1 shows the seasonal variation in all-cause and cause-
specific mortality rates. The number of deaths, test of seas-
onality, estimated month of the peak incidence and the highest:
lowest ratio by cause of death are shown in Table 1. A strong
seasonal variation was seen for all-cause mortality. The pattern
was mainly due to seasonal variation in ischaemic heart
diseases, cerebrovascular diseases and respiratory diseases with
a slight effect due to ‘other cardiovascular’. No seasonal
fluctuation was seen for neoplasm and ‘other’ deaths. All
models containing seasonality terms showed adequate fits to
the observed month-by-month mortality rates. For most causes
of death showing seasonal effects, the winter peak was in
January. The largest relative fluctuation of the mortality rates
with season was seen for respiratory diseases. During the winter
peak the respiratory disease mortality rate was nearly twice
that of the lowest rate (1.98, 95% CI : 1.64–2.40). However,
ischaemic heart disease, the commonest cause of death,
contributed the greatest part to the absolute difference between
the lowest (summer) and the highest (winter) rates in all-cause
mortality and, together with respiratory disease accounted for
over three-quarters of this difference.

In Table 2 the amplitudes of the seasonal fluctuation are given
for three different age-at-death groups. The seasonal fluctuation
in all-cause mortality rates tended to increase with age (P-value
for heterogeneity = 0.06). However, this increase in seasonal
fluctuation with age was not so marked for the specific causes
which show a seasonal pattern (test of heterogeneity: P = 0.27
for ischaemic heart disease and P . 0.50 for cerebrovascular
diseases and respiratory diseases). The difference between the
seasonal variation in all-cause mortality of the younger and
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Figure 1 Seasonality in mortality rates by cause of death

Table 1 Number of deaths, heterogeneity of rates, test of seasonality, estimated date of the highest peak and rate ratio of the highest: lowest
mortality rates by cause of death

Overall Test of Rate ratio of
No. of heterogeneity of seasonality Month of highest highest:lowesta

Cause of death deaths rates with 11 d.f. with 2 d.f. mortality rate (95% CI)

All causes 8347 50.38*** 39.61*** January 1.22 (1.14–1.29)

Ischaemic heart disease 2858 32.52*** 20.45*** January 1.27 (1.14–1.41)

Cerebrovascular disease 661 19.55 8.17* January 1.37 (1.10–1.70)

Other cardiovascular diseases 694 13.31 4.04 December 1.24 (1.01–1.53)

Neoplasms 2489 6.44 2.43 April 1.09 (0.98–1.22)

Respiratory diseases 882 65.74*** 50.64*** January 1.98 (1.64–2.40)

Other deaths 763 8.55 0.78 November 1.09 (0.90–134)

a Ratio of highest mortality rate in ‘winter’:lowest mortality rate in ‘summer’, adjusted for age.

*** P , 0.001; ** P , 0.01; * P , 0.05.

Table 2 Ratio of highest:lowest mortality rates by cause of death and age at death

Age at death

40–64 years 65–74 years >75 years

Rate ratio of Rate ratio of Rate ratio of Test of hetero
No. of highest:lowesta No. of highest:lowesta No. of highest:lowesta geneity

Causes of death deaths (95% CI) deaths (95% CI) deaths (95% CI) P-value

All causes 1908 1.08 (1.0–1.2) 3422 1.23 (1.1–1.4) 3017 1.32 (1.2–1.5) 0.06

Ischaemic heart disease 794 1.11 (0.9–1.4) 1198 1.33 (1.1–1.6) 866 1.35 (1.1–1.6) 0.27

Cerebrovascular disease 85 1.78 (1.0–3.3) 261 1.68 (1.2–2.4) 315 1.37 (1.0–1.9) .0.5

Respiratory diseases 106 1.76 (1.0–3.0) 307 2.27 (1.6–3.2) 469 1.98 (1.5–2.6) .0.5

a Ratio of highest mortality rate in ‘winter’:lowest mortality rate in ‘summer’, adjusted for age.



older age groups was due to the different pattern of causes of
death in these age groups. The proportion of deaths due to
respiratory disease, which showed the largest seasonal
variation, increased from 5.6% at ages 40–64 up to 15.5 at ages
>75.

There is some indication that the amplitude of seasonal
fluctuation in mortality has decreased over recent decades.10,16

To test whether this trend continues in the last two decades we
calculated the amplitudes stratified both by age group and
calendar period. No clear decreasing effect of seasonal variation
in all-cause mortality was observed (results not shown).

However, this variation in all-cause mortality could be biased
by the pattern of causes of death. For that reason, we assessed
the amplitude of the seasonal fluctuation in those causes of
death that showed a seasonal pattern, i.e. cardiovascular dis-
eases and respiratory diseases. Table 3 shows that, after strati-
fying and controlling for age at death, in the last three decades
no clear decreasing effect of season on causes with a seasonal
pattern exists. However, the proportion of deaths due to seas-
onally-related causes decreased with calendar period and, with-
in each calendar period the proportion of deaths that were from
seasonally sensitive causes increased with age at death. The
month of the peak mortality rates were confined to a 3-month
period (December–February) for 17 of the 21 age-at-death and
calendar-period cells.

Compared to higher grades, the lower grades had higher rates
for mortality from most causes of death, but no significant
differences were seen in the seasonal fluctuations between the
two employment grades (P . 0.50 for all comparisons). The
seasonality effect for all-cause mortality, ischaemic heart
disease, stroke and respiratory mortality were 1.23, 1.34, 1.28
and 2.07 in the high grades and 1.22, 1.22 1.59 and 2.00 in the
low grades respectively.

Table 4 shows the amplitudes of the seasonal effect by groups
based on a multivariate cause-specific mortality risk score. For
all-cause mortality, the seasonality effect did not differ by risk
group. However for stroke mortality, the rate ratio was highest
in the high-risk group (1.61, 95% CI : 1.2–2.2) and lowest in
the low risk group (1.13, 95% CI : 0.7–1.7).

Table 5 shows the amplitudes of the seasonal effect by
presence of ischaemic heart disease or chronic bronchitis at
baseline. Men with prevalent ischaemic heart disease had a
higher seasonality effect on all-cause mortality (rate ratio 1.38,
95% CI : 1.2–1.6) than those without (rate ratio 1.18, 95% CI :
1.1–1.3) (P-value for heterogeneity = 0.03). Furthermore, non-
significant increases for the seasonally related causes of death
were observed.

Discussion
In a 25-year follow-up of over 18 000 men, the winter excesses
in ischaemic heart disease and respiratory disease together
explained more than three-quarters of the winter excess in all-
cause mortality. The burden of winter mortality excess was
greater among elderly people, since a larger proportion of
deaths in the elderly is from seasonally sensitive causes. Men
with prevalent ischaemic heart disease at baseline showed
significantly greater seasonality for all-cause mortality than
those without. Participants at high multivariate risk of all-cause,
coronary, stroke or respiratory mortality did not have greater

seasonality effects than those at lower risk. This suggests the
importance of other, as yet unidentified, factors in character-
izing groups in whom seasonal effects may be greater. Given
that the magnitude of seasonal differences in mortality did not
decline between 1967 and 1995, better understanding of the
causes of seasonal differences in mortality in order to inform
preventive intervention is urgent.17

An important strength in this study was the ability to test
whether the seasonal variation in mortality was larger among
high-risk groups, characterized by older age, low socioeconomic
status, prior disease or multivariate disease risk. It has been
hypothesized that elderly people are more sensitive to seasonal
effects, as it is likely that among elderly people influenza
epidemics are more frequent or that their body response to the
outside temperature is less adequate. Furthermore, blood
pressure may vary more among elderly people between winter
and summer.18,19 Our finding that the excess of deaths in
winter is larger among elderly people is consistent with this
hypothesis. However, in contrast to other studies which also
reported age-gradients for specific causes of death,2,4,10,20,21 in
our study the ratio of the mortality rate for specific causes of
death during winter and during summer did not increase
significantly with age. Thus, the difference between the sea-
sonal variation in all-cause mortality of the younger and older
age groups was not caused by a larger amplitude of the seasonal
variation among the elderly, but was due to the different
pattern of causes of death in these age groups. In other words,
elderly people are not more sensitive to seasonal effects, but
they are more likely to die from causes with a seasonal pattern.

It has been proposed that lower socioeconomic status may be
associated with a larger winter excess in mortality.4 This may
arise if lower grade employees were less able to protect them-
selves from the effects of temperature (for example because of
poorer housing insulation or less central heating) or, independ-
ent of temperature, were more prone to other seasonal pre-
cipitants of mortality, such as infection. Indeed it has further
been proposed that differences in domestic microclimate might
contribute to socioeconomic status differences in coronary mor-
tality.22 However, we found no evidence for greater seasonal
effects among those of lower social status, consistent with other
recent studies.23,24

We found no evidence that conventional risk factors iden-
tified groups in whom the seasonality effect was greater. The
seasonality effects were found consistently across disease-
specific risk groups defined from a multiple logistic regression
using age, employment grade, systolic blood pressure, cholesterol,
FEV1, smoking and diabetes. We further tested whether high-
risk groups defined by the Framingham risk equation25 for
cardiovascular disease were associated with greater seasonality,
but they were not (data not shown). This suggests the import-
ance of additional, as yet unidentified, factors in characterizing
groups in whom seasonality effects are greater. Possible factors,
which were not included in our analyses, are genetic factors
and/or environmental factors, such as food habits or climate
factors.

The importance of identifying such factors is underscored by
the lack of decline in seasonality effects between 1967–1995.
The marked increases in availability of domestic measures to
control ambient temperature as well as the increasing use of
influenza vaccination had no discernible effect on the degree of
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seasonal mortality. In absolute terms, the number of people
dying from seasonally sensitive diseases is decreasing. Curwen
et al., McDowall et al. and Seretakis et al. in the US reported a
decline in the seasonal variation by calendar period.10,16,22

McDowall et al. suggested that the decline in the seasonal vari-
ation from the 1960s to the 1980s was due to increased use of
a central heating system and an enormous fall in air pollution
period.10

A winter excess in coronary, stroke and respiratory mortality
is reported in several other studies.1,20,26–33 The mechanisms
explaining the seasonal variation in coronary, stroke and respir-
atory mortality are poorly understood. Climatic factors are
clearly important, with both outdoor and indoor air temper-
ature exerting biological effects on haemostasis, blood viscosity,
lipids, the sympathetic nervous system and vasoconstric-
tion.18,34,35 Other climatic factors may also be important, such
as sunlight, wind speed and air pollution. The rise in respiratory
diseases during winter might be explained by influenza
epidemics.16,21 Kunst et al. have reported that influenza may
explain 34% of the cold related mortality in The Netherlands.36

The rise in influenza might also cause a rise in cardiovascular
diseases during winter.37 Coronary disease is an inflammatory

process in which acute (or chronic) infections may stimulate
inflammatory pathways. Variation in the severity of the
influenza epidemics from year to year may have affected our
results. During years with a more severe influenza epidemic,
the seasonal variation in cardiovascular diseases might be
expected to be larger.

Humans, like other organisms, display seasonal behaviour;
food habits, activity patterns, smoking habits (more smoking
indoors during winter) and psychosocial factors such as
loneliness may all differ between winter and summer. Several
psychosocial stressors show a larger effect on blood pressure
during winter.38 Mundal et al. showed that the seasonal fluc-
tuation in physical fitness may provide an explanation for the
seasonal variation in blood pressure.39 Several other cardio-
vascular risk factors have been shown to exhibit seasonal
variation; e.g. cholesterol,35,40,41 haemostatic factors, fibrino-
gen,15,35,37,42–44 and blood pressure.12,34,45

A further strength of the study is its population basis. In
several studies the winter excess in mortality is examined in
hospital-based studies.34,38,46 Rothwell reported that the
widely varying winter excess in mortality in hospital-based
studies might be an artifact of a variation in the likelihood of
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Table 4 Ratio of highest:lowest mortality rates by causes of death and multivariate risk score

Disease-specific risk groupa

Group with lowest risk Group with moderate risk Group with the highest risk 
(,60th percentile) (60th–80th percentile) (.80th percentile) Test for 

Rate ratio of Rate ratio of Rate ratio of hetero-
No. of highest:lowestb No. of highest:lowestb No. of highest:lowestb geneity

Causes of death deaths (95% CI) deaths (95% CI) deaths (95% CI) P-value

All causes 2879 1.13 (1.0–1.3) 2120 1.29 (1.1–1.5) 2990 1.27 (1.1–1.4) 0.19

Ischaemic heart disease 966 1.27 (1.1–1.5) 740 1.39 (1.1–1.7) 1039 1.24 (1.0–1.5) .0.5

Cerebrovascular disease 170 1.13 (0.7–1.7) 165 1.21 (0.8–1.9) 298 1.61 (1.2–2.2) 0.37

Respiratory diseases 156 2.11 (1.3–3.3) 178 1.97 (1.3–3.0) 500 1.98 (1.5–2.6) .0.5

a Separate scores for coronary, stroke and respiratory mortality based on multiple logistic regression of age, employment grade, systolic blood pressure, plasma
cholesterol concentration, FEV1, smoking and diabetes.

b Ratio of highest mortality rate in ‘winter’:lowest mortality rate in ‘summer’, adjusted for age.

Table 5 Ratio of highest:lowest mortality ratesa by cause of death and presence of prevalent ischaemic heart disease or chronic bronchitis

Ischaemic heart disease at baseline

No (n = 15 554) Yes (n = 3284)

No. of Rate ratio of highest:lowesta No. of Rate ratio of highest:lowesta

Causes of death Deaths (95% CI) deaths (95% CI) P-value

All causes 6389 1.18 (1.1–1.3) 1972 1.38 (1.2–1.6) 0.03

Ischaemic heart disease 2006 1.26 (1.1–1.4) 847 1.31 (1.1–1.6) .0.5

Cerebrovascular disease 510 1.35 (1.1–1.7) 150 1.48 (0.9–2.3) .0.5

Respiratory diseases 670 1.91 (1.5–2.4) 211 2.33 (1.6–3.5) 0.39

Chronic bronchitis at baseline

No (n = 14 458) Yes (n = 4370)

No. of Rate ratio of highest:lowesta No. of Rate ratio of highest:lowesta

Causes of death Deaths (95% CI) deaths (95% CI) P-value

All causes 5878 1.19 (1.1–1.3) 2471 1.28 (1.1–1.4) 0.30

Ischaemic heart diseases 2105 1.27 (1.1–1.4) 746 1.29 (1.1–1.6) .0.5

Cerebrovascular diseases 489 1.25 (1.0–1.6) 170 1.96 (1.3–3.0) 0.08

Respiratory diseases 469 2.04 (1.6–2.7) 408 1.96 (1.5–2.6) .0.5

a Ratio of highest mortality rate in ‘winter’:lowest mortality rate in ‘summer’, adjusted for age.



hospital admissions.27 Our study is free from this possible bias
since we studied seasonal variation in a non-hospitalized pros-
pective cohort study.

Our method to assess the amplitude of the seasonal variation
(rate ratio of the highest versus the lowest) provides a simple,
statistically powerful model for the true variation in mortality
rate during the season. There was no evidence, in our data, for
any departure from this model. However, it has been found that
besides a winter excess, there may also be a heat-related excess
in deaths during summer.11 Our data would need to be aug-
mented with climate data for the whole of the follow-up period
and require more deaths to be able to investigate this possibility.

Understanding and tackling seasonality in mortality is a
public health challenge which has not been met. In relative
terms, the seasonal effects showed no evidence of decline be-
tween 1967 and 1995; older age, low socioeconomic status or
high multivariate risk did no identify a group more prone to
seasonal, cause-specific mortality effects. However, seasonal
effects were greater among those with prevalent ischaemic
heart disease, suggesting, in this group at least, the potential for
preventive strategies.
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‘People who are getting up in years … die in the winter when the days
are short, and in the hours after midnight. Life is at a low ebb after
midnight and in the short days. Did you know that? ’ Ira Solenberger,
quoted by Roy Redd ‘An Ozark gardener, 86, awaits coming of the
greening season’. NY Times 12 April 1976

‘Clearly, if disease is manmade, it can also be man-prevented. It should
be the function of medicine to help people die young as late in life as
possible.’ Dr Ernst Wunder, President, American Health Foundation:
NY Times 30 September 1975

The papers by Aylin and colleagues and by van Rossum and
colleagues in this volume of the International Journal of
Epidemiology explore the seasonality of mortality.1,2 These are
two papers with different approaches and differing specific aims,
but both are broadly focused on the same issues: what is the
nature of the higher mortality rate Britain experiences in winter,
what are its correlates and what are the implications?

The agreement and disagreement in the results of these 
two interesting, innovative and valuable studies is typical of

British literature from this field. Despite Britain’s relatively
benign climate (the average January minimum temperature for
Greenwich, London is 1.9°C, with July’s minimum at 13.0°C),
higher rates of mortality in winter have been noted for over 150
years. Such ‘seasonality’ was noted in the Registrar General’s
2nd report in 1839 with several pages devoted to London’s
winter mortality rates in the 3rd report.3 Since then, empirical
studies have tried to determine which population groups experi-
ence greatest increases in the risk of mortality during winter,
what they die from and whether this seasonal effect is increas-
ing. These two papers do not entirely agree in their answers 
to these questions but do confirm the existence of a seasonal
pattern to mortality rates—Ira Solenberger was at least right
about life being at a low ebb during the shorter days.

The two papers concur with each other and with the wider
literature (especially contemporary work) in finding weak or
absent relationships between deprivation or poor socioeconomic
circumstances and the risk of winter mortality.4 Such a result
seems counter-intuitive to me, and I suspect that it will to others.
I would expect poverty to be strongly related to an elevated risk
of winter death through its associated consequences of poor
quality housing, fuel poverty, inadequate clothing and elevated
risk factors for illness which winter is known to exacerbate
(respiratory and cardiovascular disease). It is my supposition that
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elements of winter mortality are manmade, through material
inequalities. This is not to suggest error in the two studies
presented here, but rather highlights my own concerns about
how we approach this whole topic.

I would like research of this kind to pay more attention to the
complexities of the individual/accommodation/climate relation-
ship through a consideration of the aetiology and physiology 
of cold-related respiratory and cardiovascular disease. Cold
temperatures induce changes in the respiratory tract as the
mucosal surfaces cool and dry, and induce bronchoconstriction.5

That non-ideal hygrothermal conditions within a home can
damage the respiratory health of occupants is well known, and
these internal conditions are known to reflect outside climate,
mediated by the building’s structure, heating and ventilation
properties, and of course the occupants and their actions.
Recent surveys suggest that more than 2 million households
live in properties where the warmest room is below 16°C 
(the British legal minimum temperature to which sedentary
workers can be exposed, for fear of adverse respiratory
effects). Colder homes tend also to be damp, especially when
the winter climate is wet with moderate, rather than extreme,
cold. Damp air breeds mould which causes problems through
allergy and infection. Cold outdoor and indoor temperatures
may thus damage the natural defences of the respiratory
system, with cold housing providing a fertile environment for
micro-organisms.5

Goodwin’s analysis of the relationship between cold,
circulatory stress and the elderly population demonstrates the
further complex relationships between physical activity and
residence in a cold house.6 Haematological and haemodynamic
responses to cold air may be less effective in the elderly than 
in the younger population (see ref. 7 for example), leading to 
a potentially greater adverse reaction to temperature change
(e.g. moving from a warm room to a cold room) and/or physical
activity (e.g. going out to the shops on a cold day). All this tells
us that housing quality varies (almost always in relation to
poverty), that good quality housing protects against cold more
effectively than poor quality housing, and that the combination
of poor quality housing and cold is a potent recipe for adverse
respiratory and cardiovascular effects.8

So, we know much about how cold might influence or hasten
particular causes of death, even if the identity of the most
vulnerable groups remains disputed (van Rossum et al. argue
that elderly people are not more sensitive to seasonal effects, for
example). Current understanding of possible mechanisms for
winter deaths suggests a complex relationship between climate
and the health of an individual, mediated by housing and 
the nature of day-to-day life. Perhaps such complexity shields
the relationships between health, wealth and environment from
conventional empirical investigation? These two papers make
an excellent pairing because they tackle the issues from com-
plementary perspectives. Van Rossum et al. have worked at the
individual level of analysis but have not attempted to include
housing as a mediating factor influencing a seasonal effect on
mortality. Aylin et al. worked at an aggregate level, attempting
to include housing as a mediating factor (though found difficulty
in doing so due to data constraints). However, neither approach
pays much attention to what is known about the possible
mechanisms behind winter deaths. One works at the aggregate
level, when we suspect the relationships of interest are complex

at the individual level, and the other takes no account of
housing—the crucial mediator.

I suggest these papers are best read as catalysts for methodo-
logical developments in the field. One such development might
be to embrace work focusing on ‘area effects’ in other health
outcomes (and in other disciplines). The area-effect is that por-
tion of the between-area variation in a health outcome which
cannot be ascribed to the (measured) individual characteristics
of the study population, i.e. that which is attributable to a
feature of the area of residence, not the residents themselves.
Climate, as a spatial variable, is obviously a potential explan-
atory factor for between-area differences in health. The area
effects field has its own methodologies and techniques that
might shed further light on the winter mortality conundrum.
One approach might be to treat the severity of winter as an
area-level variable, and explore its impact having controlled for
housing quality and other individual-level circumstances.9

Even within Britain we have significant spatial variation in the
duration and severity of the winter season and in the quality of
housing. I wonder whether this variation can be used to create
a natural experimental design to contrast differing climatic regimes,
housing provision and mortality rates, or other health outcomes?

Such an approach would require data which describe individual
circumstances in relation to housing and heating, activity, socio-
economic circumstances and medical histories, but which have
sufficient spatial coverage to allow comparison between winter
regimes. Aylin et al. have the spatial coverage, van Rossum et al.
the individual detail, but these are currently (artificially) sep-
arated. The papers are important markers on the path towards
more effective study of winter mortality in Britain and I very
much welcome their contribution to the field and the new
findings they present. I suspect that as new techniques and data
are applied to the problem, we will discover that excess winter
mortality is indeed partly a manmade problem—made through
a combination of behaviour,10 poor quality housing and adverse
individual circumstances.
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