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Larsson, Jonas, Michael S. Landy, and David J. Heeger. Orienta-
tion-selective adaptation to first- and second-order patterns in human
visual cortex. J Neurophysiol 95: 862—881, 2006. First published
October 12, 2005; doi:10.1152/jn.00668.2005. Second-order tex-
tures—patterns that cannot be detected by mechanisms sensitive only
to luminance changes—are ubiquitous in visual scenes, but the neu-
ronal mechanisms mediating perception of such stimuli are not well
understood. We used an adaptation protocol to measure neural activity
in the human brain selective for the orientation of second-order
textures. Functional MRI (fMRI) responses were measured in three
subjects to presentations of first- and second-order probe gratings after
adapting to a high-contrast first- or second-order grating that was
either parallel or orthogonal to the probe gratings. First-order (LM)
stimuli were generated by modulating the stimulus luminance. Sec-
ond-order stimuli were generated by modulating the contrast (CM) or
orientation (OM) of a first-order carrier. We used four combinations
of adapter and probe stimuli: LM:LM, CM:CM, OM:OM, and LM:
OM. The fourth condition tested for cross-modal adaptation with
first-order adapter and second-order probe stimuli. Attention was
diverted from the stimulus by a demanding task at fixation. Both first-
and second-order stimuli elicited orientation-selective adaptation in
multiple cortical visual areas, including V1, V2, V3, V3A/B, a newly
identified visual area anterior to dorsal V3 that we have termed LO1,
hV4, and VOI. For first-order stimuli (condition LM:LM), the adap-
tation was no larger in extrastriate areas than in V1, implying that the
orientation-selective first-order (luminance) adaptation originated in
V1. For second-order stimuli (conditions CM:CM and OM:0OM), the
magnitude of adaptation, relative to the absolute response magnitude,
was significantly larger in VOI (and for condition CM:CM, also in
V3A/B and LO1) than in V1, suggesting that second-order stimulus
orientation was extracted by additional processing after V1. There was
little difference in the amplitude of adaptation between the second-
order conditions. No consistent effect of adaptation was found in the
cross-modal condition LM:OM, in agreement with psychophysical
evidence for weak interactions between first- and second-order stimuli
and computational models of separate mechanisms for first- and
second-order visual processing.

INTRODUCTION

Much of the early visual system from the retina to the
primary visual cortex (V1) is devoted to detecting luminance
changes. To a first approximation, the underlying neural mech-
anisms can be described in terms of linear filters applied to the
retinal image. The receptive field of a V1 simple cell, for
instance, can be approximated by a Gabor function having a
particular location, orientation, spatial frequency, and spatial
phase, and the responses of such a cell to an arbitrary visual
stimulus can be predicted by summing the luminance intensity

over all points within the receptive field, weighted by the value
of the Gabor function at each point, followed by thresholding
the result (corresponding to the neuronal spiking threshold).
However, there are many types of image structure that cannot
be detected by a linear filter. Consider the photograph of a
cobblestone road in Fig. 1A. The old and new sections of
paving in the road differ by the size and pattern of the
stonework, i.e., their texture, but the average luminance inten-
sity remains roughly constant across the sections. A linear filter
tuned to luminance variations would therefore be unable to
distinguish the two road sections. Patterns that cannot be
detected by linear filters are often referred to as second-order
patterns to distinguish them from luminance-defined, first-
order patterns (those visible to a linear mechanism). Another
type of second-order stimulus is a pattern varying in contrast
(Fig. 1B). A linear mechanism (indicated by the superimposed
cartoon receptive field) tuned to the spatial frequency and
orientation of a first-order stimulus with the same spatial
modulation frequency and orientation (Fig. 1C) would yield a
net zero response to this second-order stimulus. Other types of
second-order patterns can be generated by varying the local
orientation, spatial frequency, or phase of an underlying fine-
scale pattern (referred to as the carrier stimulus).
Second-order pattern perception is characterized by several
unique properties indicating that first- and second-order pat-
terns are detected and represented by different neuronal pro-
cessing mechanisms. For instance, modulation contrast sensi-
tivity for second-order patterns, unlike that for first-order
stimuli, does not depend strongly on the spatial frequency of
the second-order modulating pattern (Landy and Orug¢ 2002).
Rather, the visibility of second-order patterns is determined
(among other factors) by the ratio between carrier and modu-
lator spatial frequencies (Sutter et al. 1995). The optimal ratio
is constant over a large range of spatial scales, implying that
second-order vision is scale invariant (Dakin and Mareschal
2000; Kingdom et al. 1995; Sutter et al. 1995). Like their
first-order counterparts, second-order mechanisms are tuned
for orientation and spatial frequency (Arsenault et al. 1999;
Sutter et al. 1995), but have greater bandwidth (Landy and
Orug 2002). The strongest evidence for separate mechanisms
come from psychophysical measurements of interactions be-
tween first- and second-order stimuli (Ellemberg et al. 2004;
Ledgeway and Smith 1994; Morgan et al. 2000; Schofield and
Georgeson 1999; Scott-Samuel and Georgeson 1999). These
studies have found either weak or incomplete interaction be-
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tween the two stimulus categories, implying that they are not
processed by a single mechanism.

Models of second-order visual processing postulate the ex-
istence of a three-stage mechanism variously referred to as the
filter-rectify-filter (FRF), linear-nonlinear-linear (LNL), or
“back pocket” model (see Landy and Graham 2004 for a
review). In this model, the outputs of linear units tuned to the
spatial frequency of the carrier stimulus are rectified and
pooled by a larger linear filter tuned to the orientation and
spatial frequency of the second-order modulation (Fig. 1D).
FRF models provide a relatively simple mechanism to account
for second-order pattern perception that could be implemented
in neuronal circuitry. The properties of the first-stage filters in
these models are similar to those of simple cells in V1. The
outputs of several such neurons are assumed to be pooled by
neurons corresponding to the second-stage filter, the rectifica-
tion stage being implemented by the spiking threshold of the
first-order neurons.

Neurons with properties consistent with the second-stage
filter have been found in cat and monkey visual cortex. Single-
unit studies have identified neurons selective for a variety of
second-order stimuli, such as patterns defined by modulations
of carrier orientation (Olavarria et al. 1992; Rossi et al. 2001),
contrast (Leventhal et al. 1998; Mareschal and Baker 1998a,b,
1999; O’Keefe and Movshon 1998; Zhou and Baker 1993,
1994, 1996), spatial frequency (Leventhal et al. 1998), tempo-
ral frequency (Albright 1992; Chaudhuri and Albright 1997),
and phase shifts of abutting gratings (a type of illusory contour)
(Grosof et al. 1993; von der Heydt and Peterhans 1989; von der
Heydt et al. 1984). Most of these neurons were found in
extrastriate visual areas (area 18 in the cat, V2 and MT in
macaque monkey), although a small number of neurons selec-
tive for second-order patterns were found in V1. Interestingly,
most neurons selective for second-order patterns also re-
sponded to first-order patterns having similar properties to the
second-order modulating stimulus (e.g., orientation and spatial
frequency), suggesting that such neurons encode a cue-invari-
ant representation of the stimuli. Cue-invariant neurons re-
sponding to shapes and gratings defined by texture, luminance,
motion, or color, have also been found in inferotemporal cortex
of monkeys (Sary et al. 1993, 1995). Although cue-invariance
for different types of second-order patterns is a property of the
second-stage filters in some FRF models, these models do not
predict that the same neurons should respond selectively to
both first- and second-order patterns.

The neurophysiology of human second-order vision has
been studied with functional MRI (fMRI) and PET. Most

FIG. 1. A: example of naturally occurring 2nd-order patterns.
Texture variations not associated with luminance changes in this
image (a photograph of Via Appia) cannot be detected by a
1st-order, linear filter measuring only brightness variations, but are
visible to a 2nd-order filter that measures variations in spatial
frequency. B: pure 2nd-order patterns are invisible to 1st-order
filters. A 1st-order Gabor-type linear filter (indicated by the black
and white ellipses, corresponding to inhibitory and excitatory
lobes) yields a net O response to a contrast modulated grating. C:
same filter superimposed on a 1st-order (luminance modulated)
grating having the same spatial frequency and orientation. Net
luminance differs between excitatory and inhibitory lobes, yield-
ing a strong filter response. D: filter-rectify-filter (FRF) model of
2nd-order visual processing. Outputs of many Ist-order filters
(indicated by small Gabor patterns to the leff) are rectified and
summed by a 2nd-order filter tuned to a lower spatial frequency.

studies to date have focused on second-order visual motion
processing (Dumoulin et al. 2003; Dupont et al. 2003; Nishida
et al. 2003; Seiffert et al. 2003; Smith et al. 1998; Wenderoth
et al. 1999), with somewhat conflicting results. While all of
these studies found that first- and second-order motion evoked
responses in largely the same regions of visual cortex, only
some of them found stronger activation by one stimulus type in
any cortical area (as might be expected if the neurons within a
particular cortical area were predominantly responsive to a
single stimulus category). Smith et al. (1998) reported that
second-order motion evoked stronger responses in areas V3
and V3A/B than did first-order motion. Wenderoth et al.
(1999), using PET, reached a similar conclusion. In contrast,
Dumoulin et al. (2003) found no difference between the fMRI
responses to first- and second-order motion in V3 and V3A/B,
but instead observed significantly stronger responses to first-
order motion in V1 and stronger responses to second-order
motion in lateral occipital cortex anterior to V3 (but not
including V5/MT). Other studies failed to find any significant
differences between first- and second-order motion (Dupont et
al. 2003; Nishida et al. 2003; Seiffert et al. 2003).

With the exception of the study by Nishida et al. (2003), the
studies cited above relied on finding overall response differ-
ences between two physically different stimulus categories
(e.g., stimulus plus carrier vs. carrier alone, or 1st- vs. 2nd-
order stimuli). A lack of a difference in the overall level of
response, however, does not necessarily imply a lack of stim-
ulus selectivity. For example, if one subpopulation of neurons
responds only to first-order stimuli and a separate subpopula-
tion of intermingled neurons responds equally strongly only to
second-order stimuli, there will be no difference in the overall
response (averaged across both subpopulations) to first- and
second-order stimuli. The two subpopulations could, however,
be distinguished using an adaptation protocol. Response adap-
tation provides a means for revealing separate subpopulations
of neurons selectively tuned for different stimuli even when
these neurons are intermingled at a spatial scale that is smaller
than the sampling resolution (voxel size) of the measurements.
A sampled region of tissue containing neurons selectively
tuned for one stimulus category will adapt—i.e., respond
less—after repeated presentation of these neurons’ preferred
stimulus. If the same tissue contains a second, separate sub-
population of neurons selectively tuned for a different stimulus
category, that tissue will also adapt to that stimulus category.
Repeated presentation of one stimulus category will not, how-
ever, affect the postadaptation responses to the other stimulus
category. Selective adaptation to a particular stimulus category
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thus provides a measure of the stimulus selectivity of a sub-
population of neurons that is unaffected by the stimulus selec-
tivity of other neurons in the same region of tissue. The only
neuroimaging study of second-order motion perception that
used adaptation is that by Nishida et al. (2003), who measured
direction-selective fMRI response adaptation to identify neu-
rons tuned to first- and second-order motion direction. Al-
though the authors found evidence of adaptation as early as V1,
they failed to find any difference between the amount of
adaptation to first- and second-order motion, leading them to
conclude that the two types of motion are analyzed in the same
cortical regions. They did not, however, test whether adapting
to first-order motion influenced the responses to second-order
motion or vice versa.

The pathways and visual areas processing motion are not
identical to those processing static patterns and complex
shapes. The study by Nishida et al. (2003), for instance, was
designed to localize neurons selective for the direction of
second-order motion; neurons selective for static properties of
second-order patterns (e.g., orientation), but not selective for
motion direction, would not have been identified by the exper-
imental procedure used. For these reasons, studies of second-
order motion are of limited use for understanding the mecha-
nisms underlying static second-order pattern perception. Only
a small number of human neuroimaging studies have investi-
gated perception of static second-order textures. Using fMRI,
Kastner et al. (2000) found that stimuli containing texture
boundaries evoked stronger responses in higher-tier extrastriate
visual areas than did stimuli with uniform texture. Grill-
Spector et al. (1998a) studied cue invariance in object-selective
cortical regions using stimuli defined, among other cues, by
second-order texture boundaries. Cue-invariant responses were
observed in the lateral occipital complex (LOC), but except for
a small region anterior to V3, not in early retinotopic areas.

Although these earlier studies of static texture perception
identified brain areas that responded to second-order patterns,
they did not reveal whether any of these areas are selective for
second-order stimuli. For instance, as mentioned above, psy-
chophysical studies have shown that second-order (and 1st-
order) mechanisms are orientation-selective, implying that the
underlying neuronal mechanisms are also orientation-selective.
As a consequence, it should be possible to localize the neuronal
populations mediating second-order pattern perception by
identifying brain regions that exhibit orientation selectivity for
second-order stimuli.

In this study, we used orientation-selective adaptation as a
tool to localize populations of neurons selective for the orien-
tation of first-order patterns (defined by luminance modula-
tions), neurons selective for the orientation of second-order
patterns (defined by carrier contrast or orientation), or cue-
invariant neurons selective for the orientation of both first- and
second-order patterns. We used an experimental design similar
to that previously used to measure adaptation in electrophysi-
ology and psychophysics experiments (Bradley et al. 1988;
Carandini et al. 1997, 1998; De Valois 1977; Hammett and
Snowden 1995; Kohn and Movshon 2003; Pantle and Sekuler
1968; Sclar et al. 1989; Snowden and Hammett 1996; Solomon
et al. 2004). Importantly, we used a highly demanding foveal
task to divert attention away from the stimuli to equate spatial
attention across stimulus conditions. We found orientation-
selective response adaptation to both first- and second-order

patterns in multiple visual areas, including V1, with no single
visual area specialized for either stimulus type. Most of the
response adaptation we observed for first-order stimuli could
be accounted for by adaptation in V1 neurons. Response
adaptation to second-order stimuli, on the other hand, was
significantly stronger in several extrastriate visual areas than in
V1, particularly ventral area VO1, implying that the proportion
of neurons selective for second-order pattern orientation was
greater in these areas than in V1. We did not find convincing
evidence for cue-invariant orientation-selective response adap-
tation; adaptation to first-order stimuli did not consistently
reduce the responses to second-order stimuli in any visual area
examined. Our results are consistent with an FRF model in
which the second filtering stage is mediated by neurons pri-
marily in ventral extrastriate visual areas.

METHODS

Three subjects (the authors), between 37 and 48 yr, participated in
the experiment. Subjects gave informed consent to participate in
accordance with the Helsinki convention and National Institutes of
Health guidelines for human subject experiments. The experiments
were approved by the local Human Subjects Committee of New York
University. The experiments were undertaken in compliance with the
safety guidelines for MRI (Kanal et al. 2002).

Stimulus conditions

We measured the postadaptation fMRI responses to presentations
of vertical or horizontal grating patterns (see Visual stimuli for a
detailed description) with modulations of either luminance (condition
LM:LM; lst-order), carrier contrast (condition CM:CM; 2nd-order),
or carrier orientation (conditions OM:OM and LM:OM; 2nd-order). In
the unimodal adaptation conditions LM:LM, CM:CM, and OM:OM,
the adapter and probe patterns were of the same stimulus type. In the
cross-modal adaptation condition LM:OM, the adapter pattern was
first-order but the probe pattern second-order. The conditions differed
only in the types of stimuli used, but were otherwise identical in
design. Each subject underwent two scanning sessions per condition,
one for each adapter orientation (horizontal or vertical). The results
for different adapter orientations were pooled to compensate for any
orientation bias in the responses.

Adaptation protocol

We used an event-related design modeled on psychophysical and
electrophysiological adaptation experimental protocols (Bradley et al.
1988; Carandini et al. 1997, 1998; De Valois 1977; Hammett and
Snowden 1995; Kohn and Movshon 2003; Pantle and Sekuler 1968;
Sclar et al. 1989; Snowden and Hammett 1996; Solomon et al. 2004)
to measure the average response to single presentations of an inter-
mediate-contrast probe stimulus after adaptation to a high-contrast
adapter stimulus (the actual contrasts used are listed below). The trial
structure is shown in Fig. 2A. Before scanning, at the beginning of
each experiment, subjects passively viewed the adapter stimulus for
100 s. Each subsequent trial had a duration of 7.2 s. Adaptation was
maintained by showing a “top-up” adapter during the first 4 s of each
trial. The top-up adapter was followed by a blank screen for 1 s, which
was in turn followed by presentation of the probe stimulus for 1 s. The
trial ended with a 1.2-s display of a blank screen (uniform gray except
for the fixation point). Throughout the trial, subjects performed a
highly attention-demanding task at fixation, thus ignoring the adapter
and probe stimuli. A single adapter orientation was used for each
scanning session. (A note on terminology: we use the term “scan” to
refer to a single fMRI data collection run, typically about 5 min long,
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FIG. 2. A: structure of a single functional MRI (fMRI) trial. Adapter and probe stimuli (1st- and 2nd-order gratings) were displayed within an annulus around
the center of fixation while subjects performed a highly attention-demanding rapid serial visual presentation task at fixation (counting the number of target letters
X in a rapid stream of distractor letters Z, L, N, and T). Each trial consisted of a top-up, high-contrast adapter stimulus for 4 s (indicated by dark gray bar),
followed by a blank screen for 1 s, followed by an intermediate-contrast probe stimulus for 1 s (indicated by light gray bar). Trials ended with a blank screen
for 1.2 s, during which time subjects responded how many targets they had seen by a button press. B: trial types. On parallel trials, orientation (horizontal or
vertical) of probe stimulus was the same as orientation of adapter stimulus. On orthogonal trials, probe stimulus was orthogonal to adapter stimulus. On blank
trials, only adapter stimulus was shown, and probe stimulus was replaced by a blank screen for the same duration (1 s). C: performance of subjects on RSVP
task. Diagonal line indicates perfect performance; chance level performance would correspond to a horizontal line. Error bars (SE) are smaller than plot symbols.

and “session” to refer to a set of scans run in direct succession.) The
spatial phase of the adapter and probe stimuli was varied randomly at
4 Hz. In one-third of the trials, the probe stimulus had the same
orientation as the adapter (parallel or adapted trials); in one-third, the
probe stimulus was perpendicular to the adapter (orthogonal or un-
adapted trials); and in one-third of the trials, the screen remained
blank throughout the probe stimulus presentation phase (blank trials;
Fig. 2B). A scanning session was comprised of 2 localizer scans and
10 adaptation scans, each consisting of 42 trials (14 trials of each of
the 3 trial types). The trials were pseudorandomized such that the
sequence of trials preceding and following any trial was equally likely to
contain any of the three trial types. Specifically, the 14 trials of each trial
type were presented in seven blocks of 6 trials each, with trial order
randomized within blocks. The large number of trials (420 trials per
session) made any systematic biases caused by trial order very unlikely.

Attentional control task

It is well known that spatial attention can strongly modulate the
neuronal responses to visual stimuli measured with fMRI in a spatially
specific manner, confounding the interpretation of the results (Huk et
al. 2001). To control and equate attentional load across conditions, we
used a highly attention-demanding task at the center of fixation that
was identical across trials and conditions (Fig. 2A). The attentional
control task required subjects to count the number of target letters
(Xs) shown in a stream of rapidly presented distractor letters (10
repeated cycles of Z-L-N-T, in that order, each presented for 150 ms)
and report the number of targets observed at the end of each trial. The
letters were shown continuously for 6 s throughout each trial from the
beginning of presentation of the adapter until the end of presentation
of the probe stimuli. After 6 s, the letters were replaced by a fixation

cross, cueing subjects to respond by pressing one of four keys
corresponding to the number of target Xs presented (1-4). The targets
could appear at any time throughout the trial, but two targets could not
appear in direct succession. Although in theory this implied that, on a
small proportion of trials, all targets could appear at the beginning of
a trial, making it unnecessary for subjects to maintain attention at the
center of gaze for the remainder of the trial, in practice the task was
so difficult that subjects were never certain that they had seen all
targets. Despite the great attentional demands of the task, subjects’
performance after practice was well above chance level (Fig. 2C).
Informally, we could verify that the task was highly effective at
diverting attention from the periphery, because subjects reported that
they were unable to perceive the orientation of the probe stimuli while
performing the task, whereas with attention directed to the probe
stimuli, discriminating the orientation of the probe stimuli was trivial.

Psychophysical measurement of adaptation

To verify that the adapter stimuli were effective in eliciting adap-
tation, we measured psychophysical postadaptation detection thresh-
olds to stimuli under conditions similar to those in the fMRI experi-
ment. For this experiment, the attentional control task was replaced by
a two-interval forced choice task that involved determining which of
two sequentially presented probe patterns contained a (1st- or 2nd-
order) target stimulus. Before each session, subjects viewed the
adapter stimulus for 100 s, analogous to the fMRI experiments. Each
trial was 6.6 s long and began by presenting a top-up adapter for 4 s,
followed by a blank screen for 0.5 s, followed by two stimuli for 0.5 s
each, separated by an interstimulus interval (ISI) of 0.5 s. On one-half
of the trials, the first interval contained the target, whereas on the other
half of trials, the target was presented in the second interval. Nontar-
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get stimuli were generated in the same way as the target stimuli, but
with modulation amplitude set to zero. At the end of the trial, subjects
had 1.1 s to respond which interval contained the target. The modu-
lation depth of the target stimulus was varied by a one-up, two-down
staircase procedure, with two interleaved staircases. A single experi-
mental session consisted of 10 blocks, each consisting of 20 trials.
Target orientation alternated from block to block but was constant
within a block to minimize perceptual interactions between the carrier
stimulus and the modulator (Morgan et al. 2000). A single adapter
orientation was used for each session, and sessions were run on
different days to avoid potential confounding effects of long-term
adaptation. One hundred trials were run for each stimulus condition
(LM:LM, CM:CM, OM:OM, and LM:OM), trial type (adapt orthog-
onal, adapt parallel), and adapter orientation (vertical and horizontal).
The results were pooled across adapter orientations, and psychometric
functions were fitted to the data using a bootstrap procedure (Wich-
mann and Hill 2001a,b). Detection thresholds were defined as the
modulation contrast corresponding to 75% correct detection.

Visual stimuli

The stimuli were sinusoidally modulated horizontal or vertical
gratings presented within an annulus with inner radius 1.5° and outer
radius 5° around the center of fixation (Fig. 3). The modulation spatial
frequency was 1.5 cpd for all stimulus types.

In condition LM:LM, gratings (Fig. 3A) were generated by modu-
lation of the background luminance

Lin(xy) = L[1 + AuM(x,y)], )
M _ |'sin 2mfx + ¢) (vertical modulator) )
(y) = sin (2mfy + ¢) (horizontal modulator) ’ 2)

where L, ,, is the grating stimulus, L, the background luminance, the
modulator M is a two-dimensional horizontal or vertical sine wave
grating with spatial frequency fand phase ¢, and A, is the modulation
amplitude (peak contrast). The modulation amplitudes of the adapter
and probe stimuli were 80 and 10%, corresponding to root-mean-
square (RMS) contrasts of 57 and 7%, respectively.

In condition CM:CM, grating patterns (Fig. 3B) were generated by
modulating the luminance contrast of a noise carrier pattern N(x,y)

Lem(xy) = Lo[l + % 1+ AMM(x,y))N(x,y)]- )

The carrier was generated by filtering zero mean binary (with values
—1 or 1) random noise with an isotropic band-pass filter having a
center spatial frequency of 6 cpd and a bandwidth of one octave.
Carrier RMS contrast was 25%. The modulation amplitude A,, was
100% for the adapter and 60% for the probe stimuli. A small number
of pixels had values smaller than —1 or >1 (corresponding to the
lowest and highest luminance of the display hardware); these were
clipped at —1 or 1, respectively. We used a higher modulation
amplitude for the second-order stimuli to compensate for the higher
detection thresholds of second-order patterns (e.g., Landy and Orug
2002) and roughly equate the salience of different stimulus types.
In condition OM:OM, two noise carriers were used that had the
same spatial frequency and contrast as in condition CM:CM, but were
oriented either horizontally (&V,) or vertically (V,) with an orientation
bandwidth of 30°. Second-order grating patterns (Fig. 3C) were
generated by mixing the two oriented carriers and modulating the relative
amount of each carrier in a sinusoidal fashion (Landy and Orug 2002)

0.5 0.5

Low = 10[1 + G (1- AMM<x,y))> Nxy) + (% (1+ AMM<x,y))> 'Nh<x,yﬂ. @

The square roots in this equation served to keep expected contrast
energy constant across the stimulus to ensure that the stimuli in this
condition could only be detected by a mechanism sensitive to carrier
orientation modulation. In other words, these stimuli would be invis-

A LM B cM

-
o

LM:OM

ez

FIG. 3. Examples of vertical adapter stimuli. A: luminance modulated (LM)
grating (condition LM:LM). B: contrast modulated (CM) grating (condition
CM:CM). C: orientation modulated (OM) grating (condition OM:OM). D:
luminance modulated grating superimposed on oriented noise carrier (condi-
tion LM:OM). Stimulus contrast has been adjusted to improve visibility for
printing. Stimulus annulus had an outer radius of 5° and an inner radius of 1.5°
from the center of fixation. Enlargements of portions of stimuli are shown below.

ible to a mechanism sensitive only to contrast modulations (whereas
such a mechanism would respond optimally to the stimuli in condition
CM:CM). The modulation amplitudes A,, of the adapter and probe
stimuli were 100 and 85%, respectively.

In condition LM:OM, the (2nd-order) probe stimulus was identical
to that of condition OM:OM, but the (1st-order) adapter stimulus (Fig.
3D) was generated by superimposing a luminance grating on an equal
mix of horizontal and vertical noise carriers (identical to those used in
condition OM:0OM)

1
Livom(x,y) = L0|:1 +o (Ny(xy) + Ny(xy) + AMM(x,y)]. (&)

The adapter modulation depth A,, in this condition was 50%. The
rationale for adding the carrier pattern to the first-order adapter
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stimulus in this condition, rather than a pure luminance adapter as in
condition LM:LM, was to equate the amount of carrier adaptation, and
thus the baseline carrier response amplitude, between conditions
OM:OM and LM:OM.

The same stimuli were used both in the psychophysical and in the
fMRI experiments, except that to determine detection thresholds, the
modulation depth of the probe stimuli was varied over a sevenfold
range spanning the detection thresholds as verified by pilot runs.
Stimuli were presented at 800 X 600-pixel resolution on an electro-
magnetically shielded analog NEC2110 LCD display (for the fMRI
experiments) or a Nokia 446 XPro CRT display (for psychophysics)
using the Psychophysics Toolbox (Brainard 1997; Pelli 1997) and a
10-bit graphics card. Both displays had a refresh rate of 60 Hz. The
displays were carefully calibrated to minimize potential first-order
artifacts caused by nonlinearities in the display hardware.

Definition of visual area regions of interest

Nine regions of interest (ROIs) were defined based on retinotopy,
and two additional ROIs (V5/MT+ and LOC) were defined by a
combination of retinotopy and functional properties. Standard travel-
ing wave methods for retinotopic mapping were used to identify
boundaries between retinotopically organized visual areas (DeYoe et
al. 1996; Engel et al. 1994; Sereno et al. 1995). Area boundaries were
identified as the phase reversals (corresponding to representations of
the horizontal and vertical visual field meridians) in a map of the polar
angle representation of the visual field, measured by the phase of the
fMRI response to a slowly (0.04 Hz) rotating wedge stimulus (45°
wide) extending from the center of gaze to 6° eccentricity. Eccentric-
ity was mapped in a similar fashion by measuring the phase of the

FIG. 4. A: flat map of visual polar angle represen-
tation (thresholded at a coherence > 0.25) overlaid on
a patch of flattened cortex from the right hemisphere
of subject S2, with boundaries of visual area regions
of interest (ROIs) superimposed. Except for areas
V5/MT and posterior lateral occipital complex
(pLOC), ROIs have been restricted to the eccentricity
range (1.5-5°) corresponding to the stimulus annulus
in the current experiment. Flat map corresponds to
region of cortex indicated by dark gray on the 3-di-
mensional rendered brain to the right. Colors indicate
polar angle in the visual field (color scale on bottom
right). Polar angles in LO1 and LO2 cover the full
color range from red to green, evidence that each of
these areas contains a map of the entire contralateral
hemifield. Scale bar: 1 cm (note that this is an average
value; because of inevitable distortions in the flattened
representation, scale can vary =50% from the center

D vi to the periphery.) CS, calcarine sulcus; IPS, intrapa-
D V2 rietal sulcus; ITS, inferior temporal sulcus; CoS, col-
D V3 lateral sulcus. B: fMRI response evoked by localizer
stimulus in condition CM:CM for same subject and
D hv4 hemisphere as in A. Red-green colors represent phase
D Vo1 of response for voxels with a coherence >0.2. Phases
D LOC between 0 and 7 (indicated by shades of red) corre-
p . P
spond to stimulus present blocks (activations); phases
D V3A/B between 7 and 27 (indicated by shades of green)
] v7 correspond to stimulus absent blocks (deactivations).
LO1
LO2
O vemr

response to a slowly expanding or contracting stimulus annulus (width
1.5°, corresponding to a duty cycle of 25%). The retinotopic mapping
scans were carried out in separate scanning sessions for each subject.

We identified nine retinotopically organized areas in every subject
(shown for the right hemisphere of subject S2 in Fig. 44). We have
reliably identified these nine cortical areas consistently in a total of 12
subjects, including the 3 subjects participating in this study. Most of
these areas—V1, V2, V3, V3A, V3B, V7, hV4, and VOl—have been
previously described in the literature (DeYoe et al. 1996; Press et al.
2001; Sereno et al. 1995; Smith et al. 1998; Tootell et al. 1995, 1997,
1998a; Wade et al. 2002; Wandell et al. 2005). VOI is a coarsely
retinotopic area anterior and lateral to hV4 (Wandell et al. 2005),
which may correspond to area TEO as described by Kastner et al.
(2000). In addition, we have identified two retinotopic areas in the
lateral occipital cortex between dorsal V3 and V5/MT+ not previ-
ously described in the literature, although one of these areas may
overlap V3B as originally described (Smith et al. 1998). The detailed
retinotopic organization and functional characteristics of these areas,
which we have termed LO1 and LO2 (for lateral occipital areas 1 and
2), will be reported elsewhere. For the purposes of this study, we will
only provide a brief description of their location and retinotopic
organization, focusing instead on their response properties in the
context of second-order pattern perception. We have provided the
retinotopic maps of the three subjects as supplementary on-line
material.'

V3B was initially described as an incomplete map of the contralat-
eral hemifield located anterior to dorsal V3 (Smith et al. 1998). Later

! The Supplementary Material for this article (3 maps) is available online at
http://physiology.org/cgi/content/full/00668.2005/DC1.
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papers described it as containing a full hemifield map, but adjacent to
and sharing a fovea with V3A (Press et al. 2001; Wandell et al. 2005).
Although we found evidence of a separate visual field map sharing a
fovea with V3A that matches the description of V3B by Press et al.
(2001) and Wandell et al. (2005), the boundaries of this map were not
sufficiently consistent to separate it from V3A in every subject.
Hence, to indicate that our V3A ROI also includes V3B as defined by
Press et al. (2001), we have labeled this ROI V3A/B.

The area that we have named LO1 is a complete map of the
contralateral visual hemifield extending from the anterior boundary of
dorsal V3 and sharing the central foveal confluence of areas V1, V2,
and V3 (Fig. 44). Visual field eccentricity in this map extended in the
same direction as in dorsal V3, i.e., with peripheral locations repre-
sented anteriorly and dorsally. This map differed from V3B described
by Smith et al. (1998) in two significant ways. First, the original
description of V3B did not explicitly comment on the representation
of eccentricity within the map, making exact comparison with later
studies difficult. Second, Smith et al. (1998) found only a represen-
tation of the lower quadrant in this area, whereas we found a
representation of the entire contralateral hemifield. Because this map
did not match any previously described visual area, we have named
this area LO1, for lateral occipital area 1. We have used the nomen-
clature proposed by Wandell et al. (2005), by which areas are named
by gross anatomical location and a unique number.

In addition to LO1, we reliably identified in every subject a
previously undescribed retinotopic area anterior to LO1 which we
have named area LO2 (Fig. 4A). Like LO1, LO2 contained a full map
of the contralateral visual hemifield and shared the central foveal
representation of V1, V2, and V3. The polar angle representation in
LO2 was the mirror image of that in LOI1, with the upper vertical
meridian (defining the boundary with LO1) represented caudally and
the lower vertical meridian represented rostrally. Visual field eccen-
tricity in LO2 was mapped parallel to that of LO1, with the visual field
periphery mapped anteriorly and dorsally. LO2 was posterior to and
did not overlap with functionally defined area V5/MT+. Based on
retinotopic criteria, we suggest LO2 should be considered a separate
visual area. Furthermore, responses in LO2 to images of intact objects
and faces were larger than responses to scrambled images and faces,
suggesting that LO2 formed part of the object-selective LOC. Our
results also show that the response properties of LO2 with regard to
first- and second-order patterns differed markedly from those of LO1
and more posterior visual areas.

We also ran a separate session for each subject to delineate ROIs
comprising functionally defined areas V5/MT+, based on its stronger
response to random moving dots than to stationary dots (Huk et al.
2002; Tootell et al. 1995; Watson et al. 1993), as well as the LOC,
based on its stronger response to images of intact objects and faces
than to images of scrambled objects and faces (Grill-Spector et al.
1998b; Kourtzi and Kanwisher 2000, 2001; Lerner et al. 2002; Malach
et al. 1995). These scans were run using a block design, alternating ten
12-s-long stimulus blocks (moving dots for V5/MT+, images of intact
objects for LOC) with ten 12-s baseline blocks (stationary dots for
V5/MT+, scrambled images of objects for LOC). Because both of
these contrasts also activated parts of retinotopic areas, we restricted
the V5/MT+ and LOC ROIs to exclude retinotopic visual areas. Most
of the anterior part of the LOC ROI did not overlap with regions
activated by the stimuli in the adaptation scans (as assessed with
independent localizer scans), and so we further restricted this ROI to
include only the posterior section (excluding retinotopic areas). We
refer to this ROI as posterior LOC or pLOC in the following.
Consistent with previous work (Huk et al. 2002), we found that
functionally defined V5/MT+ could be subdivided into a posterior
retinotopically organized part (putative human V5/MT) and an ante-
rior nonretinotopic part (putative human MST), but for the purposes of
this study, we did not consider these subdivisions separately.

Localizer scans

In each scanning session, before and after the series of adaptation
scans, we measured responses to the probe stimuli presented alone
(i.e., without the adapter stimuli), to independently identify the cor-
tical regions responding to the stimulus patterns. The stimuli in the
localizer scans were the same as the probe stimuli used in the
adaptation scans for a given session. Thus the localizer scan stimuli in
the LM:LM condition were the LM probe gratings, whereas in the
LM:OM condition, the stimuli were the OM probe gratings. For these
scans, we used a block design, alternating 9.6-s oN blocks of the
intermediate-contrast probe stimuli, randomly changing in orientation
and phase at 4 Hz, with 9.6-s oFF blocks of blank screen (uniform gray
except for the fixation point). Subjects were instructed to maintain
their gaze on a fixation marker throughout the scan. Each localizer
scan consisted of 10 stimulus-blank alternations.

MRI acquisition

Experiments were carried out on a Siemens Allegra 3T scanner,
equipped with a four-channel phased-array surface coil covering the
back of the head (NM-011 transmit head coil and NMSC-021 receive
coil, Nova Medical, Wakefield, MA). A custom-fitted bitebar was
used to minimize subject head motion. Standard echoplanar imaging
methods were used to measure the blood oxygenation level-depen-
dent (BOLD) signal (Ogawa et al. 1990) in T2*-weighted images.
Functional data in the adaptation scanning sessions were acquired
using the following parameters: TR 1,200 ms; TE 30 ms; flip angle
75°% 64 X 64 matrix size; 19 slices oriented perpendicular to the
calcarine sulcus; voxel size 3 X 3 X 3 mm. For the retinotopy,
V5/MT+, and LOC sessions, we used the same imaging parameters
with the following exceptions: 24 slices and 1,500-ms TR. At the
beginning of each session, we also acquired an anatomical T1-
weighted MPRAGE image that covered the same volume as the
functional scans, but with twice the in-plane resolution (voxel size
1.5 X 1.5 X 3 mm). This image was used to compute the alignment
between the functional volumes and the high-resolution anatomical
image used to extract cortical surfaces, using an automated robust
image registration method (Nestares and Heeger 2000). The alignment
parameters obtained were used to project the visual area ROIs (de-
fined in the high-resolution image space) into the image space of each
functional scan. To visualize the fMRI responses from the localizer
and retinotopy measurements, the statistical data were projected onto
the flattened occipital cortex, but no quantitative analyses were per-
formed on the flattened data. By analyzing our data in the native
functional image space rather than aligning the data itself to a standard
space, we minimized blurring that would have been introduced
through interpolation.

fMRI data analysis

The time series data for each scan were corrected for motion within
and between scans using MCFLIRT (Jenkinson et al. 2002). The
estimated head movements were consistently <1 mm in any direction.
We also manually inspected each time series to ensure there were no
sudden movements or artifacts in the data.

Data from the localizer scans, the V5S/MT++ scans, and the LOC
scans were analyzed separately for every voxel by correlating the time
series data with a sinusoid at the stimulus alternation frequency. The
time series were first normalized by dividing by the mean (to com-
pensate for variations in intensity with distance from the receiver coil)
and detrended with a high-pass filter to remove low-frequency noise
and drift (Biswal et al. 1995, 1997a,b; Purdon and Weisskoff 1998;
Smith et al. 1999; Zarahn et al. 1997). For each voxel, we computed
the correlation (technically coherence) between the best-fit sinusoid
and the measured time series. This analysis also yielded a response
phase and amplitude, allowing us to distinguish stimulus-correlated
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significant increases (activations) in the BOLD response from signif-
icant decreases (deactivations). Details of this analysis method have
been published elsewhere (Backus et al. 2001; Huk and Heeger 2002;
Neri et al. 2004; Zenger-Landolt and Heeger 2003).

Retinotopy data were analyzed using the same procedures. Because
the stimuli moved progressively through the visual field, the measured
response phases corresponded to (angular or radial) locations in the
visual field (Fig. 4A) (DeYoe et al. 1996; Engel et al. 1994; Sereno et
al. 1995). Retinotopic visual area ROIs were drawn on computation-
ally flattened representations (flat maps) of the occipital cortex gen-
erated from high-resolution T1-weighted anatomy images using the
public domain software SurfRelax (Larsson 2001).

Event-related data from the adaptation scans were analyzed for
each visual area ROI as follows. First, separately for each adap-
tation session, the ROI was restricted to include only those voxels
showing significant activation in the localizer scans carried out in
the same session. Specifically, the ROIs were restricted to include
voxels with a response coherence >0.2 and a response phase
between 0 and r, corresponding to stimulus oN blocks (the phase
range bracketed the variation of hemodynamic delays across voxels).
This ensured that our ROIs only included voxels corresponding to
visual field locations within the stimulus annulus and excluded voxels
that did not show an increased response to visual stimuli (e.g.,
deactivations). The coherence threshold was chosen to obtain a
consistent size of individual ROIs across conditions and repetitions,
because the strength of the evoked fMRI response varied between
scanning sessions (Aguirre et al. 1998). Although we used different
visual stimuli for the localizer scans for different stimulus conditions,
the different stimuli covered the exact same parts of the visual field
(the stimulus annulus) and the spatial extent of evoked fMRI re-
sponses were very similar for different stimulus types. Furthermore,
the exact coherence threshold used was not critical. We also analyzed
our data with more conservative coherence thresholds (0.3 and 0.4),
and the results were consistent with those obtained with a coherence
threshold of 0.2.

For each voxel within the ROI (combined across left and right
hemispheres), the raw unfiltered time-course of the fMRI response
was normalized to percent signal change by dividing by the mean
intensity across the scan. The normalized time-courses were aver-
aged across voxels to yield a mean ROI time-course. Responses to
individual trials were extracted from the mean ROI time-course by
extracting the 16 time-points (19.2 s) starting with the onset of
each trial. The mean response to the adapter stimulus alone,
computed by averaging the responses to the blank trials, was
subtracted from each adaptation trial (orthogonal and parallel), and
the resulting time-courses were adjusted to a zero baseline by
subtracting the mean of the first four time-points (before the onset
of the probe stimulus). From the time-courses obtained by this
procedure, we extracted a response vector R; for each adaptation trial
i by extracting the eight time-points (9.6 s) from the onset of the probe
stimulus. We computed a mean response vector R by averaging the
responses for all N adaptation trials regardless of trial type (orthogonal
and parallel)

R= R, (6)

1

=z -
=

i

For each trial i we computed a scalar response amplitude A; by
projecting the individual trial response vector R; onto the mean
response vector R

R - R

A=——.
[IR]

The response amplitudes of individual trials for each trial type were
averaged to compute the mean response amplitudes for each visual
area ROI. The resulting response amplitudes had units of percent
change in image intensity. Confidence intervals for amplitude means

(7)

were calculated for individual subjects as the SE across trials. For
individual subjects, we estimated the statistical significance of adap-
tation (meaning larger response amplitudes to orthogonal than to
parallel trials) using a one-tailed t-test. For group means, we used a
bootstrap procedure (Efron and Tibshirani 1993) to estimate signifi-
cant effects of adaptation for the mean of the three subjects (not the
population mean, which our sample size is too small to estimate). We
estimated the underlying distribution of the mean difference between
response amplitudes to orthogonal and parallel trials, averaged across
subjects, by calculating the amplitude difference averaged across the
three subjects for 10,000 repeated random samples taken with replace-
ment from the original data of each subject. Each data sample was the
same size as the original data set. For each resulting distribution of the
mean difference, we estimated P values (the probability of obtaining
a null result, defined as no larger responses to orthogonal trials than to
parallel trials) by the proportion of the distribution smaller than or
equal to zero.

We also computed an adaptation index /,, quantifying how much
the measured response changed after adaptation, relative to the overall
response to the stimuli in each visual area. The index was calculated
as

A — 4

= 8
A+ A ©

I
where A is the mean amplitude of the responses to the parallel
stimulus and A | the mean amplitude of the responses to the orthog-
onal stimulus. This index could range from —1 to 1 and was positive
whenever the mean response to the orthogonal stimulus was greater
than the mean response to the parallel stimulus. If the measured fMRI
response to a stimulus was evoked by neurons selectively tuned to the
orientation of the stimulus, and all of these neurons adapted com-
pletely (i.e., stopped responding) after presentation of the adapter
stimulus, the response to the parallel probe trials would have been 0
and the adaptation index would have been 1. Intermediate degrees of
adaptation and/or a smaller proportion of stimulus-selective neurons
would have resulted in an adaptation index between O and 1. If the
neurons underlying the measured response did not adapt selectively to
the stimulus orientation (even though they may have responded to the
stimulus), the adaptation index would have been 0, whereas an index
smaller than O would have resulted if the neurons showed selective
response enhancement to the adapted stimulus orientation. The use of
absolute response amplitudes in the denominator ensured that the
index was valid even when one or both response amplitudes was
negative (corresponding to a reduction from the baseline activity
level). Confidence intervals for adaptation indices were estimated
using a bootstrap method (Efron and Tibshirani 1993). For each
adaptation index, we estimated the underlying distribution by select-
ing 10,000 random samples with replacement from the original data
used to compute the index. An adaptation index was calculated from
each sample (each sample was the same size as the original data).
Upper and lower error bounds for the mean were estimated as the 16th
and 84th percentiles of the resulting distribution. Significant differ-
ences in the group mean adaptation indices between extrastriate areas
and V1 (see RESULTS) were estimated for each extrastriate area from
these distributions as follows. For each of the 10,000 bootstrap
iterations, we calculated the mean estimated difference in the adap-
tation indices between V1 and the extrastriate area from the bootstrap
generated distributions of adaptation indices for each subject on that
iteration. This yielded a distribution of the mean difference of adap-
tation indices, from which we could estimate the probability of the
mean difference being larger than zero.

For the group means shown in the figures below, error estimates for
the mean of the three subjects were calculated as the square root of the
summed squared SE for individual subjects, divided by the number of
subjects.
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RESULTS
Cortical activity evoked by localizer stimuli

For all stimulus conditions, the localizer stimuli elicited a
continuous band of activity across retinotopic visual areas at
the eccentricity of the stimulus. Figure 4B shows the responses
with a coherence threshold of 0.2 (the threshold used to restrict
the ROIs for analyzing the event-related data) from the local-
izer scan (CM probe stimuli vs. blank) in subject S3 in
condition CM:CM, overlaid on a flat map of the right hemi-
sphere. The boundaries of the visual area ROIs are superim-
posed. Regions where activity increased in response to the
localizer stimulus (activations) are shown in shades of orange;
regions whose activity decreased in response to the stimulus
(deactivations) are shown in shades of green. The spatial
distribution of evoked responses across visual areas was very
similar for different stimulus conditions and subjects. Particu-
larly for early visual areas, we found a band of decreased
activity peripheral and foveal to the region of increased activ-
ity. Such deactivations are commonly observed in fMRI and
may partially be caused by purely hemodynamic effects (blood
stealing), although there is evidence that they reflect true
decreases in neuronal activity (Shmuel et al. 2002). As noted
previously, deactivated voxels were excluded in the analysis of
event-related data by restricting the ROIs to contain only
voxels showing increases in activity to the stimulus in the
localizer scans.

In lateral and ventral occipital cortex, the activity elicited by
the localizer stimulus was largely restricted to the cortical
regions within the visual area ROIs defined above. Our ROI
analysis thus covered most or all ventral stream cortical regions
that responded significantly to the stimuli. Dorsally, the activ-
ity extended beyond V7 into posterior parietal cortex along the
intraparietal sulci, where additional topographically organized
areas have been reported (Schluppeck et al. 2005; Silver et al.
2005). Because the slice prescription we used only partially
covered these regions, dorsal regions anterior to V7 were not
included in our analysis.

Orientation-selective elevation of detection thresholds
after adaptation

Psychophysical detection thresholds were higher for the
parallel than for the orthogonal probe stimuli, indicating ori-
entation-selective adaptation (Fig. 5). Detection thresholds

increased after adaptation for all stimulus conditions, but the
threshold elevation in the cross-modal adaptation condition
(LM:OM) was significant only in one of the three subjects. For
subject S2, the threshold elevation in condition OM:OM failed
to reach statistical significance by a small margin (P < 0.06).
The shift in the psychometric functions were equivalent to a
modulation contrast decrease after adaptation of ~1% for
LM:LM, 5-15% for CM:CM, and ~15% for OM:OM.

Event-related fMRI responses

Robust responses to the probe stimuli in both orthogonal and
parallel trials were found in most visual areas in all conditions,
although responses in V5/MT+, V7, and pLOC were weak and
quite variable. Responses to the probe in early visual areas
were generally larger than those in downstream areas; mean
response amplitudes in V1 were on the order of 0.8%, whereas
the response amplitudes in ventral higher-tier areas (hV4 and
VO1) were ~0.5% or less, and smaller still (~0.2%) in dorsal
and lateral extrastriate visual areas (V3A/B, LO1, LO2). Indi-
vidual subject time-courses for the V1 ROI in the LM condi-
tion are plotted in Fig. 6, together with the mean time course of
the three subjects. Although the response amplitudes and the
shape of the elicited response differed substantially across
subjects, the response to the orthogonal (nonadapted) stimulus
was stronger than the response to the parallel (adapted) stim-
ulus in all subjects. For the V1 ROI in the LM:LM condition,
the response difference to parallel versus orthogonal probe
stimuli was statistically significant in two of the three
subjects. Unless stated otherwise, the significant effects
reported below were statistically significant both when av-
eraged across all subjects and for at least two of the three
individual subjects.

Orientation-selective fMRI response adaptation

ADAPTATION TO FIRST-ORDER STIMULI (CONDITION LM:LM). Most
visual areas exhibited orientation-selective response adaptation
to first-order (luminance) gratings: the responses to the orthog-
onal (unadapted) stimulus in the LM:LM condition were sig-
nificantly stronger than the responses to the parallel (adapted)
stimulus (Table 1). There was no significant response adapta-
tion in areas V5/MT+, V7, LO2, and pLOC, and these areas
also showed the weakest responses to the stimuli. Figure 7
shows the group-averaged time-courses in condition LM:LM

FIG. 5. Psychophysical measurements of
orientation-selective adaptation. A: examples of
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psychometric functions fitted to detection
threshold data for orientation modulated (OM)
2nd-order gratings after adaptation to parallel
(light gray curves) or orthogonal (black curves)
high-contrast gratings for subject S1. Size of
plot symbols is proportional to the number of
data points at each probe modulation contrast.
B: ratios between postadaptation detection
thresholds (defined by modulation contrast cor-
responding to 75% correct responses) measured
with probe stimuli parallel to adapter stimuli
and detection thresholds measured with probe
stimuli orthogonal to adapter stimuli, for sub-
jects S1-S3. Stimulus conditions are abbrevi-
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ated as in Fig. 3. Asterisks indicate statistically
significant threshold elevations for parallel
probe stimuli (*P < 0.05; **P < 0.01).
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FIG. 6. Time-courses of V1 fMRI responses
evoked by the probe stimuli in the LM:LM
condition for individual subjects and averaged

across subjects. Mean responses to adapter stim-
ulus were subtracted from time-courses.
Adapter and probe stimulus onset and duration
S3 are indicated by dark and light gray bars, re-
spectively. In all subjects, measured response to
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orthogonal probe stimulus (black lines and
square symbols) is stronger than response to
parallel probe stimulus (gray lines and circle
symbols), although difference is significant only
in subjects S1 and S3.
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for three lower-tier visual areas (V1, V2, and V3), two ventral
higher-tier areas (hV4 and VOL1), and a dorsal higher-tier area
(LOL1). The response amplitudes for all ROIs are summarized
in Fig. 10A. Among the areas that exhibited significant adap-
tation, the response amplitudes were larger in early visual areas
(V1, V2, and V3) than in higher-tier visual areas (hV4, VOI1,
V3A/B, and LO1). In contrast, the adaptation indices were
much the same across these areas (Fig. 11A4), indicating that the
relative amount of response adaptation in this condition did not
vary between visual areas.

TABLE 1.

ADAPTATION TO SECOND-ORDER STIMULI (CONDITIONS CM:CM AND
OM:0M). Areas that showed orientation-selective response ad-
aptation to first-order gratings also showed orientation-selec-
tive response adaptation to second-order gratings (Table 1;
Figs. 8, 9, 10, B and C). Time-courses are plotted in Figs. 8
(condition CM:CM) and 9 (condition OM:OM). Response
amplitudes were larger in early visual areas V1, V2, and V3 in
conditions CM:CM and OM:OM than in the LM:LLM condi-
tion, presumably reflecting the response to the carrier stimulus,
which was not present in the LM:LM condition. In higher-tier

Response amplitude difference (in units of % FMRI signal change) between orthogonal and parallel trials,

by condition for individual subjects and averaged across subjects for all visual area ROIs

V1 V2 V3 V3A/B V7 V5 LO1 LO2 hv4 VOl pLOC

LM:LM

S1 0.46 (0.002)  0.32(0.002)  0.31(0.005) 0.36 (0.014)  0.22(0.035)  0.15(0.11) 0.23(0.013)  0.19(0.024)  0.27 (0.035)  0.16(0.083)  0.15(0.12)
S2 0.09 (0.23) 0.07 (0.11) 0.05(0.23) —0.01(0.53) —0.07(0.65) —0.10(0.86) 0.03(0.27) —0.12(0.82) 0.06 (0.13) 0.06 (0.14)  —0.31 (0.89)
S3 0.26 (0.006)  0.22 (0.000)  0.25(0.000)  0.24 (0.000)  0.13(0.013)  0.07 (0.040)  0.21 (0.000)  0.15(0.004)  0.19 (0.003)  0.23(0.013)  0.13 (0.009)
Group 0.27 (0.000)  0.20 (0.000)  0.20 (0.000)  0.20 (0.001)  0.09 (0.097)  0.04(0.22) 0.16 (0.000)  0.07 (0.092)  0.17 (0.001)  0.15 (0.003) —0.01 (0.55)
CM:CM

S1 0.20 (0.15) 0.18 (0.12) 0.28 (0.009)  0.21(0.13) —0.17(0.94) —0.09 (0.81) 0.30 (0.003)  0.10(0.10) 0.17 (0.088)  0.20(0.10)  —0.01 (0.52)
S2 0.14 (0.15) 0.13 (0.17) 0.19 (0.085)  0.13(0.081) —0.05(0.63) —0.05(0.69) 0.12 (0.17) 0.06 (0.14) 0.22 (0.008)  0.23(0.002)  0.02 (0.41)
S3 0.10 (0.15) 0.18 (0.000)  0.27 (0.000)  0.25(0.000)  0.07 (0.054) —0.10(0.96) 0.21 (0.000) —0.12 (0.93) 0.14 (0.030)  0.25 (0.000) —0.05 (0.79)
Group 0.15(0.040)  0.16 (0.012)  0.25(0.000)  0.20 (0.003) —0.05(0.79) —0.08 (0.94) 0.21 (0.000)  0.01 (0.39) 0.18 (0.000)  0.23 (0.000) —0.01 (0.59)
OM:OM

S1 0.20 (0.16) 0.20 (0.064)  0.11(0.19) 0.03 (0.42) 0.06 (0.27) 0.08 (0.15) 0.08 (0.19) 0.07 (0.18) 0.14 (0.12) 0.05(0.34)  —0.03 (0.62)
S2 0.04 (0.41) 0.09 (0.23) 0.21 (0.041)  0.06 (0.039)  0.12(0.16) 0.04 (0.28) 0.02(0.37)  —0.03 (0.62) 0.22 (0.005)  0.41 (0.000) —0.01(0.51)
S3 0.37 (0.001)  0.34 (0.000)  0.42 (0.000)  0.29 (0.000)  0.10 (0.018) —0.02 (0.70) 0.20 (0.080) —0.14 (0.99) 0.22 (0.007)  0.38 (0.001) —0.17 (0.99)
Group 0.20 (0.015)  0.21 (0.001)  0.25(0.000)  0.13(0.015)  0.09 (0.043)  0.03 (0.17) 0.10 (0.087) —0.03 (0.77) 0.19 (0.000)  0.28 (0.000) —0.07 (0.86)
LM:OM

S1 0.17 (0.16) 0.20 (0.050)  0.22(0.029) —0.38(0.99) —0.18(0.839) —0.10(0.75) 0.07 (0.12)  —0.02 (0.61) 0.09 (0.15) 0.03 (0.35)  —0.20 (0.76)
S2 -0.36(097) —0.29(097) —0.19(0.92) —0.02(0.60) —0.23(0.98) —0.05(0.77) —0.07 (0.81) 0.09 (0.18)  —0.11(0.85) —0.11(0.94) 0.03 (0.36)
S3 0.20 (0.023)  0.08 (0.051)  0.14(0.009)  0.23 (0.002)  0.08 (0.054) —0.02(0.74) 0.12(0.021)  0.12(0.020)  0.14 (0.024)  0.26 (0.007)  0.01 (0.43)
Group 0.00 (0.49)  —0.00 (0.51) 0.06 (0.18)  —0.06 (0.79)  —0.11(0.96) —0.05 (0.85) 0.04 (0.14) 0.06 (0.060)  0.04 (0.22) 0.06 (0.12)  —0.05 (0.70)

P-values (numbers in parentheses) indicate probability of obtaining a smaller response to parallel trials than to orthogonal trials by chance (for individual subjects:
one-tailed -test, min df = 447, max df = 508; for group average: estimated from bootstrap generated distributions of the mean difference between orthogonal and parallel
trials (averaged across the three subjects, see METHODS) Bold type indicates a significantly (P < 0.05) larger response to orthogonal than to parallel trials.
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FIG. 7. Time-courses of fMRI responses, averaged across subjects, evoked by probe stimuli in the LM:LM condition for areas V1, V2, V3, hV4, VOI1, and
LO1. Same conventions as in Fig. 6.

areas, response amplitudes were similar for first- and second-
order stimuli. The magnitude of response adaptation, however,
varied across visual areas, becoming progressively larger in

FIG. 8.

FMRI response amplitude (% modulation)
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extrastriate areas for second-order stimuli. This effect was
particularly striking in the adaptation indices (Fig. 11, B and
(), which were small (~0.1) in V1 but significantly larger

V2 V3
0.6 0.6 O Parallel
B Orthogonal
0.4 0.4
o)
0.2 0.2
(o)
0 O 0 0
-0.2 —
0 5 10 15 0 5 10 15
VO1 LO1
0.6 0.6
0.4
0.2
(o]
o}
0
-0.2 .
0 5 10 15

Time (s)

Time-courses of fMRI responses, averaged across subjects, evoked by probe stimuli in the CM:CM condition for areas V1, V2, V3, hV4, VOI, and
LO1. Same conventions as in Fig. 6.
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FIG. 9. Time-courses of fMRI responses, averaged across subjects, evoked by probe stimuli in the OM:OM condition for areas V1, V2, V3, hV4, VOI, and

LO1. Same conventions as in Fig. 6.

(~0.3) in higher-tier areas, particularly VOI (and in the
CM:CM condition, also in areas V3A/B and LOI1).

Cross-modal adaptation between first- and second-order
stimuli (condition LM:OM)

The same probe stimuli were used in the unimodal condition
OM:OM and in the cross-modal condition LM:OM, and the
pattern of response amplitudes was similar in the two condi-
tions, with a relatively larger response in V1-V3 than in
downstream extrastriate areas (Fig. 12A). Unlike condition
OM:OM, however, there was no consistent evidence of orien-
tation-selective adaptation in the cross-modal condition (Table
1; Fig. 12B): the response to the parallel stimulus did not differ
significantly from the response to the orthogonal stimulus in
any visual area except V7, where one of the subjects showed
significant response enhancement to the adapted condition
(opposite to the predicted effect of adaptation). There was
greater variability within and between subjects in this condition
than in the unimodal conditions, and the effects of adaptation
were not consistent across subjects.

Origin of extrastriate adaptation

Because we found adaptation in multiple areas, a possible
interpretation is that each of these areas contains neurons
selective for first- or second-order stimulus orientation. How-
ever, a reduced response to the adapted stimulus in one area
could also reflect a reduced input to the area caused by
adaptation elsewhere. To interpret response reductions as evi-
dence of selective adaptation of neurons within an area, it is
necessary to show that the adaptation effect cannot be ac-

counted for by a reduced input to the area. Failure to do so may
lead to erroneous conclusions about the tuning and/or adapta-
tion properties of the area. For example, single-unit recordings
in macaque MT have suggested that direction-selective re-
sponse adaptation in MT neurons is caused by adaptation of the
V1 neurons projecting to MT, rather than reflecting properties
of the MT neurons themselves (Kohn and Movshon 2004). A
similar effect was recently shown in macaque V4 (Tolias et al.
2005). Given that V1 provides the major feed-forward input to
extrastriate visual cortex, any response adaptation observed in
this area will be propagated to downstream extrastriate visual
areas. Therefore we would expect response adaptation in V1 to
be associated with response adaptation in extrastriate visual
areas, even if neurons in extrastriate areas do not themselves
adapt to the stimuli (e.g., because they are not selective for
stimulus orientation). Note that the adaptation effect in V1
could not have originated at an earlier, subcortical stage (i.e., in
the LGN), because our experimental design ensured that only
orientation-selective neurons would adapt differentially during
orthogonal and parallel trials. Because LGN neurons are not
selective for stimulus orientation, any adaptation in these
neurons (Solomon et al. 2004) would have been equal for both
trial types.

V1 response adaptation accounted for most of the observed
extrastriate adaptation to first-order stimuli: in condition LM:
LM, the adaptation index was approximately constant across
the visual areas that responded to the stimuli (Fig. 11A). This
result implied that neurons responding to first-order orientation
in extrastriate visual areas such as V2 and V3 did not them-
selves adapt strongly to the simple grating stimuli used in our
experiments. Rather, we suggest that most of the adaptation in
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FIG. 10. Response amplitudes, averaged across subjects, for all visual area ROIs in the unimodal conditions. Response amplitudes to parallel probe stimuli are shown
in light gray; responses to orthogonal probe stimuli are shown in black. Asterisks indicate a statistically significant difference between group average responses to
orthogonal and parallel probes (*P < 0.05; **P < 0.01; ***P < 0.001; Table 1). A: condition LM:LM. B: condition CM:CM. C: condition OM:OM. Error bars represent

SE of the 3 subjects.

this condition originated in V1, with little additional adaptation
in downstream extrastriate areas. One possible interpretation of
this result is that neurons in extrastriate areas are selective for
stimulus orientation, but do not adapt as strongly as V1
neurons. A more likely reason for the absence of additional
adaptation in extrastriate visual areas is that neurons in these
areas are selective for more complex features than the orien-
tation of luminance-defined gratings (Gallant et al. 1993, 1996;
Ghose and Ts’o 1997; Hegde and Van Essen 2000, 2003; Ito
and Komatsu 2004; Lui et al. 2005; Mahon and De Valois
2001; Marcar et al. 2000; Pasupathy and Connor 1999, 2001;
Thomas et al. 2002). These neurons are unlikely to show strong
adaptation to nonpreferred stimuli, such as the sinusoidal
luminance gratings used in condition LM:LM.

In contrast, the adaptation indices in both second-order
conditions (CM:CM and OM:OM) were larger in several
extrastriate visual areas than in V1, although the difference
was statistically significant only in VOI in both conditions
(and also in V3A/B and LO1 in the CM:CM condition; Fig.
11, B and C). This result indicated that the response adap-

tation in these areas could not be fully accounted for by
adaptation in V1. We interpret this as evidence that the
response adaptation in extrastriate areas was at least in part
caused by local adaptation within these areas, implying that
they contained populations of neurons that computed (and
adapted to) second-order stimulus orientation. An alterna-
tive explanation is that the activity in one or more of the
extrastriate areas was driven by the output of the subpopu-
lation of V1 neurons that exhibited the strongest adaptation,
with no additional adaptation beyond V1. It is possible that the
orientation of second-order patterns was computed in only a
single extrastriate area (e.g., LO1), and that the adaptation
observed in other areas (e.g., VOI) was simply propagated
from this one area, in the same way that adaptation to first-
order orientation in V1 was propagated to extrastriate areas.
We cannot determine from our current data whether the adap-
tation we observed in extrastriate visual areas was due to
selective adaptation in another upstream extrastriate area or
whether it reflected independent stages of processing in mul-
tiple extrastriate visual areas.
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FIG. 11. Adaptation indices, averaged across subjects, for the seven visual
ROIs showing the strongest responses across all unimodal conditions. A:
condition LM:LM. B: condition CM:CM. C: condition OM:OM. For each
extrastriate area, asterisks indicate a significantly larger adaptation index in
that area than in V1 (P < 0.05). Error bars represent 84% confidence interval
for mean of the 3 subjects, estimated from bootstrap-generated distributions of
means in individual subjects.

Differences in distribution of first- and second-order
response adaptation across visual areas

The pattern of response amplitudes and adaptation ampli-
tudes for the two second-order conditions CM:CM and
OM:OM were more similar to one another than to the other
conditions (Figs. 10 and 13). This result is most apparent in a
scatter plot of the adaptation indices across the different con-
ditions (Fig. 13). In these plots, a similar distribution of
adaptation across visual areas in two conditions would yield
data points lying along the diagonal. The adaptation indices
from conditions CM:CM and OM:OM clustered along the
diagonal (albeit with some variability), indicating a positive
correlation between the two conditions (Fig. 13A). Such a
correlation was less evident when the adaptation indices for
either second-order condition were plotted against the adapta-
tion indices of the first-order condition LM:LM (Fig. 13, B and

C). Furthermore, unlike the first-order condition, the adaptation
indices of the second-order conditions showed a clear dissoci-
ation between lower-tier and higher-tier visual areas: less
strongly adapting early visual areas V1, V2, and V3 (plotted in
shades of blue) formed a cluster in the lower left-hand corner
of Fig. 13A, whereas the more strongly adapting higher-tier
areas hV4, V3A/B, LOI, and VOI (in shades of red, yellow,
and green) were displaced upward and to the right along the
diagonal. In the first-order condition, adaptation indices were
relatively constant across visual areas, and as a consequence,
lower-tier and higher-tier areas did not form distinct clusters in
the plots that include the first-order condition (Fig. 13, B and
O). If first- and second-order patterns were detected by a single
common mechanism, they would have evoked similar patterns
of response adaptation across visual areas. Our finding that the
distribution of response adaptation differed between first- and
second-order conditions therefore adds to the body of evidence
suggesting that first- and second-order pattern perception are
mediated by different neuronal mechanisms. Furthermore, the
fact that the pattern of response adaptation to second-order
stimuli did not depend strongly on second-order stimulus
type—i.e., whether the stimuli were defined by modulations of
contrast (CM stimuli) or orientation (OM stimuli)—implies
that either a single population of neurons mediates detection of
both types of second-order patterns or that the two types of
second-order patterns are detected by different populations of
neurons which are similarly distributed across visual areas.

DISCUSSION

Our results indicate that neurons selective for second-order
orientation are found in most retinotopically organized visual
areas. Furthermore, because the amplitude of response adapta-
tion to second-order patterns was similar to that found for
first-order patterns, neurons selective for second-order orien-
tation appear to be as abundant as neurons selective for
first-order orientation (in human visual cortex). These findings
are consistent with single-unit recordings from cats and mon-
keys that indicate that neurons selective for second-order
stimuli are not uncommon, at least in extrastriate visual areas
(Leventhal et al. 1998; Mareschal and Baker 1998a,b, 1999;
O’Keefe and Movshon 1998; Zhou and Baker 1993, 1994,
1996).

In agreement with previous neuroimaging studies of second-
order motion (Dupont et al. 2003; Nishida et al. 2003; Seiffert
et al. 2003), we found little evidence for the existence of
spatially segregated pathways for first- and second-order pat-
tern processing. On the other hand, there is considerable
psychophysical evidence that first- and second-order visual
processing are mediated by different mechanisms, and our
results are consistent with the existence of separate mecha-
nisms for first- and second-order pattern perception. First,
orientation-selective adaptation to first-order stimuli was
roughly constant across visual areas, whereas selective adap-
tation to second-order stimuli was significantly larger in sev-
eral extrastriate visual areas. Second, we failed to find consis-
tent cross-adaptation in the LM:OM condition.

Orientation-selective adaptation in VI

Consistent with predictions from single-unit physiology, we
found evidence for orientation-selective adaptation to first-
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order stimuli (condition LM:LLM) in area V1. This correspon-
dence between the known tuning properties of single neurons
and the tuning properties inferred from measurements of pop-
ulation activity provides important validation of the use of
response adaptation to study neuronal response selectivity with
fMRI. Surprisingly, unambiguously showing orientation-selec-
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FIG. 13.  Scatter plots of adaptation indices across conditions. Error bars
represent the 84% confidence interval for the mean of adaptation indices in
individual subjects (see METHODS and Fig. 11). Plot symbols represent adap-
tation indices for individual subjects, for each of the 7 visual area ROIs
showing the strongest responses. A: adaptation indices in condition OM:OM
vs. condition CM:CM (2nd-order vs. 2nd-order). Adaptation indices for lower-
tier visual areas (V1, V2, and V3) form a cluster in the bottom left corner;
indices for higher tier areas are displaced upward and to the right along the
diagonal. B: adaptation indices in condition CM:CM vs. condition LM:LM
(2nd-order vs. Ist-order). C: adaptation indices in condition OM:OM vs.
condition LM:LM (2nd-order vs. Ist-order). In B and C, lower- and higher-tier
visual areas do not form distinct clusters along the LM:LM axis.

tive adaptation in human V1 by fMRI has not been straight-
forward. In the first study that used adaptation to measure
orientation selectivity, Tootell et al. (1998b) reported orienta-
tion-selective transient responses in V1 after changing the
orientation of a high-contrast grating after prolonged adapta-
tion. However, because attention was not controlled, these
transient responses could in principle have reflected an atten-
tional signal elicited by the change in the stimulus rather than
selective adaptation to stimulus orientation. Kourtzi et al.
(2003) used both prolonged adaptation and a rapid adaptation
protocol and found transient responses in V1 associated with
changes in random patterns of Gabor patches or line segments,
both in anesthetized monkeys and in human subjects (with and
without controlling attention). Such transients are consistent
with orientation-selective adaptation. In a more direct attempt
at measuring orientation-selective adaptation, Boynton and
Finney (2003) used a rapid adaptation protocol, in which pairs
of parallel or orthogonal high-contrast gratings were presented
in succession (as opposed to the prolonged preadaptation and
top-up adaptation used in our study), with attention tightly
controlled by a highly demanding task at fixation. Boynton and
Finney found no evidence of orientation-selective adaptation in
V1 and suggested a number of reasons for this result. For
example, the use of a rapid adaptation protocol may have failed
to induce sufficiently profound neuronal adaptation in VI.
Alternatively, the fact that the spatial frequency of the stimuli
used was much lower than optimal for V1 may have made
them ineffective as adapting stimuli. A third possibility is that
the high contrast of the stimuli may have led to neuronal
response saturation, masking the adaptation effect. In a previ-
ous study, in which we used high-contrast stimuli both for
inducing and measuring adaptation and a block design as
opposed to the event-related design of this study, we also failed
to find orientation-selective adaptation in V1 (Larsson et al.
2003). In the present study, we chose a high contrast for the
adapter to evoke strong adaptation but an intermediate contrast
for the probe. The probe contrast was chosen to be both high
enough to give rise to a robust fMRI response and sufficiently
low to avoid neuronal response saturation, as determined from
single-unit measurements of adaptation (Carandini et al. 1997,
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1998; Sclar et al. 1989). The most compelling evidence so far
for orientation-selective adaptation in human V1 comes from
Engel (2005), who also used a combination of high-contrast
adapter and low-contrast probe stimuli, as well as a task to
control attention. In contrast with our study, the task used by
Engel required subjects to direct attention to the stimuli. Our
results confirm and extend those of Engel; specifically, because
we actively diverted attention from the stimuli, our study is the
first to show that response adaptation in early visual areas does
not require attention, in contrast with higher-order areas such
as the pLOC (Eger et al. 2004). This result agrees with
single-unit measurements of V1 response adaptation, most of
which have been performed in the absence of attention (i.e.,
under anesthesia), as well as psychophysical studies that show
adaptation to luminance gratings in the absence of attention
(Festman and Ahissar 2004; He and MacLeod 2001).

Adaptation versus change detection

An alternative possible interpretation of our results is that
the stronger response to the (comparatively) infrequently pre-
sented orthogonal (nonadapted) stimulus orientation could be
caused by a change or novelty detection signal. This effect
cannot explain our data for two reasons. First, because of the
severe attentional demands of the foveal task, subjects were
mostly unaware of the orientation of the probe stimulus; one
would presume a change signal would be associated with a
behavioral detection of stimulus changes. Second, a change
signal would be identical for different types of visual stimuli,
and this is hard to reconcile with our finding of systematic
differences between the pattern of first- and second-order
response adaptation across visual areas (as well as the absence
of adaptation in the cross-modal condition).

Early nonlinearities

A potential confound in all studies of second-order visual
processing is the presence of first-order artifacts in the second-
order stimuli. While we made every effort to ensure that our
display hardware did not introduce such artifacts by careful
calibration of the monitor output, it is difficult to guarantee
their complete absence. However, given the potential error in
our calibrations and the range of stimulus contrasts used, these
artifacts would have been very small (<1% luminance contrast
in the CM stimuli and much smaller still in the OM stimuli),
well below the psychophysical detection thresholds for first-
order stimuli with corresponding spatial frequency and eccen-
tricity (Fig. 5). A potentially more serious issue is that early
nonlinearities in the neuronal transduction of physically pure
second-order stimuli could in principle introduce first-order
artifacts detectable by first-order mechanisms. Although we
cannot rule out the possibility that such nonlinearites exist,
they cannot account for the adaptation effects we observe. As
Baker and Mareschal (2001) and many others have noted, any
early nonlinearities must be very small to accommodate the
large body of evidence for the approximately linear properties
of V1 neurons, much smaller than would be required for them
to mediate second-order pattern or motion perception. Given
that the response and adaptation magnitudes we observed in the
second-order conditions were of similar magnitude as those in
the first-order condition, early nonlinearities are unlikely to be
the main source of these effects.

Comparison with single-unit studies

While many of our findings agree with previous single-unit
studies and extend these studies by measuring selectivity for
second-order patterns in extrastriate areas other than V2 and
V5/MT, there are some noteworthy differences. First, we did
not find a strong dissociation between V1 and V2 in terms of
second-order orientation selectivity. Although single units se-
lective for second-order patterns have been found in VI,
several studies report that they are much less frequent in V1
than in V2, and so we might have expected to find a greater
difference between the adaptation indices in these areas than
we observed. In this respect, our results are similar to those of
Nishida et al. (2003), who found direction-selective adaptation
both to first- and second-order motion in V1 (as well as in
extrastriate visual areas). Second, we failed to find consistent
evidence for cross-modal adaptation in any visual area,
whereas a number of single-unit studies (Albright 1992; Lev-
enthal et al. 1998; Mareschal and Baker 1999) have found
neurons that respond both to first- and second-order patterns in
a cue-invariant manner.

These discrepancies could reflect genuine species differ-
ences. Humans and macaques are separated by ~30 million
years of divergent evolution, and the evolutionary distance
between cats (the species used in the studies by Baker and
coworkers; Mareschal and Baker 1998a,b; Zhou and Baker
1993, 1994, 1996) and humans is greater still. It is unlikely that
the organization and neuronal response properties of the visual
cortex of humans and other mammals, even Old World pri-
mates, are exactly homologous.

The discrepancies between our results and those reported
from electrophysiology studies could instead be caused by
differences in experimental methods and design. As pointed
out by Baker and Mareschal (2001), the failure to find sub-
stantial numbers of neurons tuned to second-order patterns in
V1 in single-unit studies could be a result of the methods used
to isolate neurons for recording. In most single-unit studies,
neurons are isolated using first-order stimuli (such as lumi-
nance gratings or bar stimuli). Neurons selective for second-
order but not first-order orientation would not respond well to
such stimuli and would therefore be excluded by this proce-
dure, even if they were relatively common in V1. By definition,
the only second-order-selective neurons isolated by this pro-
cedure are those that also respond to first-order stimuli, and the
distinction between V1 and V2 observed in these studies
therefore only applies to cue-invariant neurons, as opposed to
neurons tuned only to second-order stimuli. In the present
experiment on the other hand, both neurons tuned only to
second-order patterns and cue-invariant neurons would have
contributed to the measured response adaptation. The fact that
we did not observe consistent cross-modal adaptation (reflect-
ing the responses of cue-invariant neurons) in condition
LM:OM suggests that most of the response adaptation we
found in the corresponding unimodal condition OM:OM was
elicited by neurons selective only for second-order patterns,
but not for first-order patterns.

Another important methodological difference between our
study and single-unit studies is the measure of neural activity
used. Whereas single-unit recordings measure spike rates, the
BOLD signal measured by fMRI is believed to reflect not only
the spiking output from a region of cortical tissue, but also the
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synaptic input and local processing within that region of tissue
(Logothetis et al. 2001). V1 receives synaptic feedback con-
nections from extrastriate cortex (e.g., Felleman and Van Essen
1991; Rockland and Pandya 1979), and it is entirely possible
that, even in the absence of attention, some proportion of the
measured fMRI response in V1 reflects this feedback input. If
the feedback connections to V1 come from extrastriate neurons
selective for second-order orientation, a proportion of the
measured signal induced by the synaptic input from these
connections will be orientation-selective and masquerade as
V1 orientation selectivity for second-order patterns. Such se-
lectively tuned feedback need not be visible in the spiking
output properties of most V1 neurons, if the feedback projec-
tions serve to modulate rather than drive the activity of V1
neurons. Because feedback projections from extrastriate corti-
cal areas to V1 tend to be diffuse and widespread (Salin and
Bullier 1995), a feedback signal that leads to spiking activity in
only a few V1 neurons could still elicit a measurable hemo-
dynamic response. Unfortunately from our data, we cannot
distinguish what part of the fMRI signal is caused by feedback
synaptic input and what part reflects spiking output.

Finally, our study differs from single-unit studies in that we
used selective adaptation to infer neuronal response properties
rather than directly measuring the activity of individual neu-
rons. This technique relies on the assumption that neurons
exhibit selective response adaptation (i.e., reduced firing rates)
to prolonged presentations of their optimal stimuli. While it is
well established that V1 neurons selective for first-order ori-
entation adapt to visual stimuli in this manner (Carandini et al.
1998; Sclar et al. 1989), little is known about the adaptation
properties of neurons selective for second-order orientation. If
the cue-invariant neurons (neurons selective for both 1st- and
2nd-order stimuli) found in single-unit studies do not adapt as
strongly as neurons selective for first-order orientation, it
would explain why we did not observe consistent orientation-
selective adaptation in the cross-modal condition (LM:OM).
This interpretation is supported by our finding of little or no
psychophysical adaptation in the cross-modal condition, in
contrast with the results for the unimodal conditions (Fig. 5).
Furthermore, spatial attention is known to enhance behavioral
adaptation (Chaudhuri 1990; Festman and Ahissar 2004; Mon-
taser-Kouhsari and Rajimehr 2004; Rezec et al. 2004; Sohn et
al. 2004; Spivey and Spirn 2000). There is evidence that
higher-order cortical areas (such as the LOC) only exhibit
response adaptation (measured by fMRI) when attention is
directed to the stimuli (Eger et al. 2004; Moradi et al. 2005; Yi
and Chun 2005). Our failure to find cross-modal response
adaptation could therefore also be a result of our experimental
design that required subjects to divert their attention from the
stimuli. Yet another possibility is that the number of cue-
invariant neurons is simply not large enough to evoke a robust
response. Given that the magnitude of response adaptation in
V1 even in the first-order condition was modest, despite the
pronounced orientation selectivity of a majority of V1 neurons,
the response adaptation evoked by cue-invariant neurons could
be too small to detect reliably with the fMRI methods we used.

Single-unit measurements of second-order orientation selec-
tivity in macaque visual cortex have thus far been restricted to
areas V1 and V2. No directly comparable recordings have been
made in areas V3, V4, or posterior IT (a possible homolog of
VOI). Assuming that human and monkey visual cortex have a

similar organization, our results suggest that single-unit record-
ings in these higher-order areas are likely to find a substantial
proportion of neurons selective for the orientation of second-
order patterns. Our finding that orientation-selective response
adaptation to second-order stimuli can be reliably measured in
early visual areas suggests that it may be fruitful to search for
neurons that are selective for second-order orientation, but not
selective for first-order orientation. Such measurements are
also essential to resolve to what extent our measurements of
fMRI response adaptation in early visual areas reflect process-
ing intrinsic to those cortical areas as opposed to modulatory
feedback from higher visual cortical areas.

Separate mechanisms for first- and second-order
pattern perception?

The results of our study suggest that neurons selective for
first- and second-order orientation constitute two distinct pop-
ulations but that both types of neurons are found in most visual
areas. It is obviously possible that first- and second-order
selective neurons are spatially segregated at a finer (e.g.,
columnar) spatial scale, akin to the (relative) segregation of
neurons tuned for orientation and color in V1 in blobs and
pinwheels; such a fine-scale organization would not be resolv-
able by our current fMRI methods. The adaptation index, an
indicator of the relative abundance of orientation-selective
neurons, differed for first- and second-order stimuli in several
visual areas. Whereas the adaptation index was of roughly the
same magnitude in V1 and extrastriate visual areas for first-
order stimuli, for second-order stimuli, the adaptation index
was significantly larger in several extrastriate areas than in V1.
The response adaptation to first-order stimuli we observed in
extrastriate areas could be accounted for by adaptation in V1
propagating to downstream areas. In contrast, for second-order
stimuli, adaptation in V1 could account only for a portion of
the adaptation seen in downstream extrastriate visual areas,
particularly in area VOI1. This indicates that neurons selective
for second-order stimulus orientation become more common as
one descends the ventral processing stream. Although there are
no directly comparable single-unit data from monkey V3 or
V4, recordings from monkey V1 and V2 also show that
neurons responding to second-order stimuli are more abundant
in extrastriate cortex than in VI (e.g., Albright 1992;
Chaudhuri and Albright 1997; Leventhal et al. 1998; von der
Heydt and Peterhans 1989; von der Heydt et al. 1984).

Implications for models of second-order mechanisms

The adaptation protocol used in these experiments was
designed to selectively identify response adaptation in neurons
selective for second-order orientation, corresponding to the
second stage of filtering in a FRF mechanism. We designed our
experiment in such a way that carrier adaptation would have
been constant across trial types, and hence the observed adap-
tation in the CM:CM and OM:OM conditions does not reveal
anything about the properties of the first-stage filters.

Our results imply that relative numbers of second-stage
neurons are larger in higher-tier extrastriate visual areas. How-
ever, the fact that we found adaptation to second-order stimuli
in lower-tier visual areas (V1 and V2) suggests there are
second-stage neurons also at early levels of cortical processing
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(assuming the adaptation in these areas reflects reduced firing
rates, not just subthreshold feedback from higher-tier areas). It
remains to be seen whether the second-stage neurons in lower-
and higher-tier visual areas differ in terms of stimulus selec-
tivity or response properties. Although FRF models do not
explicitly predict the existence of multiple populations of
second-stage neurons, psychophysical evidence for different
second-order spatial frequency channels (Landy and Orug
2002) is consistent with the existence of multiple sets of
second-stage filters tuned to different spatial frequencies. The
second-stage neurons in lower- and higher-tier visual areas
could thus correspond to the different spatial frequency chan-
nels observed psychophysically. This would predict that the
spatial frequency tuning of the second-stage neurons should
differ across visual areas. Because we only used a single
second-order spatial modulation frequency, we cannot test this
prediction based on the data from this experiment. Alterna-
tively, the adaptation in extrastriate areas could reflect the
activity of a third filtering stage, mediated by neurons that sum
the output of the second-stage filters in lower-tier areas. Again,
additional experiments will be required to distinguish between
these hypotheses.

An open question is whether different types of second-order
stimuli (e.g., patterns modulated by contrast or orientation) are
analyzed by a single mechanism or whether there are multiple
second-order mechanisms. Using a masking paradigm, King-
dom et al. (2003) found that contrast- and orientation-modu-
lated second-order stimuli are unlikely to be processed by a
single mechanism, although their results were consistent with
(different) FRF processes underlying detection of both types of
stimuli. We found quite similar response and adaptation pat-
terns for both contrast- and orientation-modulated stimuli,
despite differences in carrier structure (isotropic vs. oriented)
and overall contrast. If different mechanisms mediate detection
of these different types of second-order patterns, our results
imply that these mechanisms are not spatially segregated by
visual area. A more direct test of whether a single or multiple
mechanisms underlie different second-order pattern perception
is to use fMRI to measure the strength and distribution of
cross-adaptation between different types of second-order stim-
uli, and we plan to do this in future studies.

Second-order selectivity in dorsal and ventral stream areas

Our results are consistent with those of Kastner et al. (2000),
who found that orientation-defined texture boundaries evoked
stronger responses than uniform textures in V3A and two
ventral areas they refer to as V4 and TEO, but extend these
results by showing orientation selectivity for second-order
patterns in these areas. [The ventral areas V4 and TEO pre-
sumably correspond to areas hV4 and VOI in our study,
although an exact correspondence is difficult to establish be-
cause Kastner et al. (2000) did not define visual areas on a
flattened surface representation.] Furthermore, unlike Kastner
et al. (2000), we found substantial selectivity for second-order
pattern orientation in V3 and—although less consistently—
also in V1 and V2. This difference in results might be caused
by the higher sensitivity of our scanner hardware (3 vs. 1.5 T,
4-channel phased-array surface coil vs. head coil), but could
also reflect the fact that we used adaptation rather than sub-
traction to identify selective responses to second-order pat-

terns. We did not observe selectivity for second-order orienta-
tion in pLOC, a region generally believed to be selective for
more complex shapes. The new retinotopic area we have
designated LO2 does not seem to be involved in processing of
second-order patterns, as it showed little evidence of orienta-
tion-selective adaptation for these stimuli. In this regard, it was
more similar to either its anterior (V5/MT) or ventral (pLOC)
neighbors than to its posterior neighbor, LO1. Although we
have not yet characterized the response properties of LO1 and
LO2 for other stimulus categories, these results at least suggest
that LO1 and LO2 differ in their function and stimulus selec-
tivity. Our results show that second-order patterns are pro-
cessed both in dorsal (V3A/B) and ventral (hV4, VO1) areas,
although only in ventral area VO1 was there consistent evi-
dence of adaptation to second-order patterns that could not be
accounted for by adaptation in V1. While these results imply
that processing of second-order patterns is not restricted to a
single visual area or visual pathway, they suggest that the
selectivity for such stimuli may be greater in ventral stream
areas than in dorsal stream areas.
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V1 Neurons to Two-Dimensional Hermite Functions™ (doi:10.1152/jn.00498.2005;http://jn.physi-
ology.org/cgi/content/full/95/1/379).As a result of a normalization error, the values of the filters L
(but not E) plotted in Figs. 3, 5, and 6 are twice as large as they should be. Consequently, cells
described as “under-rectified” (Figs. 3, A and B; 5, A and B; and 6A) should have been described
as “half-wave rectifying,” consistent with the illustrated poststimulus histograms. Correction of this
error shifts values of the index /,,, (quoted in the text and plotted on the abscissa of Fig. 11) toward
1, i.e., the “complex” end of the simple versus complex spectrum. The correct value of the index
and the published value are related by

Icnrrected = (3 + Slpublished)/(s + 3Ipub/ished)

Correction of this error also alters the values of /., by decreasing the weighting of contributions
from the L-component, although these changes are slight (Fig. 9). The error does not affect the
index I,,,., which quantifies the difference between the responses to Cartesian and polar stimuli
and thus does not alter any of the conclusions of the paper. Corrected Figs. 9 and 11, with legends,

are presented here.
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FIG. 9. Distribution of relative responsiveness to Cartesian and polar stim-
uli, I, (Eq. 11). Values >0 indicate larger responses to Cartesian stimuli;
values <0 indicate larger responses to polar stimuli. Significance levels are
calculated by jackknife and are shown as in Fig. 7. Each panel contains

calculations based on a different response measure.

determined from Cartesian (A) and polar (B) responses to the F',/F, ratio used
to classify cells as simple and complex. For both Cartesian and polar
measurements, units with 7, close to 1 tended to have small values
(“complex”) of the F,/F, ratio. C and D: distribution of these indexes across
the population. Distributions for Cartesian and polar responses are similar.
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