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#### Abstract

Jenike's radial solution, widely used in the design of materials-handling equipment, is a similarity solution of steady-state continuum equations for the flow under gravity of granular material through an infinite, right-circular cone. In this paper we study how the geometry of the hopper influences this solution. Using perturbation theory, we compute a first-order correction to the (steady-state) velocity resulting from a small change in hopper geometry, either distortion of the cross section or tilting away from vertical. Unlike for the Jenike solution, all three components of the correction velocity are nonzero; i.e., there is secondary circulation in the perturbed flow
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1. Introduction. In manufacturing industries, raw materials are stored in granular form in a silo, and when needed, they are expected to flow out of the silo under gravity through a hopper. Problems in the discharge process are frequent and expensive; see, e.g., [8]. As demonstrated by a Rand Corporation study [9], these problems are symptomatic of our poor understanding of the behavior of granular materials. ${ }^{1}$

Jenike's radial solution is a central component of silo design. Despite its importance, this solution is subject to many severe restrictions:

1. Granular material is modeled as a continuum, with an ad hoc constitutive law.
2. The flow is assumed to be steady.
3. The flow domain, a mathematical idealization, is an infinite cone, given in spherical polar coordinates by the formula

$$
\left\{(r, \theta, \phi): 0<r<\infty, 0 \leq \theta<\theta_{w}\right\} \quad\left(\theta_{w}=\text { constant }\right)
$$

4. Only similarity solutions are considered.
[^0]In this paper we relax restrictions 3 and 4 partly. Specifically, we generalize the domain to an infinite pyramidal hopper described by the inequality

$$
\begin{equation*}
0 \leq \theta<\theta_{w}+\epsilon \cos m \phi \tag{1.1}
\end{equation*}
$$

where $\epsilon$ is a small parameter and $m$ is a positive integer. Assuming a perturbation series

$$
v^{(0)}+\epsilon v^{(1)}+\cdots
$$

for the flow velocity in the domain (1.1), where $v^{(0)}$ is Jenike's solution, we derive a linear PDE for the first-order correction $v^{(1)}$. The $r$-dependence of $v^{(1)}$ still has similarity form, and the $\phi$-dependence may be handled by separation of variables. In this way we reduce solving the PDE for $v^{(1)}$ to solving a two-point boundary problem on the interval $0<\theta<\theta_{w}$.

In Jenike's solution, only the radial component $v_{r}^{(0)}$ of the velocity is nonzero. By contrast, all three components of the correction velocity $v^{(1)}$ are nonzero. In other words, distortion of the conical domain leads to secondary circulation. For example, in Figure 5.1 below, the flow in the $\theta, \phi$-directions is shown for a circular hopper that is tilted slightly to the right, and in Figure 5.2, for a slightly distorted vertical hopper.

Circulation was previously observed by Williams and Rege in discrete element simulations of granular systems [11], [13]. While a connection between such timedependent, discrete simulations and the steady-state continuum theory below is unclear, the similarities are uncanny. Both find a secondary circulation in essentially two-dimensional granular systems undergoing a uniform compression.

The outline of the paper is as follows. In section 2 , the governing equations are recalled together with Jenike's construction of similarity solutions in conical domains. For nonaxisymmetric domains of the type (1.1), the problem is then linearized about Jenike's solution in section 3. The resulting system is discretized in section 4. Numerical results and discussion are offered in section 5 .

## 2. The model.

2.1. Governing equations and boundary conditions. The unknowns are the 3 -component velocity vector $v$, the $3 \times 3$ symmetric stress tensor $T$, and a scalar plasticity coefficient $\lambda$. (The density $\rho$ is a constant.) In total, there are $3+6+1=$ 10 unknown functions. In writing the equations for these variables, we need the strain rate tensor $V=-1 / 2\left(\nabla v+\nabla v^{T}\right)$ and the deviatoric part of the stress tensor $\operatorname{dev} T=T-\frac{1}{3}(\operatorname{tr} T)$ I. Note the sign convention: $V$ measures the compression rate of the material; analogously, positive eigenvalues of $T$ correspond to compressive stresses. This sign convention reflects the fact that granular materials disintegrate under tensile stresses.

Following [12], we require that these variables satisfy

$$
\begin{align*}
\nabla \cdot T & =\rho g  \tag{2.1}\\
V & =\lambda \operatorname{dev} T  \tag{2.2}\\
|\operatorname{dev} T|^{2} & =2 s^{2}(\operatorname{tr} T / 3)^{2} \tag{2.3}
\end{align*}
$$

where $g$ is the (vector) acceleration of gravity, $|\cdot|$ denotes the Frobenius norm

$$
|T|^{2}=\sum_{i, j=1}^{3} T_{i j}^{2}=\operatorname{tr} T^{2}
$$

(the latter equality only for symmetric tensors), and $s=\sin \delta$, with $\delta$ being the angle of internal friction of the material under consideration (see [10]). Equation (2.1) expresses force balance; i.e., Newton's second law with inertia neglected because the flow is assumed slow; it is equivalent to three scalar equations. Equations (2.2) and (2.3) are constitutive laws, the alignment condition and the von Mises yield condition, respectively; they are equivalent to six and to one scalar equations, respectively. Thus (2.1)-(2.3) is a determined system, ten equations for ten unknowns. Since (2.3) contains no derivatives, this system has a differential-algebraic character. Taking the trace of (2.2), we see that $\operatorname{div} v=-\operatorname{tr} V=0$; thus, incompressibility is part of the constitutive assumptions. Incidentally, for a solution to be physical, the function $\lambda$ in (2.2) must satisfy $\lambda \geq 0$ everywhere; otherwise, friction would be adding energy to the system rather than dissipating it. In fact, we want $\lambda$ to be strictly positive since one of the assumptions underlying the derivation of $(2.1)-(2.3)$ is that material is actually deforming.

We seek solutions of (2.1)-(2.3) in a pyramidal domain, expressed in spherical polar coordinates as

$$
\begin{equation*}
\Omega=\{(r, \theta, \phi): 0 \leq \theta<\mathcal{C}(\phi)\} \tag{2.4}
\end{equation*}
$$

where $\mathcal{C}$ is a given smooth $2 \pi$-periodic function. Such a domain represents a mathematical idealization of a converging hopper, in general, a nonaxisymmetric one.

On the boundary $\partial \Omega=\{(r, \mathcal{C}(\phi), \phi)\}$, wall impenetrability imposes one boundary condition on the velocity; i.e.,

$$
\begin{equation*}
v_{N}=0 \tag{2.5}
\end{equation*}
$$

where $v_{N}$ is the normal velocity. Two additional boundary conditions come from Coulomb's law of sliding friction. The surface traction $\tau$-i.e., the force exerted by the wall on the material - is given by

$$
\tau_{i}=\sum_{j=1}^{3} T_{i j} N_{j}
$$

where $N$ is the unit interior normal to $\partial \Omega$. If the vector $\tau$ has normal component $\tau_{N}$ and tangential component $\tau_{T}=\tau-\tau_{N} N$, then we require that

$$
\begin{equation*}
\tau_{T}=-\mu_{w} \tau_{N}(v /|v|) \tag{2.6}
\end{equation*}
$$

where $\mu_{w}$ is the coefficient of friction between the wall and the material. Note the following: (i) If $T$ is positive definite (i.e., if all stresses are compressive), then $\tau_{N}>0$. (ii) While $\tau_{N}$ is a scalar, $\tau_{T}$ is effectively a two-component vector; thus, (2.6) is equivalent to two scalar equations. (iii) Because of (2.5), the velocity $v$ is tangential to $\partial \Omega$; we are assuming that $v \neq 0$ at the boundary.
2.2. Jenike's similarity solution. Suppose that the domain (2.4) is axisymmetric; i.e., suppose

$$
\begin{equation*}
\Omega=\left\{(r, \theta, \phi): 0 \leq \theta<\theta_{w}\right\} \tag{2.7}
\end{equation*}
$$

where $\theta_{w}$ is a constant. In this case Jenike [7] found that (2.1)-(2.3) have solutions that are independent of $\phi$ and have a similarity dependence on $r$,

$$
\begin{equation*}
v^{(0)}(r, \theta)=r^{-2} \hat{v}^{(0)}(\theta), \quad T^{(0)}(r, \theta)=r \hat{T}^{(0)}(\theta) \tag{2.8}
\end{equation*}
$$

(Here and below, a hat above a variable indicates a function that depends on $\theta$ alone.) Moreover, only the radial component of velocity is nonzero; i.e., $v_{\theta}^{(0)}=v_{\phi}^{(0)}=0$. Similarly, $T_{r \phi}^{(0)}=T_{\theta \phi}^{(0)}=0$. Indeed, all components of $T$ can be expressed in terms of two scalar variables, the so-called Sokolovskii variables [10]: the mean stress $p^{(0)}=$ $\operatorname{tr} T^{(0)} / 3$ and an angle $\psi$; specifically,

$$
\operatorname{dev} T^{(0)}=s p^{(0)}\left[\begin{array}{ccc}
-\frac{2}{\sqrt{3}} \cos 2 \psi & -\sin 2 \psi & 0  \tag{2.9}\\
-\sin 2 \psi & \frac{1}{\sqrt{3}} \cos 2 \psi & 0 \\
0 & 0 & \frac{1}{\sqrt{3}} \cos 2 \psi
\end{array}\right]
$$

where $p^{(0)}=r \hat{p}^{(0)}$ and the function $\psi$, like $\hat{p}^{(0)}$, depends only on $\theta$.
The boundary conditions (2.5), (2.6) may be written more explicitly when $\Omega$ is axisymmetric. Equation (2.5) reduces to

$$
\begin{equation*}
v_{\theta}=0 \tag{2.10}
\end{equation*}
$$

Let us decompose the vector equation (2.6) into a direction and a magnitude. Regarding the direction, the vectors $\tau_{T}$ and $v$ are parallel if

$$
\begin{equation*}
T_{r \theta} v_{\phi}-T_{\theta \phi} v_{r}=0 \tag{2.11}
\end{equation*}
$$

Jenike's solution satisfies both (2.10) and (2.11) trivially. The two sides of (2.6) have equal magnitude if

$$
\begin{equation*}
T_{r \theta}+\mu_{w} T_{\theta \theta}=0 \tag{2.12}
\end{equation*}
$$

We briefly summarize the construction of Jenike's solution, referring to [12] for more details. The ansatz (2.9) arranges that (2.3) holds automatically. On substitution into (2.1), we obtain a first-order $2 \times 2$ system of ODEs for $\hat{p}^{(0)}$ and $\psi$. This system has a regular singular point at $\theta=0$, and one boundary condition comes from requiring that the solution be regular there; the other boundary condition comes from (2.12). Thus the stresses are determined as the solution of a two-point boundary-value problem. (In axial symmetry, the stress equations decouple from the velocity.) Once the stresses are known, (2.2) reduces to a linear first-order ODE for $\hat{v}_{r}^{(0)}$. The velocity is determined only up to a multiplicative constant, but the normalization of the velocity will scale out of the calculations below.

Incidentally, for Jenike's solution the plasticity coefficient $\lambda$ in (2.2), which cancels out in the derivation of the equation for $\hat{v}_{r}^{(0)}$, has the form

$$
\lambda^{(0)}(r, \theta)=r^{-4} \hat{\lambda}^{(0)}(\theta)
$$

Using (2.2), the function $\hat{\lambda}^{(0)}$ may be determined from $\hat{v}_{r}^{(0)}$.

## 3. Linearized analysis for a nearly axisymmetric domain.

3.1. Derivation of linearized differential equations. Equations (2.1)-(2.3), a $10 \times 10$ nonlinear DAE system that is elliptic in the sense of Agmon, Douglis, and Nirenberg [1], present formidable mathematical and numerical challenges. In this paper, we consider a simplified problem that prepares the way for computations with the full problem on a general domain.

Suppose the function $\mathcal{C}$ specifying the boundary of $\Omega$ in (2.4) has the expansion

$$
\begin{equation*}
\mathcal{C}(\phi)=\theta_{w}+\epsilon \cos (m \phi)+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.1}
\end{equation*}
$$

where $m$ is a positive integer. For example, a slightly tilted (circular) cone admits such a representation with $m=1$, where $\epsilon$ measures the angle of tilt; likewise for a (vertical) pyramidal hopper having a slightly elliptical cross section, with $m=2$.

An expansion of the solution

$$
\begin{equation*}
v=v^{(0)}+\epsilon v^{(1)}+\mathcal{O}\left(\epsilon^{2}\right), \quad T=T^{(0)}+\epsilon T^{(1)}+\mathcal{O}\left(\epsilon^{2}\right) \tag{3.2}
\end{equation*}
$$

is sought, where $v^{(0)}, T^{(0)}$ are equal to Jenike's radial solution; see (2.8). Substituting (3.2) into (2.1)-(2.3), we derive the equations for the first-order perturbation

$$
\begin{align*}
\nabla \cdot T^{(1)} & =0  \tag{3.3}\\
V^{(1)} & =\lambda^{(1)} \operatorname{dev} T^{(0)}+\lambda^{(0)} \operatorname{dev} T^{(1)},  \tag{3.4}\\
\operatorname{tr}\left(\operatorname{dev} T^{(0)} \operatorname{dev} T^{(1)}\right) & =2 s^{2} p^{(0)} p^{(1)} \tag{3.5}
\end{align*}
$$

where $p^{(i)}=\operatorname{tr} T^{(i)} / 3, i=0,1$, are the mean stresses.
The correction velocity $v^{(1)}$ has the same $r$-dependence as the Jenike solution (although all three components of $v^{(1)}$ may be nonzero), and its $\phi$-dependence can be obtained through separation of variables. Indeed, suppose each component of $v^{(1)}$ has the form

$$
\begin{equation*}
v_{j}^{(1)}=r^{-2} \hat{v}_{j}^{(1)}(\theta) \operatorname{trig} m \phi, \tag{3.6}
\end{equation*}
$$

where trig $m \phi$ denotes either $\cos m \phi$ or $\sin m \phi$. In order to satisfy the appropriately modified version of the boundary condition (2.10) on the perturbed domain, $v_{\theta}^{(1)}$ will have to be in phase with (3.1); i.e., we need

$$
v_{\theta}^{(1)}=r^{-2} \hat{v}_{\theta}^{(1)}(\theta) \cos m \phi
$$

It is readily seen that if

$$
v_{r}^{(1)}=r^{-2} \hat{v}_{r}^{(1)}(\theta) \cos m \phi \quad \text { and } \quad v_{\phi}^{(1)}=r^{-2} \hat{v}_{\phi}^{(1)}(\theta) \sin m \phi
$$

then all terms in

$$
\begin{equation*}
\nabla \cdot v^{(1)}=\partial_{r} v_{r}^{(1)}+2 r^{-1} v_{r}^{(1)}+r^{-1} \partial_{\theta} v_{\theta}^{(1)}+r^{-1} \cot \theta v_{\theta}^{(1)}+r^{-1} \csc \theta \partial_{\phi} v_{\phi}^{(1)} \tag{3.7}
\end{equation*}
$$

are proportional to $r^{-3} \cos m \phi$; i.e., variables separate in the equation $\nabla \cdot v=0$.
Tables 3.1-3.3 help systematize the elimination of $\phi$-dependence in (3.3)-(3.5) with separation of variables. The appropriate $r$ - and $\phi$-dependencies for the scalar $p^{(1)}$, for the vector $v^{(1)}$, and for the tensor $T^{(1)}$ are indicated in Table 3.1. (Note that symmetric $3 \times 3$ tensors are represented as vectors in $\mathbf{R}^{6}$, the components being enumerated in the order shown.) In Table 3.2 we record, for the reader's convenience, the expressions in spherical coordinates for four differential operators that occur in these equations.

The main point, which makes separation of variables work in this problem, is that the $\theta$-dependent part of each of these linear operators is given by

$$
\begin{align*}
\widehat{\nabla p} & =\left(g_{1} \partial_{\theta}+g_{0}\right) \hat{p}  \tag{3.8a}\\
\widehat{\nabla \cdot v} & =\left(d_{1}^{T} \partial_{\theta}+d_{0}^{T}\right) \hat{v}  \tag{3.8b}\\
\hat{V} & =-\left(G_{1} \partial_{\theta}+G_{0}\right) \hat{v}  \tag{3.8c}\\
\widehat{\nabla \cdot T} & =\left(D_{1} \partial_{\theta}+D_{0}\right) \hat{T} \tag{3.8~d}
\end{align*}
$$

Table 3.1
The $r$ - and $\phi$-dependence of scalars, vectors, and tensors in separation of variables.
Scalars : $\quad p=r \hat{p}(\theta) \cos m \phi$
Vectors $: \quad v=\frac{1}{r^{2}}\left[\begin{array}{c}\hat{v}_{r}(\theta) \cos m \phi \\ \hat{v}_{\theta}(\theta) \cos m \phi \\ \hat{v}_{\phi}(\theta) \sin m \phi\end{array}\right] \quad$ Tensors : $\quad T=r\left[\begin{array}{l}\hat{T}_{r r}(\theta) \cos m \phi \\ \hat{T}_{r \theta}(\theta) \cos m \phi \\ \hat{T}_{\theta \theta}(\theta) \cos m \phi \\ \hat{T}_{r \phi}(\theta) \sin m \phi \\ \hat{T}_{\theta \phi}(\theta) \sin m \phi \\ \hat{T}_{\phi \phi}(\theta) \cos m \phi\end{array}\right]$

Table 3.2
Differential operators in spherical coordinates.

$$
\begin{gathered}
\nabla p=\left[\partial_{r} p, r^{-1} \partial_{\theta} p, r^{-1} \csc \theta \partial_{\phi} p\right]^{T} \\
\nabla \cdot v=\partial_{r} v_{r}+2 r^{-1} v_{r}+r^{-1} \partial_{\theta} v_{\theta}+r^{-1} \cot \theta v_{\theta}+r^{-1} \csc \theta \partial_{\phi} v_{\phi} \\
V=\left[\begin{array}{c}
V_{r r} \\
V_{r \theta} \\
V_{\theta \theta} \\
V_{r \phi} \\
V_{\theta \phi} \\
V_{\phi \phi}
\end{array}\right]=-\left[\begin{array}{c}
\partial_{r} v_{r} \\
\frac{1}{2}\left(r^{-1} \partial_{\theta} v_{r}-r^{-1} v_{\theta}+\partial_{r} v_{\theta}\right) \\
r^{-1}\left(v_{r}+\partial_{\theta} v_{\theta}\right) \\
\frac{1}{2}\left(r^{-1} \csc \theta \partial_{\phi} v_{r}-r^{-1} v_{\phi}+\partial_{r} v_{\phi}\right) \\
\frac{1}{2} r^{-1}\left(\partial_{\theta} v_{\phi}-\cot \theta v_{\phi}+\csc \theta \partial_{\phi} v_{\theta}\right) \\
r^{-1}\left(v_{r}+\cot \theta v_{\theta}+\csc \theta \partial_{\phi} v_{\phi}\right)
\end{array}\right] \\
\nabla \cdot T=\left[\begin{array}{c}
\partial_{r} T_{r r}+r^{-1} \csc \theta \partial_{\phi} T_{r \phi}+r^{-1} \partial_{\theta} T_{r \theta}+r^{-1}\left(2 T_{r r}-T_{\phi \phi}-T_{\theta \theta}+T_{r \theta} \cot \theta\right) \\
\partial_{r} T_{r \theta}+r^{-1} \csc \theta \partial_{\phi} T_{\theta \phi}+r^{-1} \partial_{\theta} T_{\theta \theta}+r^{-1}\left(3 T_{r \theta}+\left(T_{\theta \theta}-T_{\phi \phi}\right) \cot \theta\right) \\
\partial_{r} T_{r \phi}+r^{-1} \csc \theta \partial_{\phi} T_{\phi \phi}+r^{-1} \partial_{\theta} T_{\theta \phi}+r^{-1}\left(3 T_{r \phi}+2 T_{\theta \phi} \cot \theta\right)
\end{array}\right]
\end{gathered}
$$

where $g_{1}, g_{0}, \ldots, D_{0}$ are the matrices given in Table 3.3.
The calculation needed to verify (3.8b) was described above; the other equations may be verified similarly. Incidentally, (3.8a) may be derived by substituting $T=p I$ in (3.8d), and (3.8b) may be derived by taking the trace of (3.8c).

With this notation, (3.3)-(3.5) reduces to a system of ODEs in $\theta$,

$$
\begin{align*}
\left(D_{1} \partial_{\theta}+D_{0}\right) \hat{T}^{(1)} & =0  \tag{3.9}\\
-\left(G_{1} \partial_{\theta}+G_{0}\right) \hat{v}^{(1)} & =\hat{\lambda}^{(1)} \operatorname{dev} \hat{T}^{(0)}+\hat{\lambda}^{(0)} \operatorname{dev} \hat{T}^{(1)}  \tag{3.10}\\
\operatorname{tr}\left(\operatorname{dev} \hat{T}^{(0)} \operatorname{dev} \hat{T}^{(1)}\right) & =2 s^{2} \hat{p}^{(0)} \hat{p}^{(1)} \tag{3.11}
\end{align*}
$$

Recalling the representation of symmetric tensors as 6 -component vectors, we observe that the left-hand side of (3.11) may be rewritten as an inner product

$$
\operatorname{tr}\left(\operatorname{dev} \hat{T}^{(0)} \operatorname{dev} \hat{T}^{(1)}\right)=\operatorname{dev} \hat{T}^{(0) T} \mathcal{M} \operatorname{dev} \hat{T}^{(1)}
$$

where $\mathcal{M}$ is the $6 \times 6$ matrix

$$
\mathcal{M}=\operatorname{diag}(1,2,1,2,2,1)
$$

thus we may rewrite (3.11) as

$$
\begin{equation*}
\operatorname{dev} \hat{T}^{(0) T} \mathcal{M} \operatorname{dev} \hat{T}^{(1)}=2 s^{2} \hat{p}^{(0)} \hat{p}^{(1)} \tag{3.12}
\end{equation*}
$$

Table 3.3
Matrices in (3.8).

$$
\begin{array}{cc}
g_{1}=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]^{T} & g_{0}=\left[\begin{array}{lll}
1 & 0 & \frac{m}{\sin \theta}
\end{array}\right]^{T} \\
d_{1}=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]^{T} & d_{0}=\left[\begin{array}{lll}
0 & \cot \theta & \frac{m}{\sin \theta}
\end{array}\right]^{T} \\
G_{1}=\left[\begin{array}{ccc}
0 & 0 & 0 \\
1 / 2 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 1 / 2 \\
0 & 0 & 0
\end{array}\right] \\
D_{1}=\left[\begin{array}{lllll}
0 & G_{0}=\left[\begin{array}{ccc}
-2 & 0 & 0 \\
0 & -3 / 2 & 0 \\
1 & 0 & 0 \\
-\frac{m}{2 \sin \theta} & 0 & -3 / 2 \\
0 & -\frac{m}{2 \sin \theta} & -\frac{\cot \theta}{2} \\
1 & \cot \theta & \frac{m}{\sin \theta}
\end{array}\right] \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1 & 0
\end{array}\right] \quad D_{0}=\left[\begin{array}{ccccc}
3 & \cot \theta & -1 & \frac{m}{\sin \theta} & 0 \\
0 & 4 & \cot \theta & 0 & -1 \\
0 & 0 & 0 & 4 & 2 \cot \\
0 & 2 \cot \theta & -\frac{m}{\sin \theta}
\end{array}\right]
\end{array}
$$

Let us show that the deviatoric stresses in (3.9), (3.10), (3.12) can be eliminated from these equations to obtain

$$
\begin{array}{r}
\left(D_{1} \partial_{\theta}+D_{0}\right)\left(-\frac{1}{\hat{\lambda}^{(0)}}\left(G_{1} \partial_{\theta}+G_{0}\right) \hat{v}^{(1)}-\frac{\hat{\lambda}^{(1)}}{\left(\hat{\lambda}^{(0)}\right)^{2}} \hat{V}^{(0)}\right)+\left(g_{1} \partial_{\theta}+g_{0}\right) \hat{p}^{(1)}=0 \\
\left(d_{1}^{T} \partial_{\theta}+d_{0}^{T}\right) \hat{v}^{(1)}=0 \tag{3.14}
\end{array}
$$

where in (3.13)

$$
\begin{equation*}
\hat{\lambda}^{(1)}=-\frac{1}{2 s^{2}} \frac{1}{\left(\hat{p}^{(0)}\right)^{2} \hat{\lambda}^{(0)}} \hat{V}^{(0) T} \mathcal{M}\left(G_{1} \partial_{\theta}+G_{0}\right) \hat{v}^{(1)}-\frac{\hat{\lambda}^{(0)}}{\hat{p}^{(0)}} \hat{p}^{(1)} \tag{3.15}
\end{equation*}
$$

Equation (3.14) follows on taking the trace of (3.10). Next, we rewrite (3.10) as

$$
\begin{equation*}
\operatorname{dev} \hat{T}^{(1)}=-\frac{1}{\hat{\lambda}^{(0)}}\left(G_{1} \partial_{\theta}+G_{0}\right) \hat{v}^{(1)}-\frac{\hat{\lambda}^{(1)}}{\left(\hat{\lambda}^{(0)}\right)^{2}} \hat{V}^{(0)} \tag{3.16}
\end{equation*}
$$

where we have eliminated $\operatorname{dev} \hat{T}^{(0)}$ using the relation $\hat{V}^{(0)}=\hat{\lambda}^{(0)} \operatorname{dev} \hat{T}^{(0)}$-effectively, (2.2) for Jenike's solution. Recalling that $\hat{T}^{(1)}=\operatorname{dev} \hat{T}^{(1)}+\hat{p}^{(1)} I$, we substitute (3.16) into (3.9) to derive (3.13). Similarly, (3.15) follows on substituting (3.16) into (3.12) and rearranging.

As a final simplification, we substitute (3.15) into (3.13), obtaining the linear, homogeneous system of ODEs

$$
\begin{align*}
-\left(A_{2} \partial_{\theta \theta}+A_{1} \partial_{\theta}+A_{0}\right) \hat{v}^{(1)}+\left(b_{1} \partial_{\theta}+b_{0}\right) \hat{p}^{(1)} & =0  \tag{3.17}\\
\left(d_{1}^{T} \partial_{\theta}+d_{0}^{T}\right) \hat{v}^{(1)} & =0 \tag{3.18}
\end{align*}
$$

where, with the definition

$$
P=I-\frac{1}{2 s^{2}\left(\hat{p}^{(0)}\right)^{2}\left(\hat{\lambda}^{(0)}\right)^{2}} \hat{V}^{(0)} \hat{V}^{(0) T} \mathcal{M}
$$

the coefficient matrices are given by

$$
\begin{aligned}
A_{2} & =\frac{1}{\hat{\lambda}^{(0)}} D_{1} P G_{1} \\
A_{1} & =\frac{1}{\hat{\lambda}^{(0)}}\left(D_{0} P G_{1}+D_{1} P G_{0}\right)+D_{1} \partial_{\theta}\left(\frac{1}{\hat{\lambda}^{(0)}} P G_{1}\right) \\
A_{0} & =\frac{1}{\hat{\lambda}^{(0)}} D_{0} P G_{0}+D_{1} \partial_{\theta}\left(\frac{1}{\hat{\lambda}^{(0)}} P G_{0}\right) \\
b_{1} & =g_{1}+D_{1} \frac{\hat{V}^{(0)}}{\hat{p}^{(0)} \hat{\lambda}^{(0)}} \\
b_{0} & =g_{0}+\left(D_{1} \partial_{\theta}+D_{0}\right) \frac{\hat{V}^{(0)}}{\hat{p}^{(0)} \hat{\lambda}^{(0)}}
\end{aligned}
$$

These matrices depend on $\theta$ and in fact several are singular as $\theta \rightarrow 0$. In Corollary 4.2 below, we show that this system has a six-dimensional solution space.

The combination $\hat{V}^{(0)} /\left(\hat{p}^{(0)} \hat{\lambda}^{(0)}\right)$, which occurs in various places in the above formulas, admits a convenient representation; i.e., combining (2.2) and (2.9), we deduce that

$$
\frac{1}{\hat{p}^{(0)} \hat{\lambda}^{(0)}} \hat{V}^{(0)}=s\left[\begin{array}{c}
-\frac{2}{\sqrt{3}} \cos 2 \psi  \tag{3.19}\\
-\sin 2 \psi \\
\frac{1}{\sqrt{3}} \cos 2 \psi \\
0 \\
0 \\
\frac{1}{\sqrt{3}} \cos 2 \psi
\end{array}\right]
$$

The following supplementary information will be needed in section 4.
Lemma 3.1. Under the reflection $\theta \mapsto-\theta$, the functions in separation of variables have the parities

$$
\begin{align*}
& \hat{p}(-\theta)=(-1)^{m} \hat{p}(\theta),  \tag{3.20a}\\
& \hat{v}_{r}^{(1)}(-\theta)=(-1)^{m} \hat{v}_{r}^{(1)}(\theta),  \tag{3.20b}\\
& \hat{v}_{\theta}^{(1)}(-\theta)=(-1)^{m+1} \hat{v}_{\theta}^{(1)}(\theta),  \tag{3.20c}\\
& \hat{v}_{\phi}^{(1)}(-\theta)=(-1)^{m+1} \hat{v}_{\phi}^{(1)}(\theta) . \tag{3.20~d}
\end{align*}
$$

Proof. The reflection $\theta \mapsto-\theta$ and the rotation $\phi \mapsto \phi+\pi$ are different representations of the same mapping. Therefore, since $p$ is a scalar,

$$
\hat{p}(-\theta) \cos m \phi=\hat{p}(\theta) \cos m(\phi+\pi)=(-1)^{m} \hat{p}(\theta) \cos m \phi
$$

which proves (3.20a). Equation (3.20b) follows from the same argument since $v_{r}$ transforms as a scalar under changes in the angular coordinates. Rather than analyze the parities of $v_{\theta}$ and $v_{\phi}$, we prefer an indirect argument. Since $\nabla \cdot v^{(1)}$ is a scalar, $\nabla \cdot v^{(1)}$ has parity $(-1)^{m}$ under the reflection $\theta \mapsto-\theta$, and on inspecting (3.7), we deduce (3.20c), (3.20d).

Incidentally, although we shall not need that information below, we remark that under this reflection $\hat{T}_{r r}, \hat{T}_{\theta \theta}, \hat{T}_{\theta \phi}$, and $\hat{T}_{\phi \phi}$ have parity $(-1)^{m}$, while $\hat{T}_{r \theta}$ and $\hat{T}_{\phi r}$ have parity $(-1)^{m+1}$.

Table 3.4
Leading orders in the expansions at $\theta=0$ of the coefficient matrices of (3.17)-(3.18).

$$
\begin{aligned}
& A_{2}(\theta)=\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
0 & \frac{5}{6} & 0 \\
0 & 0 & \frac{1}{2}
\end{array}\right]+\mathcal{O}(\theta) \\
& A_{1}(\theta)=\quad \theta^{-1}\left[\begin{array}{ccc}
\frac{1}{2} & 0 & 0 \\
0 & \frac{5}{6} & \frac{m}{3} \\
0 & -\frac{m}{3} & \frac{1}{2}
\end{array}\right]+\mathcal{O}(1) \\
& A_{0}(\theta)=\theta^{-2}\left[\begin{array}{ccc}
-\frac{m^{2}}{2} & 0 & 0 \\
0 & -\frac{m^{2}}{2}-\frac{5}{6} & -\frac{4 m}{3} \\
0 & -\frac{4 m}{3} & -\frac{5 m^{2}}{6}-\frac{1}{2}
\end{array}\right]+\mathcal{O}\left(\theta^{-1}\right) \\
& b_{1}(\theta)=(1+s / \sqrt{3})\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]^{T}+\mathcal{O}(\theta) \\
& b_{0}(\theta)=\theta^{-1}(1+s / \sqrt{3})\left[\begin{array}{lll}
0 & 0 & -m
\end{array}\right]^{T}+\mathcal{O}(1) \\
& d_{1}(\theta)=\left[\begin{array}{lll}
0 & 1 & 0
\end{array}\right]^{T} \quad \text { (exactly) } \\
& d_{0}(\theta)=\theta^{-1}\left[\begin{array}{lll}
0 & 1 & m
\end{array}\right]^{T}+\mathcal{O}(1)
\end{aligned}
$$

3.2. Boundary conditions at the centerline. Equations (3.17), (3.18) have a regular singular point at $\theta=0$. The leading orders of the coefficient matrices in these equations are given in Table 3.4. This information may be determined without knowing the Jenike solution explicitly since, using the fact that $\psi(0)=0$, we deduce from (3.19) that

$$
\frac{\hat{V}^{(0)}}{\hat{p}^{(0)} \hat{\lambda}^{(0)}}(0)=\frac{s}{\sqrt{3}}\left[\begin{array}{llllll}
-2 & 0 & 1 & 0 & 0 & 1
\end{array}\right]^{T}
$$

According to the method of Frobenius [3], equations (3.17), (3.18) admit solutions of the form

$$
\begin{equation*}
\hat{v}^{(1)}(\theta)=\theta^{\nu} F(\theta), \quad \hat{p}^{(1)}(\theta)=\theta^{\nu-1} f(\theta) \tag{3.21}
\end{equation*}
$$

where $F(\theta)$ and $f(\theta)$ are analytic near $\theta=0$. Suppose the exponent $\nu$ is real; if $1 \leq \nu$, such a solution is continuous; if $\nu<0$, it is singular; and if $0 \leq \nu<1$, it is continuous, provided $f(0)=0$.

Proposition 3.2. There are exactly three linearly independent solutions of (3.17), (3.18) of the form (3.21) that are continuous at $\theta=0$.

Proof. Substitution of (3.21) into (3.17), (3.18) gives an indicial equation with roots

$$
\begin{equation*}
\nu= \pm(m+1), \pm m, \pm(m-1) \tag{3.22}
\end{equation*}
$$

If $m \geq 2$, three of the roots of (3.22) are negative and three are positive. The three solutions associated with the positive indices are linearly independent and continuous. (We remark that since the positive roots differ by integers, in principle these solutions
might contain log terms. This would not affect their continuity. Moreover, using Maple we have verified that no such log terms arise. See section 5.2 for more details about the Maple code.)

If $m=1$, there are four nonnegative roots of (3.22), including zero which is a double root. Because of a log term, the double root zero contributes at most one continuous solution. Again using Maple we have eliminated the various alternative possibilities to show that zero and the two positive roots (3.22) contribute exactly three linearly independent continuous solutions and these do not contain any log terms.

Incidentally, since the roots of the indicial equation are integers and since no log terms arise, the continuous solutions of the lemma are actually analytic near $\theta=0$.

Note that there are six roots (3.22) of the indicial equation. Therefore (3.17), (3.18) has a six-dimensional solution space. (We also prove this by a different argument in Corollary 4.2.) Thus, according to the proposition, the condition that solutions be regular at $\theta=0$ is equivalent to three boundary conditions. Therefore, regularity at $\theta=0$ plus the three boundary conditions (2.5), (2.6) will provide a complete set of boundary conditions.
3.3. Boundary conditions at the hopper wall. We derive the perturbed version of (2.5) in some detail; similar issues arise for (2.6), and we treat the latter equation more succinctly. The calculations are greatly simplified by the fact that we may neglect any quantity that is $\mathcal{O}\left(\epsilon^{2}\right)$. To exploit this simplification efficiently, we temporarily use the notation $F \sim G$ to mean that $F=G+\mathcal{O}\left(\epsilon^{2}\right)$.

Including a prefactor of $r^{2}$ to remove all $r$-dependence from the equation, we may rewrite (2.5) as

$$
\begin{equation*}
r^{2} v\left(r, \theta_{w}+\epsilon \cos m \phi, \phi\right) \cdot N=0 \tag{3.23}
\end{equation*}
$$

Because of the perturbation, (3.23) differs from (2.10) in three respects:

- the velocity $v$ contains an additional term, $v \sim v^{(0)}+\epsilon v^{(1)}$;
- the velocity is evaluated at a location shifted by $\epsilon \cos m \phi$;
- the direction of the normal $N$ is changed.

Regarding the first two points, we observe that

$$
r^{2} v\left(r, \theta_{w}+\epsilon \cos m \phi, \phi\right) \sim \hat{v}^{(0)}\left(\theta_{w}\right)+\epsilon \cos m \phi \partial_{\theta} \hat{v}^{(0)}\left(\theta_{w}\right)+\epsilon \operatorname{trig} m \phi \hat{v}^{(1)}\left(\theta_{w}\right)
$$

where trig $m \phi$ equals $\cos m \phi$ or $\sin m \phi$, depending on the component of $\hat{v}^{(1)}$. Regarding the third point, $\partial \Omega$ is the zero set of the function $\theta-\theta_{w}-\epsilon \cos m \phi$. Taking the gradient of this function, we conclude that the (inward) normal is

$$
N \sim\left[\begin{array}{lll}
0 & -1 & -\epsilon \frac{\sin m \phi}{\sin \theta_{w}}
\end{array}\right]^{T}
$$

Modulo an $\mathcal{O}\left(\epsilon^{2}\right)$-error, $N$ has unit length. Substituting the previous two equations into (3.23), we deduce that

$$
\begin{aligned}
-r^{2} v\left(r, \theta_{w}+\epsilon \cos m \phi, \phi\right) \cdot N \sim \hat{v}_{\theta}^{(0)}\left(\theta_{w}\right)+ & \epsilon \cos m \phi\left(\partial_{\theta} \hat{v}_{\theta}^{(0)}\left(\theta_{w}\right)+\hat{v}_{\theta}^{(1)}\left(\theta_{w}\right)\right) \\
& +\epsilon \frac{\sin m \phi}{\sin \theta_{w}} \hat{v}_{\phi}^{(0)}\left(\theta_{w}\right) .
\end{aligned}
$$

However, since $v_{\theta}^{(0)}$ and $v_{\phi}^{(0)}$ vanish identically for Jenike's solution, the velocity boundary condition for the perturbed problem reduces to

$$
\begin{equation*}
\hat{v}_{\theta}^{(1)}\left(\theta_{w}\right)=0 \tag{3.24}
\end{equation*}
$$

We turn to the stress boundary condition (2.6). As regards the scalar $\tau_{N}$ in (2.6), we observe that, since $T_{r \phi}^{(0)}$ and $T_{\theta \phi}^{(0)}$ vanish for Jenike's solution,

$$
\begin{equation*}
\tau_{N}=\sum_{i, j=1}^{3} T_{i j} N_{i} N_{j} \sim T_{\theta \theta}^{(0)}+\epsilon T_{\theta \theta}^{(1)} \tag{3.25}
\end{equation*}
$$

The vectors $\tau_{T}$ and $v_{T}$ in (2.6) lie in a two-dimensional subspace tangent to $\partial \Omega$. Note that the unperturbed tangent space is spanned by the $r$ and $\phi$ coordinate directions. Even allowing for the perturbation, the two sides of (2.6) will be equal iff their $r$ - and $\phi$-components are equal; in symbols, iff

$$
\left[\begin{array}{c}
\tau_{T r} \\
\tau_{T \phi}
\end{array}\right]=-\frac{\mu_{w} \tau_{N}}{|v|}\left[\begin{array}{c}
v_{r} \\
v_{\phi}
\end{array}\right]
$$

This equality will hold iff (i) the two sides of the equation are parallel vectors and (ii) the first components of the two sides are equal; again, in symbols, iff

$$
\begin{align*}
\tau_{T r} v_{\phi}-\tau_{T \phi} v_{r} & =0 \quad \text { and }  \tag{3.26}\\
\tau_{T r}+\mu_{w} \tau_{N}\left(v_{r} /|v|\right) & =0 \tag{3.27}
\end{align*}
$$

Regarding $v$, it is clear that

$$
\left[\begin{array}{c}
v_{r}  \tag{3.28}\\
v_{\phi}
\end{array}\right] \sim\left[\begin{array}{c}
v_{r}^{(0)} \\
0
\end{array}\right]+\epsilon\left[\begin{array}{c}
v_{r}^{(1)} \\
v_{\phi}^{(1)}
\end{array}\right]
$$

Regarding $\tau_{T}=\tau-\tau_{N} N$, we claim that

$$
\left[\begin{array}{c}
\tau_{T r}  \tag{3.29}\\
\tau_{T \phi}
\end{array}\right] \sim-\left[\begin{array}{c}
T_{r \theta}^{(0)} \\
0
\end{array}\right]-\epsilon\left[\begin{array}{c}
T_{r \theta}^{(1)} \\
T_{\theta \phi}^{(1)}
\end{array}\right]
$$

Verifying this claim is straightforward except that, in analyzing the second component, one must invoke the fact that Jenike's solution satisfies $T_{\theta \theta}^{(0)}=T_{\phi \phi}^{(0)}$. On substituting (3.28) and (3.29) into (3.26), we obtain the equation

$$
\epsilon\left(T_{r \theta}^{(0)} v_{\phi}^{(1)}-v_{r}^{(0)} T_{\theta \phi}^{(1)}\right)=0 \quad \text { at } \theta=\theta_{w}+\epsilon \cos m \phi
$$

The difference between evaluating this expression at $\theta=\theta_{w}$ and at the perturbed location is $\mathcal{O}\left(\epsilon^{2}\right)$. Removing the $r$-dependence (proportional to $r$ ) and the $\phi$-dependence (proportional to $\sin m \phi$ ) from this equation, we obtain the first stress boundary condition for the perturbed problem:

$$
\begin{equation*}
\left(\hat{T}_{r \theta}^{(0)} \hat{v}_{\phi}^{(1)}-\hat{v}_{r}^{(0)} \hat{T}_{\theta \phi}^{(1)}\right)=0 \quad \text { at } \theta=\theta_{w} . \tag{3.30}
\end{equation*}
$$

Regarding (3.27), we claim that

$$
|v|=\sqrt{v_{r}^{2}+v_{\theta}^{2}+v_{\phi}^{2}} \sim\left|v_{r}\right| .
$$

Indeed, it is clear from (3.28) that the contribution of $v_{\phi}$ to $|v|$ is $\mathcal{O}\left(\epsilon^{2}\right)$, and by (3.24) the contribution of $v_{\theta}$ to $|v|$ is $\mathcal{O}\left(\epsilon^{4}\right)$. Thus, $v_{r} /|v| \sim-1$. Substituting (3.25) and (3.29) into (3.27), we obtain the condition

$$
\left(T_{r \theta}^{(0)}+\epsilon T_{r \theta}^{(1)}\right)+\mu_{w}\left(T_{\theta \theta}^{(0)}+\epsilon T_{\theta \theta}^{(1)}\right) \sim 0 \quad \text { at } \theta=\theta_{w}+\epsilon \cos m \phi
$$

By (2.12), $T_{r \theta}^{(0)}+\mu_{w} T_{\theta \theta}^{(0)}$ vanishes at $\theta=\theta_{w}$, but at the perturbed location these terms make an $\mathcal{O}(\epsilon)$-contribution. Allowing for this contribution and eliminating the $r$ - and $\phi$-dependence, we derive the second stress boundary condition for the perturbed problem:

$$
\begin{equation*}
\hat{T}_{r \theta}^{(1)}+\mu_{w} \hat{T}_{\theta \theta}^{(1)}=-\partial_{\theta}\left(\hat{T}_{r \theta}^{(0)}+\mu_{w} \hat{T}_{\theta \theta}^{(0)}\right) \quad \text { at } \theta=\theta_{w} \tag{3.31}
\end{equation*}
$$

We have put the inhomogeneous term, which does not involve the perturbation $T^{(1)}$, on the right side of the equation. (By contrast, (3.30) and (3.24) are homogeneous.)

It is noteworthy that the perturbed boundary conditions (3.24), (3.30), (3.31) resemble (2.10), (2.11), (2.12) rather closely.
4. Numerical approximation of the two-point boundary-value problem. The coefficients in (3.17), (3.18) depend on the zeroth-order solution discussed in section 2.2. This solution can be found numerically without difficulty; see, e.g., [6], where a shooting method is used, or [10]. We will consider the zeroth-order solution as given, and we will focus on the corrections $\hat{v}^{(1)}$ and $\hat{p}^{(1)}$.

To simplify the notation before discretization, we set

$$
w=\hat{v}^{(1)}, \quad z=\frac{d}{d \theta} \hat{v}^{(1)}, \quad \text { and } \quad q=p^{(1)}
$$

and rewrite equations (3.17), (3.18) as a first-order system

$$
\left[\begin{array}{ccc}
\mathrm{I} & 0 & 0  \tag{4.1}\\
0 & -A_{2} & b_{1} \\
0 & 0 & 0
\end{array}\right]\left[\begin{array}{l}
w^{\prime} \\
z^{\prime} \\
q^{\prime}
\end{array}\right]+\left[\begin{array}{ccc}
0 & -\mathrm{I} & 0 \\
-A_{0} & -A_{1} & b_{0} \\
d_{0}^{T} & d_{1}^{T} & 0
\end{array}\right]\left[\begin{array}{l}
w \\
z \\
q
\end{array}\right]=\left[\begin{array}{l}
0 \\
0 \\
0
\end{array}\right]
$$

where the coefficient matrices are the same as above. System (4.1) is completed by the three boundary conditions (3.24), (3.30), (3.31).

The above system (4.1) is differential-algebraic; in the next lemma, we show it has index one. (The meaning of this term is defined in the proof, or see [4].) The approximation of solutions of the initial-value problem for such low-index DAEs is relatively well understood; see, for instance, [4] for convergence results. Moreover, some results for the initial-value problem may be extended to boundary-value problems; see [5]. These considerations provide a theoretical justification for our using the midpoint rule to solve (4.1) numerically.

Lemma 4.1. Assuming downward flow, i.e., $v_{r}(\theta)<0$ for any $\theta$, the first-order system is differential-algebraic of index one.

Proof. We need to show that by differentiating some of the components of (4.1) at most once, the algebraic character of the system can be eliminated, leaving a purely differential equation. Let us differentiate only the last component of (4.1),

$$
\begin{equation*}
d_{0}^{T} w+d_{1}^{T} z=0 \tag{4.2}
\end{equation*}
$$

The resulting system may be written as

$$
\left[\begin{array}{ccc}
I & 0 & 0  \tag{4.3}\\
0 & -A_{2} & b_{1} \\
0 & d_{1}^{T} & 0
\end{array}\right]\left[\begin{array}{c}
w^{\prime} \\
z^{\prime} \\
q^{\prime}
\end{array}\right]+\left[\begin{array}{c}
\text { linear } \\
\text { zeroth-order } \\
\text { terms }
\end{array}\right]=0
$$

We claim the coefficient matrix in (4.3) is nonsingular. Then, multiplying (4.3) by the inverse of this matrix, we obtain a purely differential equation.

To prove the claim, it suffices to show that

$$
B=\left[\begin{array}{cc}
+\hat{\lambda}^{(0)} A_{2} & b_{1}  \tag{4.4}\\
d_{1}^{T} & 0
\end{array}\right]
$$

is nonsingular, where, without changing invertibility, we have inserted a factor of $-\hat{\lambda}^{(0)}$ in the upper left, which simplifies the calculation. Let us introduce the notation $W$ for the column vector on the right-hand side of $(3.19)$, so that $\hat{V}^{(0)} /\left(\hat{p}^{(0)} \hat{\lambda}^{(0)}\right)=s W$. Then from the definitions following (3.17), (3.18), we have $b_{1}=g_{1}+s D_{1} W$. Similarly, regarding $A_{2}$, since $\mathcal{M} G_{1}=D_{1}^{T}$, we have $\hat{\lambda}^{(0)} A_{2}=D_{1} G_{1}-\frac{1}{2}\left(D_{1} W\right)\left(D_{1} W\right)^{T}$. But

$$
D_{1} W=\left[\begin{array}{lll}
-\sin 2 \psi & \frac{1}{\sqrt{3}} \cos 2 \psi & 0
\end{array}\right]^{T}
$$

Hence matrix (4.4) equals

$$
B=\left[\begin{array}{cccc}
\frac{1}{2}-\frac{1}{2} \sin ^{2} 2 \psi & * & * & -s \sin 2 \psi \\
\frac{1}{2 \sqrt{3}} \cos 2 \psi \sin 2 \psi & * & * & 1+\frac{s}{\sqrt{3}} \cos 2 \psi \\
0 & 0 & \frac{1}{2} & 0 \\
0 & 1 & 0 & 0
\end{array}\right]
$$

where $*$ indicates elements that do not affect the invertibility of $B$. It is readily calculated that

$$
\operatorname{det} B=-\frac{1}{4}\left(\cos ^{2} 2 \psi+\frac{s}{\sqrt{3}} \cos 2 \psi\right)
$$

As shown on p. 43 of [12], the assumption that $v_{r}^{(0)}<0$ implies that $|\psi(\theta)|<\pi / 4$, and the claim follows.

Corollary 4.2. The solution space of (4.1) has dimension six.
Proof. The solution space of (4.3), which is seven-dimensional, may be parameterized by initial values $\left[w\left(\theta_{0}\right) \quad z\left(\theta_{0}\right) \quad q\left(\theta_{0}\right)\right]^{T}$. Since (4.3) was obtained from (4.1) by differentiating (4.2), we conclude that for a solution of (4.3),

$$
d_{0}^{T} w(\theta)+d_{1}^{T} z(\theta) \equiv 0 \quad \text { iff } \quad d_{0}^{T} w\left(\theta_{0}\right)+d_{1}^{T} z\left(\theta_{0}\right)=0
$$

Thus the solution space of (4.1) may be identified with the set of solutions of (4.3) whose initial conditions satisfy the scalar equation (4.2). $\quad \mathrm{\square}$

The boundary-value problem (4.1), (3.24), (3.30), (3.31) is discretized using a symmetric implicit Runge-Kutta method [2], [4]. Since the solutions are expected to behave smoothly with respect to $\theta$, the simplest of those methods, namely the midpoint rule, is chosen. In spite of being only second-order accurate, this choice is shown to be adequate below. The interval $\left(0, \theta_{w}\right)$ is divided into $N$ subintervals of size $\Delta \theta=\theta_{w} / N$, defining a uniform mesh with nodes $\theta_{i}=i \Delta \theta, i=0,1, \ldots, N$. At each grid point $\theta_{i}$ there are seven unknowns,

$$
U^{i}=\left[\begin{array}{lllllll}
w_{1}^{i} & w_{2}^{i} & w_{3}^{i} & z_{1}^{i} & z_{2}^{i} & z_{3}^{i} & q^{i}
\end{array}\right]^{T}
$$

Since there are $N+1$ grid points, there are $7(N+1)$ unknowns in total. The midpoint

Table 4.1
Numerical boundary conditions at $\theta=0$.

| $m=1$ | $w_{1}^{0}=0$ | $w_{2}^{0}+w_{3}^{0}=0$ | $z_{3}^{0}=0$ | $q^{0}=0$ |
| :---: | :---: | :---: | :---: | :---: |
| $m \geq 2$ | $w_{1}^{0}=0$ | $w_{2}^{0}=0$ | $w_{3}^{0}=0$ | $q^{0}=0$ |

rule for the ODE (4.1) is applied on each interval $\left[\theta_{i-1}, \theta_{i}\right], i=1, \ldots, N$, leading to $7 N$ equations for the $7(N+1)$ unknowns.

Seven additional equations are needed to close the system, and these are provided by the boundary conditions. At $\theta=\theta_{w}$, the three conditions (3.24), (3.30), (3.31) are imposed, and at $\theta=0$, the four numerical boundary conditions listed in Table 4.1 are imposed. The latter boundary conditions may be justified as follows. According to (3.21), (3.22), as $\theta \rightarrow 0$,

$$
w \sim \theta^{\nu}, \quad q \sim \theta^{\nu-1},
$$

where $\nu \geq m-1$. Thus $w(0)=0$ if $m \geq 2$, and $q(0)=0$ if $m \geq 3$. In fact, if $m=2$, direct calculation of the Frobenius solution (3.21) shows that $q(0)=0$ remains true in this case, too. If $m=1$, we refer to Lemma 3.1: by parity, $w_{1}, q$, and $z_{3}=d w_{3} / d \theta$ all vanish at $\theta=0$. The fourth boundary condition in Table 4.1 follows from the last equation in (4.1) in the limit $\theta \rightarrow 0$.

The resulting $7(N+1) \times 7(N+1)$ system has the following structure:

$$
\left[\begin{array}{ccccc}
S_{1} & R_{1} & & &  \tag{4.5}\\
& S_{2} & R_{2} & & \\
& & \ddots & \ddots & \\
& & & S_{N} & R_{N} \\
B_{0} & & & & B_{w}
\end{array}\right]\left[\begin{array}{l}
U^{0} \\
U^{1} \\
\vdots \\
U^{N-1} \\
U^{N}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
\vdots \\
0 \\
Q
\end{array}\right]
$$

The last row of the above system corresponds to the implementation of the boundary conditions; the $7 \times 7$ matrices $B_{0}$ and $B_{w}$ contain the coefficients entering in the formula from Table 4.1 and (3.24), (3.30), (3.31), respectively, while $Q$ corresponds to the nonhomogeneous part of the boundary condition (3.31).

## 5. Numerical results.

5.1. Secondary circulation. We claim that, for solutions of (4.1), secondary circulation-i.e., flow tangential to the spherical cap $\{r=$ const $\}$ - may be described in terms of the stream function

$$
\Psi=\frac{1}{m r} \sin \theta \sin m \phi w_{2}(\theta) .
$$

In other words, we must show that

$$
\begin{align*}
v_{\theta}^{(1)} & =\frac{1}{r \sin \theta} \partial_{\phi} \Psi,  \tag{5.1a}\\
v_{\phi}^{(1)} & =-\frac{1}{r} \partial_{\theta} \Psi . \tag{5.1b}
\end{align*}
$$

Since $v_{\theta}^{(1)}=r^{-2} w_{2}(\theta) \cos m \phi$, equation (5.1a) follows by direct differentiation. On


Fig. 5.1. Stream function showing secondary flow in a tilted hopper ( $m=1, \theta_{w}=30^{\circ}$, $\delta=30^{\circ}$, angle of wall friction $=14^{\circ}$ ), i.e., $\mu_{w}=\tan 14^{\circ}$. By symmetry, only half of the hopper is represented.


Fig. 5.2. Stream function showing secondary flow in an "elliptical" hopper $\left(m=2, \theta_{w}=30^{\circ}\right.$, $\delta=30^{\circ}$, angle of wall friction $\left.=14^{\circ}\right)$.
the other hand, since $v_{r}^{(1)}=r^{-2} w_{1}(\theta) \cos m \phi$, we have $\left(\partial_{r}+2 r^{-1}\right) v_{r}=0$, so by (3.7)

$$
\left(\partial_{\theta}+\cot \theta\right) w_{2}(\theta) \cos m \phi+\csc \theta w_{3}(\theta) \partial_{\phi}(\sin m \phi)=0
$$

from which (5.1b) follows. Figures 5.1 and 5.2 show plots of the level lines of $\Psi$, which equal the projection of the streamlines onto a spherical cap $\{r=$ const $\}$. Figure 5.1 corresponds to a tilted hopper $(m=1)$, while Figure 5.2 corresponds to an "elliptical" hopper $(m=2)$. The grains do not move along radial lines but follow more complicated and fully three-dimensional trajectories.

The sign of the main circulation changes when $\mu_{w}$ increases. The corresponding transition is independent of the value of $m$, but is a property of the radial solution itself. Specifically, the circulation vanishes when the boundary condition for the correction terms (3.31) is homogeneous, i.e., $\partial_{\theta} \hat{T}_{r \theta}^{(0)}+\mu_{w} \partial_{\theta} \hat{T}_{\theta \theta}^{(0)}=0$ at $\theta=\theta_{w}$. The range of $\theta_{w}$ in Figure 5.3 is limited by the mass-flow limit- exceeding this limit leads to flows with rigid regions, to which the present model does not apply. The range of $\mu_{w}$


FIG. 5.3. Critical values leading to sign changes of the circulation (internal friction $\delta=30^{\circ}$ ).


Fig. 5.4. Influence of the geometry on the mean stress corrections $\left(\theta_{w}=30^{\circ}, \delta=30^{\circ}\right.$, angle of wall friction $=14^{\circ}$ ); upper left: $m=1$, upper right: $m=2$, lower left: $m=3$, lower right: $m=4$.
is limited by the condition that $\mu_{w}<\sin \delta=1 / 2$; here the upper bound corresponds to a fully rough wall [7].

The effects of the geometry on the mean stress corrections are illustrated in Figure 5.4.
5.2. Checks on the computation. For comparison with the above numerical solution, the method of Frobenius was applied directly to the system (3.17), (3.18) using Maple. Given Jenike's radial field, a linear system for the coefficients of the series solution is readily formed and solved, yielding a solution with three free parameters, corresponding to the three linearly independent solutions in Proposition 3.2. Subsequently, the three boundary conditions (3.24), (3.30), (3.31) provide the needed relations to determine the solution to the full boundary-value problem.


Fig. 5.5. Comparison of $v_{\theta}^{(1)}$ from the purely numerical method of section 4 and from the Frobenius method of section 5.2. (Using $m=1, \theta_{w}=10^{\circ}, \delta=30^{\circ}$, and $\mu_{w}=0.3$.)

Two methods of obtaining the radial field were employed. Under the assumption that $\theta_{w}^{2}$ and $\mu_{w} / \theta_{w}$ are both small and of the same order, a series representation of the Jenike field was computed within Maple itself. Under the less restrictive assumption that only $\theta_{w}$ be small (say $10^{\circ}$ ), numerical solutions were computed in MATLAB, fitted to polynomials, and then imported into Maple. In both cases, the resulting polynomials were then used to compute the first-order correction. The corrections to the stress and velocity obtained through this symbolic approach agree extremely well with the results of the purely numerical method of sections 4 and 5 : for the representative values $m=1, \theta_{w}=10^{\circ}, \delta=30^{\circ}$, and $\mu_{w}=0.3$, the corrections obtained by the two different methods have a relative difference of less than $1 \%$; see Figure 5.5.
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