
Secure Traceroute to Detect Faulty or Malicious Routing

Venkata N. Padmanabhan
∗

and Daniel R. Simon
†

Microsoft Research

ABSTRACT
Network routing is vulnerable to disruptions caused by mal-
functioning or malicious routers that draw traffic towards
themselves but fail to correctly forward the traffic. The
existing approach to addressing this problem is to secure
the routing protocol by having it validate routing updates,
i.e., verify their authenticity, accuracy, and/or consistency.
In this paper, we argue that it is also important to ensure
the robustness of packet forwarding itself. To this end, we
propose a different approach, the central idea of which is a
secure traceroute protocol that enables end hosts or routers
to detect and locate the source of (arbitrarily severe) routing
misbehaviors, so that appropriate action can be taken.

1. INTRODUCTION
Although a great deal of attention has been paid to secur-

ing network communication, the security of network rout-
ing has been neglected by comparison. For example, the
predominant inter-domain routing protocol in the Internet,
BGP, includes no mechanism for verifying either the authen-
ticity (correct origin) or the accuracy of the routing infor-
mation it distributes. As a result, traffic can be severely dis-
rupted by routers refusing to serve their advertised routes,
announcing nonexistent routes, or simply failing to with-
draw failed routes, as a result of either malfunction or mal-
ice. A particularly problematic case is that of sophisticated
malicious routers (e.g., routers that have been compromised)
that attempt to hide or disguise their misbehavior.

Two approaches have been suggested to solving this prob-
lem. One, typified by Secure BGP (S-BGP) [7], requires
routing information to be authenticated—say, by digital sign-
ature—so that routers advertising false routing information
can be held accountable when detected. However, the over-
head of digital signature is large and can be prohibitive—
for example, when bringing a failed Internet router back
on line, at which time all BGP routing advertisements for
that router must be digitally signed at once. Moreover, au-
thentication of routing information does little to help detect
or diagnose faulty routing information emanating from a
router (for example, a compromised one); it only ensures re-
liable identification of the information’s origin (for after-the-
fact, out-of-band blame assignment) should the misbehavior
somehow be detected.

The other approach is to maintain a centralized registry
of “plausibility” information about routing advertisements
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(akin to the Routing Arbiter [15]), so that blatantly invalid
routing information can be discounted when received. This
approach can prevent the most egregious routing problems
arising from router misconfigurations, but it is still vulnera-
ble to a wide range of both inadvertent and malicious false
advertisements for routes that a particular router may be
“entitled” to advertise, but cannot (or simply will not) in
fact serve. Thus, beyond ensuring the security of the rout-
ing protocol, it is also important to deal directly with packet
forwarding misbehavior.

To this end, we propose a third approach, in which routers,
assisted by end hosts, adaptively detect poorly perform-
ing routes that indicate routing problems, and use a se-
cure traceroute protocol to attempt to identify an offending
router. Once the offending router has been identified, it
can be routed around, the detection can be publicized, or
out-of-band action can be taken to attempt to resolve the
problem.

The key idea behind secure traceroute is to securely trace
the path of existing traffic, rather than that of special tracer-
oute packets, to prevent adversaries from misleading the
tracer by treating traceroute and normal traffic differently.
Secure traceroute responses are also authenticated, to verify
their origin and prevent spoofing or tampering.

Our approach is orthogonal to and can complement schemes
such as S-BGP that secure the routing protocol itself. Secure
traceroute can be incrementally deployed in the Internet;
moreover, it is a general technique that can be used to di-
agnose routing problems in other settings such as single-ISP
networks, ad hoc networks, and peer-to-peer networks. In
the latter two contexts, especially, where routers are gener-
ally uncontrolled and untrusted, methods for detecting and
reacting to malicious behavior are particularly useful.

2. ASSUMPTIONS AND THREAT MODEL
We assume a network in which nodes are individually

globally addressable (which is often, though not always, true
in the Internet), and in which each (non-faulty) node, on
receiving a packet with an origin and destination address,
chooses a single next node to which to forward it. Our goal
is to deal with fairly limited, localized routing problems in
this setting; if the routing disruption is too widespread, in-
volving too many nodes, then it can interfere with any at-
tempt to investigate it. A typical example of our target
problem might be a single faulty router somewhere in the
network (although our approach certainly does not assume
that there is only one faulty router). Note that it is not
necessary to distinguish between a merely faulty (e.g., mis-



configured) router and a malicious one; in practice, after all,
sufficiently erroneous behavior can be indistinguishable from
malice. (An adversary may, for instance, attempt to disguise
its malicious behavior as mere error in order to avoid later
retribution.) Hence we assume faulty routers to be capable
of arbitrary Byzantine behavior.

3. SECURE TRACEROUTE
The normal traceroute protocol involves the sender simply

sending packets with increasing TTL (time to live) values,
and waiting for an ICMP time-exceeded response from the
node that receives the packet when the TTL expires. Nor-
mally, this protocol easily generates a sequence of addresses
of nodes on the path to the destination, or at least up to the
point where packets are being lost on a faulty link. How-
ever, a malicious router could intercept and alter traceroute
traffic to give an arbitrary misleading impression—say, by
letting only traceroute packets through, or by constructing
fake responses to them so as to give the impression that they
are getting through and demonstrating a fully functioning
path (or a path with a problem elsewhere). Secure tracer-
oute is intended to prevent this type of disruption of the
traceroute process by verifying the origin of responses, and
preventing traceroute packets from being handled differently
from ordinary traffic.
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Figure 1: An illustration of secure traceroute in op-
eration. R2 initiates secure traceroute and concludes
eventually that the link between R4 and R5 is faulty.
Si denotes the “signature” of the packets that router
Ri is asked to treat as traceroute packets.

As in normal traceroute, secure traceroute proceeds hop
by hop, with each node on the path being asked to respond
to traceroute traffic (Figure 1). However, there are several
fundamental differences between them, including traceroute
packet contents and the responses they elicit from routers.
We outline the specifics of secure traceroute below:

1. In addition to their own address (which is included
implicitly in the response packet), hosts responding to
secure traceroute packets provide a next-hop address
for the packet. Thus the node performing the tracer-
oute always knows the (expected) next node on the
path.

2. Prior to sending the traceroute packets, the tracing
node establishes a shared key for encrypted, authen-
ticated communication to and from the expected next

node. (How this is done is described in Section 4.)
Using this key, identifying information, which speci-
fies the “signature” of the packets to be treated as
traceroute packets, is securely passed from the trac-
ing node to the expected next node. This information
could include the source and destination addresses (or
address ranges) of the selected packets, and the val-
ues (or constraints on the values) of certain fields on
the packets. For example, it could be specified that
all packets between certain source and destination ad-
dresses for which a certain field contains a particular
value modulo a specific prime number should be exam-
ined. Alternatively, a random value (“nonce”) could
be inserted into some field in the packet by the trac-
ing node, and certain such values would be designated
as signifying a traceroute packet. Thus, traceroute
packets will look indistinguishable from ordinary traf-
fic to intermediate nodes, and will therefore constitute
a representative sample of traffic between the specified
source and destination ranges.

3. In replying to a packet identified as a secure tracer-
oute packet, a node sends some agreed-upon identify-
ing marker for the packet back to the tracing node,
to “prove” that the packet has been received. Alter-
natively, some accumulated value based on multiple
received packets may be returned. For example, if the
tracing host can place data on the traceroute packets,
then it can use a threshold secret-sharing scheme [12]
to send a secret that can only be extracted when some
minimum number of shares (and thus packets) has
been received. (In a threshold secret-sharing scheme,
a secret is “divided up” into a number of shares such
that any subset of the shares of a certain “threshold”
size suffices to reconstruct the secret, but any sub-
set smaller than the threshold reveals no information
about the secret. Threshold secret-sharing is an effi-
cient operation, comparable in cost to symmetric-key
cryptography.) By inserting one share per traceroute
packet, and measuring how many shares must be sent
before a reply is received, the tracing host can esti-
mate what fraction of traceroute packets are getting
through.

4. In addition to packet-identifying information, the se-
cure traceroute reply contains a strongly secure Mes-
sage Authentication Code (MAC) that ensures its au-
thentic origin. The MAC is based on the original key
shared between the tracing node and expected next
node, and covers the entire response, including the ad-
dress of the node to which the expected next node
forwarded the traceroute packet, based on its destina-
tion. This new node becomes the “new” expected next
node for the next step of the traceroute.

This iterative process produces, as does a normal tracer-
oute, one of two possible results: either a complete route
is determined, or a faulty link is found, such that one end
of the link claims to be sending packets through the link,
but the other end claims not to be receiving them (or sim-
ply doesn’t respond to the traceroute). However, the iden-
tification of this link is much more reliable than for ordi-
nary traceroute, since return packets are (with greater or
lesser certainty, as described below) established to be com-
ing from the correct node, and the use of normal packets



in place of identifiable traceroute packets ensures that the
route (whether functioning or faulty) accurately represents
the route taken by normal packets.

Because secure traceroute is more expensive than the nor-
mal variety, it may make sense to limit its use whenever
possible. One way to do so is to initiate it starting at a
point on the route just before where the preceding normal
traceroute process indicates that the problem appears; thus,
if that insecure traceroute turns out to be accurate, then the
secure traceroute will demonstrate said accuracy at a rela-
tively small cost. For example, in the (probably very com-
mon) case that the normal traceroute indicates that the path
functions well until the destination host (and hence, that the
problem is probably with the destination host rather than
the route), then a secure traceroute can be initiated starting
close to the destination host (if not at the destination host
itself) on the presumed route. If the secure traceroute re-
sults in correct responses where it is initiated, then it can be
assumed that the “skipped-over” portion of the route gener-
ated by the standard traceroute is accurate (or, in any event,
that the “skipped-over” portion is not causing the problem).

4. AUTHENTICATING SECURE TRACEROUTE
The above protocol assumes that a secure (that is, en-

crypted, authenticated) key exchange can be performed be-
tween the tracing host and the expected next host. Ideally, a
public-key infrastructure (PKI) would be available to allow
such key exchange to occur using standard protocols (e.g.,
IPSEC [6]). Such a PKI for infrastructure operators (as
opposed to end users) is not unthinkable, as the widely de-
ployed “SSL” PKI for Web servers demonstrates; however,
it cannot necessarily be assumed. In its absence, various
ad hoc mechanisms can be used. For example, PGP-style
“Web of trust” techniques [16, 2] can be used to propa-
gate routers’ public keys from node to (trusting) node; using
Web- or email-based protocols, nodes can distribute public
keys of nodes they have established confidence in the sources
of, and receive such keys in turn from others whose judg-
ments they trust. Similarly, certain widely trusted hosts
could voluntarily act as “key servers”, collecting and verify-
ing public keys of nodes and offering them for authenticated
download to nodes that trust the key server. Finally, the
redundancy of the network can be used to attempt to deter-
mine the valid public keys of other hosts at authentication
time. By requesting the public key of a host multiple times,
via multiple paths—possibly with the help of a set of widely
distributed, trusted routing intermediaries (an overlay net-
work of sorts)—a tracing host can increase the likelihood
that the public key being returned has not been tampered
with en route by a malicious host. Once the expected next
host’s public key has been obtained, a (one-way) authenti-
cated key exchange is easy, and the secure traceroute can
proceed.

5. USING SECURE TRACEROUTE
We propose a general five-stage process for using secure

traceroute to detect, identify and mitigate routing problems,
consisting of the following steps:

1. Complaint: If an end host detects an end-to-end per-
formance problem to a particular destination, it sets a
“complaint bit” in its subsequent traffic to that desti-
nation, indicating that a problem is occurring. Com-

plaints emanating from sources found to be generating
false complaints are discounted or ignored. (Obviously,
this mechanism is vulnerable to source address spoof-
ing; we assume some other solution to the spoofing
problem—ingress filtering, traceback, authentication—
has been implemented.)

2. Complaint Evaluation: If a router’s “complaint level”
get high enough—say, if most or all traffic destined
for a particular set of addresses complains—then the
router may choose to investigate it. Note that a suf-
ficiently severe and sustained congestion problem is
indistinguishable from a routing problem, and can be
treated as such.

In principle, of course, an end host could investigate
its own complaints. However, it would be best for a
router that is as far downstream as possible (i.e., clos-
est to the problem) to investigate, since its resolution
of the problem (say, by rerouting traffic) is likely to
benefit the maximum number of sources. We propose
an adaptive approach where each router waits for a
random interval based how far downstream it thinks
it is (say, based on the TTL value of packets it receives)
before initiating the investigation.

3. Normal Traceroute: The first step in the investiga-
tion is to perform a traceroute to attempt to identify
the offending node or link in the downstream path.
The (possibly partial) path returned by the tracer-
oute may be completely misleading; a malicious router
along the route could easily intercept and respond to
traceroute packets so as to suggest an arbitrary failed
or successful subsequent path. However, the path re-
turned by the traceroute may be useful in locating a
faulty node in the presumably more common cases of
router misconfiguration or failure, or end-host failure.
So this information is used as the starting point for
the secure traceroute step described next.

4. Secure Traceroute: To verify the results of the tracer-
oute, the investigating router then performs a secure
traceroute, described in Section 3. Since secure tracer-
oute is a more “heavyweight” protocol, it is initially
only performed to confirm the results of the standard
traceroute. That is, if the normal traceroute was suc-
cessful, then secure traceroute is used to check that
packets are in fact getting to the destination node; if
the normal traceroute terminated prematurely, then
a secure traceroute is initiated starting with the suc-
cessful node closest to the point of failure. Thus, se-
cure traceroute is a relatively cheap procedure if the
normal traceroute is in fact valid. However, if this
procedure reveals that the normal traceroute was mis-
leading, then secure traceroute is performed starting
with the very next downstream hop, all the way to the
destination.

If secure traceroute is supported only by a subset of the
routers in the network, we proceed as follows: for each
router on the path reported by the normal traceroute,
a secure traceroute step is attempted. If it succeeds for
a particular router, we deduce that the path up to that
router is good; otherwise, we simply ignore that router.
The subset of secure traceroute-capable routers thus



divides the end-to-end path into a sequence of sub-
segments. Eventually, the secure traceroute will have
identified a subsegment (possibly the last one) that
contains a faulty link. Hence, even when only incre-
mentally deployed, secure traceroute still provides par-
tial information about the location of faulty links.

Note that the path information used here is obtained
from a normal traceroute and hence is not authenti-
cated; it need not be, since is verified by the secure
traceroute. A bad link found by the secure traceroute
is in this case either a faulty link on the true end-to-
end path, or a point at which the normal traceroute
was led astray.

5. Problem Correction: A Secure traceroute can at
best identify a faulty link on a route—a link that one
node claims to be sending packets through, while the
node on the other end claims not to be receiving them.
The router that determines such a faulty link can try to
route around it; notify downstream routers of the prob-
lem, expecting them to make the appropriate routing
adjustments; or even pursue the matter through hu-
man intervention (such as contacting the administra-
tor of the suspected offending router). We will not
examine possible correction strategies in detail here.

6. ROUTING ASYMMETRY
Internet routing is, in general, asymmetric. The path from

node A to node B may be different from that from B to A.
This asymmetry can create two problems. First, an end host
cannot be sure whether its inability to communicate with a
peer host is the result of a network problem in one direction,
the opposite direction, or both. Second, the same ambiguity
can also affect a node that is performing a secure traceroute.
We discuss both these issues in turn.

6.1 Impact on the End-host Complaint Process
Consider an end host A that is trying to communicate

with end-host B. If A does not receive any response (e.g.,
TCP ACKs) to the packets it has sent to B, A cannot be sure
whether there is a network problem in the A→B direction,
in the B→A direction, or in both directions. The question
then becomes when end host A should start “complaining”
by setting the appropriate bit in its packets.

If A receives a steady stream of packets from B but none
that indicates that A’s packets have been received by B,
then A can be quite sure that the problem is in the A→B
direction. Certain applications, such as conferencing, may
generate a steady, bidirectional flow of traffic that enables
such disambiguation. Certain protocols as well, such as
TCP, generate sustained traffic in at least one direction (e.g.,
TCP retransmissions). In cases where no such traffic is nor-
mally generated, we propose that peer hosts that are in the
midst of communicating with each other transmit “keep-
alive” packets (at a low frequency) during times when they
do not have regular packets to send. Receipt of traffic (with
little or no loss) from host B would indicate to A that the
problem is in the A→B direction. A can then start setting
the “complaint bit” in its packet to B. On the other hand,
if the problem is only in the B→A direction, then B would
hear A’s traffic, deduce that the problem is in the B→A
direction, and initiate the complaint process.

There are, however, two problem cases: (a) there may be
a failure in both the A→B and B→A directions, or (b) the
network failure may precede any communication between
A and B, preventing the hosts from exchanging any traffic
at all. In both cases, since neither A nor B may receive
traffic from its peer, neither would be in a position to de-
termine definitively the direction of failure. In such cases,
the deadlock can be broken by having the host(s) initiate the
complaint process anyway, after having waited for a random
extra duration to give its peer the opportunity to initiate the
complaint process and possibly resolve the problem.

6.2 Impact on Secure Traceroute
Asymmetry in network routing can make it difficult for

an investigating router, R, to check whether a downstream
router, D, is in fact receiving packets. First, even if D is
receiving all packets forwarded by R (and hence there is
no network problem in the R→D direction), the two routers
may not be able to establish a secure communication channel
simply because of a network problem in the D→R direction.
Second, even if a secure channel has been established, R may
not receive the appropriate response from D due to a (new)
network problem in the D→R direction. Thus if R’s secure
traceroute attempt does not elicit the appropriate response
from D, R cannot be sure whether there is a problem in the
R→D direction or in the D→R direction.

The solution we suggest is as follows: The investigating
router, R, first initiates the secure traceroute process as de-
scribed earlier. If it does not receive the appropriate re-
sponse from a certain downstream router, D, router R re-
peats the secure traceroute process with one difference: it
includes the reverse route that D could use to communicate
back to R using a mechanism such as IP source routing.
The reverse route consists of the sequence of intermediate
routers along the path from R to D in reverse order. (Note
that due to routing asymmetry, the reverse route may not
be the same as the route from D to R.) The underlying as-
sumption is that if in fact there is no network problem in
the R→D direction, it is quite likely (modulo the presence
of unidirectional links) that D will be able to communicate
back to R via the reverse route.

In the worst case, the inability of D to communicate back
to R would just mean that R would incorrectly deduce that
the problem is at or around D and would proceed with un-
necessary rerouting or other corrective action, an undesir-
able but hardly disastrous outcome.

7. ATTACKS
There are a number of potential attacks against the ap-

proach presented here; we outline a few below, along with
some potential countermeasures.

1. Because the most frequent cause of failed connections
will be unresponsive end hosts—a problem which can-
not be fixed by routing adjustments—a malicious router
can avoid detection via secure traceroute by simulat-
ing a “dead” end host, simply by advertising a (non-
responsive) direct link to the targeted end host. If
the claimed last-hop router is very far away from the
targeted end host, then routing metrics (such as hop
counts) can suggest a problem; also, an attempt to
find an alternate route should yield one that avoids the
offending router. On the other hand, if the malicious
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Figure 2: Misbehaving routers R3 and R6 work in
conjunction to deceive R2 into concluding that the
link between R4 and R5 is faulty.

router is very close to the targeted end host, then these
measures are likely to be less successful; of course, in
the worst case, where the misbehaving router is really
the (sole) last-hop router, then it will obviously be im-
possible to distinguish its “blackholing” activity from
a truly dead end host.

2. A malicious router may adjust its disruptive behavior
so as to avoid detection. For example, it may confine
its attacks to periods of time where it does not detect
any secure traceroute initiation attempts (i.e., key ex-
change packets from upstream routers). A simple solu-
tion is to give occasional indications of traceroute ac-
tivity (such as sending key exchange packets—whether
real or bogus) whenever there is any hint of a problem.
Since the malicious router cannot distinguish real se-
cure traceroute attempts from fictitious ones (beyond
detecting the presence or absence of key exchanges),
the presence of such simulations should ensure that
misbehavior occurs either at such times when it can
be detected by secure traceroute, or else not at all.

Alternatively, the malicious router may attempt to in-
terfere with the secure traceroute by selectively black-
holing the packets used in the key exchange phase, so
as to give the impression that a router further down-
stream is not accepting key exchanges (and hence ei-
ther malfunctioning or malicious). This attack can-
not be used by a single misbehaving router to frame a
router further downstream: if the misbehavior affects
normal traffic, then the secure traceroute will correctly
detect a misbehaving link when the (honest) router
immediately downstream of the adversary on the path
reports the anomalous traffic pattern. However, two
misbehaving routers could collude to frame a router
between them on a path; the downstream confederate
disrupts traffic, while the upstream one disrupts key
exchanges to the victim router so as to implicate it
(Figure 2). A simple countermeasure to this attack (if
multiple colluding routers are deemed a threat, and if
redundant routes are not being used to effect the key
exchange) is to use “onion routing”-style encryption
of key exchange messages [14]. Since each step of the
traceroute involves a key exchange, the key exchange
traffic can be encrypted hop by hop, so that each router
along the route does not know the final destination of
the message (and therefore cannot consistently frame
a single router).

3. If an attacker can create numerous fictitious nodes in
the network, then both identifying a bad link and at-
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Figure 3: Misbehaving router R4 leads the secure
traceroute initiated by R2 astray, down a path of
bogus routers. However, R2 can still identify and
eliminate the bogus links through repeated applica-
tion of secure traceroute.

tempting to route around it can become much more
difficult and time-consuming. A single attacker on a
path, for instance, could divert a secure traceroute by
returning a bogus next-hop router (Figure 3). This
may still remain undiscovered if the bogus router is ei-
ther a confederate of the attacker or the attacker itself
under the garb of a different address (i.e., a “dummy”
node). In fact, the attacker could lead the secure
traceroute into a thicket of bogus routers before it pe-
ters out. However, the secure traceroute will eventu-
ally identify a bad link, at least one end of which is the
attacker or its confederate. Thus, this link deserves
to be avoided. There may still be other misbehaving
nodes in the path, but persistent application of a suc-
cession of secure traceroutes can eliminate them, one
by one, from the path until they have all been purged.
Hence, if adding confederates or dummy nodes to the
network is sufficiently costly, or if owners or adminis-
trators of misbehaving nodes are investigated and pe-
nalized sufficiently harshly if found to be guilty, then
the application of secure traceroute would still help
identify misbehaving nodes, so that they can be elim-
inated and/or punished.

4. Finally, the need for computationally expensive key
exchanges creates an opportunity for powerful denial-
of-service attacks using bogus key exchange messages
that require significant computational resources to de-
tect and discard. A simple solution is just to throttle
the number of secure traceroute key exchanges hon-
ored to keep it below an acceptable threshold. This
raises the possibility of combining malicious routing
with denial-of-service attacks to foil secure traceroute
attempts. One possible solution to this problem is to
respond to a key exchange message with a “client puz-
zle” (as in [1, 5]). Such puzzles are easy for the re-
sponding router to generate and check, without main-
taining state; the requesting router (or the attacker),
in order to have its traceroute request attended to,
would have to solve the puzzle—which would require
at least the same order of magnitude of computation
as the responding router has to perform in order to
handle the secure traceroute—and return the solution
along with a resend of its key exchange message.



Of course, the attacker could always simply muster the
computational resources to mount the attack (say, by
harnessing thousands of hacked “zombie” computers
to the task). But anyone with that level of resources
is likely able to mount a more conventional denial-
of-service attack against their intended targets in any
event—probably without ever needing to subvert the
routing system.

8. RELATED WORK
There have been several pieces of work on making Internet

routing protocols robust against attacks by malicious enti-
ties. Perlman [9, 10] presents an approach for “sabotage-
proof” routing. The key idea is to use “robust flooding” to
distribute link-state packets (LSPs) and the public keys of
all nodes throughout the network. Robust data routing is
then accomplished by having end hosts construct digitally
signed source routes using the link-state information they
have gathered. There are a couple of issues that limit the
practicality of this approach. First, flooding LSP informa-
tion on a global scale is likely to be infeasible; indeed this
is the rationale for using BGP, a path-vector protocol, for
inter-domain routing. Second, allowing each end host to do
source routing severely weakens the ability of ISPs to engi-
neer traffic in their networks.

Other proposals [7, 13] have considered less disruptive ap-
proaches to securing the routing protocol. In particular,
Secure BGP (S-BGP) [7] proposes using public key infras-
tructures (PKIs) and IPSec to enable a BGP speaker to val-
idate the authenticity and data integrity of BGP UPDATE
messages that it receives and to verify the identity and au-
thorization of the senders. As noted in Section 1, S-BGP
could impose an unacceptable overhead, and more impor-
tantly does not offer protection against a misconfigured or
failed router that is authorized to advertise routes for an
address prefix but fails to deliver packets anyway.

There has been considerable interest recently in secur-
ing routing on mobile ad hoc networks. In [8], a “watch-
dog” technique is proposed to enable a node to check that a
neighboring node did in fact forward a packet onward with-
out tampering with it. This technique makes the strong
assumption that nodes can hear the onward transmissions
of their neighbors, something that may not be true even
in wireless ad hoc networks (for instance, due to directional
antennae). SEAD [3] focusses on a lightweight scheme to en-
able nodes to authenticate routing updates from other nodes
for the specific case of a distance-vector routing protocol. As
with S-BGP, authentication does not solve the problem of
a faulty node that fails to forward packets. [4] proposes a
self-organized PKI suitable for mobile ad hoc networks. In
the absence of a centralized PKI, we could use a similar
approach to support secure traceroute.

Finally, recent work on IP traceback (e.g., [11]) tries to
solve a different problem related to the one addressed by
secure traceroute. The goal of IP traceback is to determine
which routers a specified subset of traffic (typically the “at-
tack traffic” during a DDoS attack) traverses. In IP trace-
back, the information provided by routers is trusted. Secure
traceroute, on the other hand, is used to determine whether
traffic did in fact traverse a router.

9. CONCLUSION
In this paper, we have argued that robust routing requires

not only a secure routing protocol but also well-behaved
packet forwarding. To this end, we have proposed an ap-
proach to robust routing in which routers, assisted by end
hosts, adaptively detect poorly performing routes that ap-
pear suspicious, and use a secure traceroute protocol to at-
tempt to detect an offending router. This approach com-
plements efforts that focus on securing the routing protocol
itself. We view secure traceroute as a general technique with
wide applicability, and are presently investigating it in the
context of multi-hop wireless networks.
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