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Development of DataSHIELD was based on social practices 
as well as scientific and ethical motivations. Therefore, the 
‘success’ of DataSHIELD would, likewise, be dependent on 
more than just the mathematics and the security of the tech-
nology.  Copyright © 2012 S. Karger AG, Basel 

 Data Sharing in the New Data Economy 

 Contemporary bioscience is seeing the emergence of a 
new data economy  [1] : that is, the advent of new forms of 
social, ethical, institutional, academic, epistemic, nation-
al, and international structure and governance, with data 
as its fundamental unit of exchange. Increasingly, explo-
ration of biomedical and social determinants of health 
and disease require identification and quantification of 
the relatively weak effect of one or more factors of pri-
mary relevance (e.g.   a number of specified genes and en-
vironmental determinants) that are shrouded behind a 
smoke screen of other factors that are causally important 
but not of substantive interest (i.e.   all of the other deter-
minants that influence the trait of interest). In the bio-
medical setting, this means that very large numbers (10’s 
or 100’s of thousands) of participants are often needed  [2] . 
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 Abstract 

 Contemporary bioscience is seeing the emergence of a new 
data economy: with data as its fundamental unit of ex-
change. While sharing data within this new ‘economy’ pro-
vides many potential advantages, the sharing of individual 
data raises important social and ethical concerns. We exam-
ine ongoing development of one technology, DataSHIELD, 
which appears to elide privacy concerns about sharing data 
by enabling shared analysis while not  actually  sharing any 
individual-level data. We combine presentation of the devel-
opment of DataSHIELD with presentation of an ethnograph-
ic study of a workshop to test the technology. DataSHIELD 
produced an application of the norm of privacy that was 
practical, flexible and operationalizable in researchers’ ev-
eryday activities, and one which fulfilled the requirements of 
ethics committees. We demonstrated that an analysis run via 
DataSHIELD could precisely replicate results produced by a 
standard analysis where all data are physically pooled and 
analyzed together. In developing DataSHIELD, the ethical 
concept of privacy was transformed into an issue of security. 

 Published online: June 20, 2012 

 Madeleine Murtagh 
 Data to Knowledge for Practice, University of Leicester 
 Room 209, Adrian Building, University Road 
 Leicester, LE1 7RH (UK) 
 Tel. +44 116 252 2926, E-Mail mm399   @   le.ac.uk 

E-Mail karger@karger.ch

 © 2012 S. Karger AG, Basel
1662–4246/12/0155–0243$38.00/0 

www.karger.com/phg Th is is an Open Access article licensed under the terms of 
the Creative Commons Attribution- NonCommercial-No-
Derivs 3.0 License (www.karger.com/OA-license), applica-
ble to the online version of the article only. Distribution for 
non-commercial purposes only.

http://dx.doi.org/10.1159%2F000336673


 Murtagh et al.

 

Public Health Genomics 2012;15:243–253244

At the same time, studies must invest in measurements 
that are defined as being of high quality  [3] , and this can 
be very expensive. Moreover, this places a pragmatic lim-
it on the total number of participants that any single 
study can enroll, and many research questions of un-
doubted scientific interest simply cannot be answered by 
using data from one study alone. Instead, research groups 
and consortia are increasingly combining data from 
more than one study to carrying out large pooled meta-
analyses  [2, 4] . Although sharing data within this new 
‘economy’ provides many potential advantages, the shar-
ing of individual data raises important social and ethical 
concerns among the public, researcher, and funding and 
governance communities  [1, 5–7] .

  Many studies and governmental data repositories have 
strict embargoes on the release of individual-level data 
 [8] . These may be framed in the wording of consent forms 
or information leaflets, the concerns of ethical commit-
tees, or legal restrictions placed by governments or other 
controlling bodies on national data access and release. 
Sometimes the prohibition is all encompassing (no data 
can be passed to  any  third party), but it is often targeted 
(e.g.   data cannot be passed across national boundaries; 
social data but not biomedical data can be shared). Where 
access  is  permitted, governance procedures may well stip-
ulate that researchers must seek formal permission from 
one or more oversight bodies and/or ethics committees, 
which likely involves procedures that are onerous and 
time-consuming. This presents an important challenge. 
From a scientific perspective, methods that work directly 
with individual-level data are markedly more flexible, 
and often more efficient, than other approaches to pooled 
analysis. Governance restrictions reflect consideration of 
privacy, confidentiality, and the ownership and exploita-
tion of scientific data and intellectual property. Arguably 
of great public concern is privacy. Indeed, the desire to 
advance bioscientific understanding of health and dis-
ease may, prima facie, seem incommensurable with con-
cerns for individual privacy. But this all-too-common 
dualism pitting science against society provides little le-
verage for understanding the development of technolo-
gies that might address both scientific  and  social or ethi-
cal concerns.

  Taking, for the purposes of this special issue of  Public 
Health Genomics , privacy as the locus of our concerns, we 
examine the ongoing development of one technology, 
DataSHIELD, which appears to elide privacy concerns 
about sharing data by enabling shared analysis while not 
actually sharing any individual-level data. Combining 
the presentation of the development of DataSHIELD, 

including the outcomes of a workshop to test the tech-
nology, with a presentation of an ethnographic study of 
that workshop, we explore the coproduction of priva-
cy and security with DataSHIELD. First, we describe 
DataSHIELD and outline the ethicolegal perspective on 
privacy, for this is the benchmark to which DataSHIELD 
is required to adhere. We then describe and discuss the 
workshop and the ethnographic study and their implica-
tions for the development of DataSHIELD.

  Rationale for Developing DataSHIELD 

 Methods for performing pooled analyses that do not 
breach ethicolegal and governance stipulations already 
exist. Much of the recent progress in understanding the 
genetic variants that cause a range of common chronic 
diseases (e.g.   cancer, coronary artery disease, diabetes, 
asthma, and arthritis  [4] ) has arisen from pooled analyses 
where the analysis is based on SLMA (study-level meta-
analysis)  [9]  or aggregate-level analysis  [10] . Here the as-
sociation between each gene and the disease of interest is 
first estimated in each study separately. The study-specif-
ic measures of the magnitude of each association (e.g.  
 odds ratios) are then taken and combined to calculate an 
overall odds ratio for all studies together. This is in effect 
a weighted average of the odds ratios in each of the sepa-
rate studies that takes appropriate account of the amount 
of information in each study (e.g.   large studies count 
more heavily). This approach is very effective. Further-
more, in most settings the overall odds ratio obtained 
from the SLMA is very similar – both in size and uncer-
tainty (e.g.   its 95% confidence interval) – to the result that 
would have been obtained if the analyst had actually been 
able to take all of the individual-level data from each par-
ticipant in all of the studies combined and pooled them 
all together in one large data file and then carried out a 
single global analysis. A single large analysis of this latter 
nature typically requires that appropriate allowance is 
made for systematic differences (heterogeneity) between 
studies (often called adjustment for the effect of center), 
and it may then be called a full ILMA (individual-level 
meta-analysis)  [9, 10] .

  Given the potential to use either SLMA or ILMA, why 
does pooled data analysis still present unresolved chal-
lenges? SLMA avoids the need to pass  any  individual lev-
el data from the collaborating studies to the analysis cen-
ter. In consequence, many ethical committees, study 
oversight committees and scientific advisory boards have 
concluded that even if ethicolegal restrictions prohibit 
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the transmission of individual-level data to third parties 
(thereby preventing conventional ILMA), it is entirely ac-
ceptable for study investigators to analyze their own data 
and then to pass the summary statistics generated by 
those analyses to an analysis center to provide a founda-
tion for a pooled SLMA. This indicates an implied prin-
ciple that – provided they carry no sensitive information 
about individual participants and no information about 
their identity – mathematical summaries  can  be passed 
to a third party for the purpose of pooled analysis even if 
the transfer of individual level data is   prohibited. How-
ever, despite its many benefits, conventional SLMA is in-
flexible in one critical regard: a given pooled analysis can 
only be undertaken if it meets 3 conditions: it has been 
defined ahead of time, the investigators in every study 
have carried out the required analysis, and they have 
transmitted the appropriate summary statistics to the 
analysis center. Imagine, for example, 3 studies that have 
each estimated the 500,000 associations between 500,000 
genetic variants and a disease of interest, and have each 
passed the summary statistics reflecting these associa-
tions to the analysis center. SLMA can easily be used to 
estimate the overall associations (pooled across all 3 stud-
ies) for each of the 500,000 variants. But whereas a sim-
ple – indeed, obvious – next step in the analysis of a single 
study would be to determine whether there are any sex-
specific effects among those variants that exhibited a sig-
nificant association, such an analysis would be funda-
mentally impossible under SLMA unless each study had 
also been asked  ahead of time  to provide summary statis-
tics for the 500,000 sex-gene interactions reflecting each 
of these sex-specific differences.

  Researchers are increasingly faced with analyses that 
involve assessments on a wide variety of important de-
mographic factors, vast numbers of genetic variants, nu-
merous biomarkers, and many other measures of the 
physical and social environments. Furthermore, the 
range of different models that may be fitted is, for practi-
cal purposes, almost limitless (e.g. different measures of 
disease, alternative combinations of potential causative 
factors). It is therefore clear that a rational approach to 
analysis will usually involve a substantial element of ex-
ploration. Unfortunately, this exploration will be prohib-
itively inefficient if it is undertaken as part of a conven-
tional SLMA: where progress is halted after every analy-
sis as the investigators in all studies are asked to produce 
the new summary statistics that are required to move the 
analysis forward. Ideally, therefore, an approach to pooled 
analysis is needed that is as flexible and efficient as ILMA 
and yet is as fundamentally secure as SLMA; the latter 

security being guaranteed by avoiding the need for any 
individual-level data to be transmitted to the center un-
dertaking analysis. DataSHIELD exhibits these charac-
teristics.

  How Does DataSHIELD Work? 

  Figure 1  illustrates the basic IT infrastructure that un-
derpins DataSHIELD. It describes a hypothetical imple-
mentation based on a pooled analysis involving data from 
6 studies. Most crucially, all of the individual-level data 
that provide the basis of the analysis remain securely on 
data computers (DCs) at their home bases. An additional 
computer is identified as the analysis computer (AC). 
This is the computer on which the statistician will type 
the commands to enact and control the pooled analysis. 
In actuality, the analysis computer may be based at the 
same center as one of the data computers, or it may be one 
of the data computers – but it is simpler to envisage if it is 
assumed (as in the figure) that the AC is independent of 
all of the DCs.

  Given the IT configuration implied in  figure 1 , a 
pooled analysis based on a conventional ILMA would re-
quire that the data from each of the DCs was first trans-
mitted to the AC. The AC would therefore host the data 
for analysis as well as provide the point of entry for the 
instructions of the statistician. Under DataSHIELD, in 
contrast, the data remain on the DCs, and the AC serves 
primarily as an entry port for the analytic instructions 
and as a mathematical platform for integrating the ana-
lytic output. This is rendered possible because the analy-
sis itself is parallelized. That is, rather than all of the data 
being analyzed at once – as in a conventional analysis – 
the data from each study are analyzed separately but con-
temporaneously. Such an analysis typically starts with 
the AC making a guess as to the ‘true’ results that will 
ultimately be generated from the pooled analysis and 
transmits this guess to all of the DCs (arrows pointing 
from the AC to the DCs in  fig. 1 ). Crucially, the quality of 
this first guess does not impact the final result. The anal-
ysis then proceeds in steps (iterations). At the start of each 
step, the AC transmits a set of analysis instructions that 
tell each DC to run one step of the analysis (starting from 
the current best guess at the ultimate result of the analy-
sis). At the end of the step, each DC returns summary 
statistics to the AC, and these characterize the current 
state of the analysis in that particular DC (arrows point-
ing from the DCs to the AC in  fig. 1 ). When the AC has 
received the summary statistics from all DCs, the AC 
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combines them to produce a series of indicator values that 
collectively tell the AC how to optimally modify the cur-
rent best guess at the ultimate result or results to produce 
a new guess that is closer to the true results. The AC then 
relays this new best guess to each of the DCs, followed by 
the instructions to carry out the next step. Ultimately, af-
ter a small number of steps (typically 4–5), the best guess 
at the ultimate result or results of the analysis remains 
unchanged from step to step. The analytic process is then 
said to have converged, and the best guess is taken to rep-
resent the final answer.

  For a broad class of mathematical models that are col-
lectively known as generalized linear models, the results 
obtained using the approach described in the preceding 
paragraph are mathematically identical to those that 
would have been obtained if the required data from all 
of the collaborating studies had been placed into one 
large data file, and that file had then been analyzed di-
rectly – i.e.   a full, conventional ILMA. However, un -
like a conventional individual-level meta-analysis (see 
above), the information that has to be transmitted back 
and forth between the DCs and the AC consists only of 
analytic instructions and summary statistics, and these 

carry no sensitive information and are nonidentifying. 
Thus, DataSHIELD enables a pooled data analysis to be 
carried out as if one had full access to all of the individ-
ual-level data, although these data are actually held se-
curely behind IT shields (short, dashed lines in  fig. 1 ). 
This approach is very useful because many of the quan-
titative analyses that are undertaken most commonly in 
biomedical and social research can easily be framed as 
generalized linear models: these include basic contin-
gency table analysis and many foundation methods for 
quantitative variables (such as t-testing and basic analy-
sis of variance). It also includes many of the most widely 
used classes of regression analysis (e.g.   linear, logistic 
and Poisson regression) and several types of survival 
analysis.

  Ethicolegal Perspectives on Privacy 

 There is no agreed legal definition of privacy in either 
UK or US law. In 1890, Warren and Brandeis  [11]  de-
scribed privacy as ‘the right to be let alone,’ in response 
to the new invasive technology of photography and its use 
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by newspapers to ‘invad[e] the sacred precincts of private 
and domestic life’. This concept of privacy is but one of 
many perspectives; legal and other scholars have long at-
tempted to derive a definitive characterization of privacy 
and the right to privacy, with little success. Gormley  [12] 
 notes that such attempts have been made by a range of 
scholars, from those who believe privacy was ‘an expres-
sion of one’s personality or personhood’ to those who ar-
gued it was ‘the moral freedom of an individual to engage 
in his or her own thoughts,’ through to the stricter stance 
that privacy was about ‘[a] citizen’s ability to regulate in-
formation about themselves, and thus control their rela-
tionships with other human beings’.

  A further problem in medical ethics is the common 
conflation of privacy and confidentiality. While related, 
they are different – the state of privacy (being left alone) 
can be enabled and protected by keeping something con-
fidential (enabling ‘privacy’ for someone else) – but they 
are often used interchangeably. Considerations of the 
protection of privacy in medical law tend to focus on 
breaches of confidentiality in the doctor-patient relation-
ship. It is to this understanding that many implicitly refer 
when considering privacy in the context of medical re-
search. Medical professionals have a duty of care to their 
patients to maintain confidentiality by keeping personal 
information private  [13] . This is reflected in UK case law. 
For example, von Egdell  [14]  explored whether disclosure 
of personal information in the public interest could out-
weigh the duty of confidentiality. Thus, duty of care is 
carried into research ethics through institutionalized 
ethics and governance procedures and constraints.

  In the US, Gormley  [12]  argued that legal privacy ‘is 
heavily driven by the events of history’. That argument 
can also be made in relation to law in the UK. As a result 
of several high-profile cases and the enactment of the Hu-
man Rights Act of 1998, the courts are developing a new 
tort of breach of privacy  [15] . For example, in Campbell 
versus Mirror Group Newspaper Ltd. [ 16 , p. 995], the 
Lords agreed that information disclosed about model 
Naomi Campbell and her attendance at Narcotics Anon-
ymous meetings was private, not public, and compared 
such details to medical records data: ‘No distinction was 
to be drawn between the details of the claimant’s therapy 
from Narcotics Anonymous and detail of a medical con-
dition or its treatment. Those details were private infor-
mation which imported a duty of confidence.’ However, 
in his dissenting opinion, Lord Nicholls noted that where-
as previously an initial confidential relationship between 
parties was needed for there to be a duty of confidence, 
this now was changing:

  Now the law imposes a ‘duty of confidence’ whenever a person 
receives information he knows or ought to know is fairly and rea-
sonably to be regarded as confidential … The continuing use of 
the phrase ‘duty of confidence’ and the description of the infor-
mation as ‘confidential’ is not altogether comfortable. Informa-
tion about an individual’s private life would not, in ordinary us-
age, be called ‘confidential’. The more natural description today 
is that such information is private. The essence of the tort is better 
encapsulated now as misuse of private information [ 16 , p. 1002, 
1003].

  This tort of privacy may be pertinent for DataSHIELD. 
An inappropriate transfer of private information could be 
seen as misuse, which would place it under a new tort of 
privacy. However, there is a difference between research-
ers using data from research participants and disclosure 
of medical information to medical professionals in a doc-
tor-patient relationship. While the latter owe a duty (of 
care and) of confidence, it is not clear whether this also 
holds for the researcher, as they have a very different re-
lationship with the participant. While researchers may 
not owe a duty of confidence, per se, to their participants, 
they would probably recognize their duty to not misuse 
private information. However, as Laurie  [17]  cautions us, 
we cannot rely solely upon the law as a remedy for ethics 
and governance. Additional solutions are required.

  The Workshop and Ethnography 

 Drawing on Nowotny’s and others’  [18–21]  concepts of 
mode 2 knowledge and transdisciplinary science, we con-
ducted a deliberatively transdisciplinary study that in-
cluded epidemiological and informatics development of 
DataSHIELD in and through an integration workshop 
and an ethnographic study of that workshop. Both stud-
ies are part of an ongoing program of work that aims to 
inform the development of DataSHIELD, gain an under-
standing of transdisciplinary science in genomics, and 
contribute a more socially and theoretically informed de-
velopment of that science.

  The DataSHIELD Implementation Workshop was de-
signed to take key BioSHaRE-eu researchers, and 4 inter-
national research groups considering making use of 
DataSHIELD approach, through the theory and practi-
calities of setting up and running a DataSHIELD analy-
sis. Participants were welcomed to the workshop on be-
half of BioSHaRE-eu, P 3 G and the DataSHIELD Project 
by Paul Burton (P.B.), and to the International Prevention 
Research Institute (iPRI) by its chief operating officer, 
Markus Pasterk. P.B. outlined the aims and objectives of 
the workshop. This was followed by round-table intro-
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ductions of everyone present, with participants indicat-
ing their reasons for interest in DataSHIELD and in the 
workshop. P.B. gave a brief introduction to the ideas and 
principles underpinning DataSHIELD and to some of the 
current thinking about its potential uses and the oppor-
tunities and challenges that it presents. This was followed 
by an in-depth description, and live demonstration, of the 
DataSHIELD implementation in OPAL (see http://www.
obiba.org), an open source database software applica-
tion designed for epidemiological studies that can run 
DataSHIELD analyses on data computers via R-Opal, a 
specialized R client interface that is installed on the anal-
ysis computers. Participants worked individually, or in 
pairs, on a series of practical exercises that took them 
through the process of: (1) setting up a DataSHIELD ses-
sion via R-Opal, (2) simple secure (nonidentifying) de-
scriptive analysis of the data on the remote servers using 
the aggregating functions in DataSHIELD, and (3) secure 
multivariate analysis using generalized linear models via 
the glm.datashield function. The practical was based on 
2 simulated datasets representing a hypothetical 2-center 
study aimed at exploring a candidate gene and body mass 
index as putative causes of early-onset coronary heart 
disease as reflected in a myocardial infarction before the 
age of 55 years. The simulation deliberately incorporated 
study-study heterogeneity in the sampling fraction of 
controls (influencing the regression intercept) and in the 
impact of body mass index on the risk of myocardial in-
farction. The required analysis was motivated as a con-
ventional logistic regression model. Vincent Ferretti 
(V.F.) and Philippe LaFlamme (P.L.) then led a practical 
session that took workshop participants through the pro-
cesses of: preparing real data in OPAL on several servers, 
linking R at a central analysis computer to those instanc-
es of OPAL, preparing the local data for analysis in R, and 
running a DataSHIELD analysis. This work was based on 
a real multicenter dataset involving data from 5 different 
studies exploring the relationship between sunbed use 
and melanoma  [22] . iPRI had ethicolegal and scientific 
permission to collectively analyze these data in-house 
and had published the results of that analysis  [22] . For the 
purposes of the DataSHIELD analysis, the data from the 
5 studies were distributed across 5 servers in Canada and 
at iPRI.

  The workshop was videorecorded and observed by the 
social science ethnographer, Madeleine Murtagh (M.M.), 
who was also an active participant in the workshop. The 
videoethnography component of the project had several 
aims: (1) to permit us to understand the social and profes-
sional challenges and opportunities arising in the context 

of developing a new technologically sophisticated tool in 
the highly transdisciplinary setting of contemporary bio-
science in general, and biobanking in particular; (2) to 
help steer the DataSHIELD project to address such chal-
lenges and opportunities as and when they arise, and (3) 
to generate a number of targeted video films describing 
the aims, objectives, methods, and challenges associated 
with DataSHIELD. Rather than there being an objective 
and disengaged study of the sociotechnological develop-
ment of DataSHIELD, the lead (social science) researcher 
M.M. was integrated into the development process  [23, 
24] . The study methodology adopted was an ethnography 
(participant observation) utilizing the research methods 
of ethnographic observation and note taking through 
participation (in the workshop, in this instance). A visual 
anthropologist, Barnaby Murtagh, was engaged to collect 
audiovisual data  [25]  at the workshop, which was to be 
used for both ethnographic video analysis  [26]  while al-
so furthering the development of a short film about 
DataSHIELD. Following the workshop, the video data 
were edited into chronological sections of the various 
stages of the workshop. These we then posted to a Cloud 
for access and initial analysis and familiarization by the 
ethnographer and visual anthropologist, plus 3 other re-
searchers: 2 sociologists Ipek Demir and Neil Jenkings 
and an ethicolegal scholar, Susan Wallace. After the fa-
miliarization period, a 5-day video analytic workshop 
was hosted where the researchers systematically exam-
ined the data, facilitated by the ethnographic notes and 
ob servations of the participant observer. Investigation of 
the workshop as a social process in the development of 
DataSHIELD focused on the locally emergent and situ-
ated practices and discussions, both implicit and explicit, 
of the issue of privacy. In the discussion that follows, 
workshop presenters (and authors of this paper) are iden-
tified by name when they are the source of a particular 
quotation; workshop participants are not identified by 
name, per their research consent agreement.

  Transforming Privacy and Enacting Security 

 As we have stated, there is no legal definition of pri-
vacy. A fundamental epistemological obstacle to defining 
and enacting privacy lies in its transformation from an 
impact on an individual to an abstract and generalizable 
phenomenon embedded in ethics and cognate disci-
plines. Problems arise when professionals and institu-
tions, including researchers, ethics committees and 
funders, attempt to translate these abstract concepts back 
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into the real world of socially embedded practice. The law 
is able only to identify which breaches of privacy will af-
ford its intervention, this, as above, in terms of a duty of 
care or a duty of confidentiality.

  Privacy, much deployed in arguments about ethics, 
rights and human freedoms, is a slippery concept  [27] . 
Solove  [28]  identifies 6 general conceptions of privacy: 
the right to be let alone (as in  [11] ), limited (unwanted) 
access to the self, secrecy, control over personal informa-
tion, personhood, and intimacy. Solove notes the overlaps 
between these. Privacy is supremely contextual; it chang-
es over time, across settings and cultures such that mul-
tiple, sometimes contradictory, understandings of priva-
cy and what is rightly private have coexisted and contin-
ue to coexist in society. In relation to the role of privacy 
in the development of personhood, for example, there are 
coherent arguments both for the protection of privacy 
(specifically surveillance) as inherent to the development 
of personhood  [29]  and, reflecting Goffman’s work  [30, 
31]  on the presentation of self, to advocate publicness as 
central to development of the self  [32, 33] .

  Feminists point to the rhetorical use of privacy in the 
history of legal sanctions against domestic violence  [34, 
35] , citing the ongoing use of a discourse of privacy to 
warrant nonprosecution of ‘wife beaters’ for most of the 
19th century following the outlawing of domestic vio-
lence. One judgment (in favor of the defendant) in State 
v.   Rhodes (1868 WL 1278, N.C. 1868) determined ‘not [to] 
inflict upon society the greater evil of raising the curtain 
upon domestic privacy, to punish the lesser evil of trifling 
violence.’ The judgment carefully avoids sanctioning 
‘wife beating’ per se, but the effect of its privileging of do-
mestic privacy is to do just that. We call this function of 
language ‘performative’  [36, 37] , that is, the deployment 
of certain discourses, rationales or arguments to warrant 
a point of view of set of actions or nonaction. We are re-
minded by these historical observations to look to the 
performative character of contemporary discourses of 
privacy to examine the effects of these discourses in rela-
tion to the data economy, data sharing and DataSHIELD. 
Discourses of privacy that afford primacy to the protec-
tion of participant information over other public goods 
(improvements in health care or understanding of dis-
ease, for instance) provide a rationale for inhibiting data 
sharing. Discourses of privacy combined with rationales 
about the provenance and quality of data and the respec-
tive intellectual property rights of researchers, partici-
pants, bioresources, research and academic institutions, 
and industry can together provide a strong argument 
against data sharing. The point is not that these argu-

ments are right or wrong, but that we must be attentive 
to the effects of those arguments in thinking about 
DataSHIELD. We focus, as per Dourish and Anderson 
 [27] :

  on the practical and discursive elements of privacy and secu-
rity, which ask not what privacy and security  are  but rather what 
privacy and security  do . [ 27 , p. 322]

  In one sense, DataSHIELD is itself a product of dis-
courses of privacy. Maintaining the confidentiality of 
individual-level data is a prime driver for DataSHIELD. 
DataSHIELD would not be necessary in the absence of 
privacy concerns. During the workshop, there was a more 
or less established, though not defined, social convention 
among participants with regard to what privacy meant. 
Throughout the workshop, participants referred to the 
importance of attending to research ethics and privacy in 
particular. Privacy was the DataSHIELD workshop’s   leit-
motif. In the introduction to the workshop, P.B. described 
privacy and the Ethical, Legal and Social Implications 
(ELSI) restrictions to data sharing as the key reason for 
investigating DataSHIELD:

  P.B.: Many societies and studies are not very happy about the 
idea of releasing individual-level data.

  While privacy was a key driver for DataSHIELD, it was 
certainly not the only one, nor possibly the most pressing 
one. Data release is fundamental to examining the new 
bioscience questions. But accessing data can be a slow and 
frustrating process. Using the example of a European bio-
bank, P.B. stated:

  P.B.: We want to release data to people as soon as possible when 
they request it, but even when we’re pushing as hard as we can it 
typically takes a couple of months to get [from the] initial applica-
tion to having the data.

  The perceived slowness of pace of data access (includ-
ing the impact of constraints imposed by ethics commit-
tees and other governance bodies) was set against com-
petitiveness in the field:

  P.B.: It’s moving at such a pace that you can’t afford to wait that 
long because people are publishing stuff with those sorts of 
timescales, and therefore, you get beaten by your competitors. So 
basically there is a big problem with being able to access the data 
rapidly enough.

  Central drivers for researchers were scientific develop-
ment, intellectual property, and career progression, and 
thereby the maintenance of funding streams for them-
selves and the teams they work with. Likewise, other driv-
ers were described that had ‘nothing to do with the eth-
ics,’ for example, problems of handling and managing the 
increasing scale of contemporary datasets  [1, 38] . In this 
way, privacy concerns morphed, in part, into issues of re-
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search practice. This transformation did not replace con-
cerns about privacy. Rather, these coexisted, and the 
essential tension between allowing access to data (and 
hence robust science) and protecting privacy remained 
the central concern of the workshop.

  The validity of adopting a DataSHIELD approach to 
pooled analysis when ethicolegal constraints prohibit the 
release of individual level data from at least one of the col-
laborating studies depends on two preconditions. First, 
the pooled analysis that is required must be able to be car-
ried out using a parallelized approach based on a series of 
local analyses that can be linked together by passing ana-
lytic instructions and summary statistics between a sin-
gle AC and a series of DCs. Second, neither the analytic 
instructions nor the summary statistics must carry infor-
mation that could be viewed as being equivalent to indi-
vidual-level data and might therefore be sensitive to, or 
might reveal the identity of, individual study partici-
pants. In relation to its information content, any   analysis 
that is currently viewed as being ethicolegally acceptable 
if undertaken as part of a conventional SLMA should be 
viewed as equally acceptable under DataSHIELD. This 
is because the type of information that is transmitted is 
the same. The only procedural difference is that, under 
DataSHIELD, the AC controls the analysis rather than 
the local statistician at each study. But this highlights a 
way in which precondition 2 could potentially be violat-
ed. Namely, a malevolent statistician might deliberately 
set out to undertake a series of analyses that are jointly 
identifying. For example, this might represent a form of 
residual disclosure  [39] .   If a target participant in a par-
ticular study is known to be aged exactly 17 years and 312 
days, and one wants to know whether he has schizophre-
nia, one might ask 2 sets of apparently innocuous ques-
tions: (1) how many people in the data set are aged less 
than 17 years and 312 days, and what is the prevalence of 
schizophrenia in that subset; (2) how many people in the 
data set are aged less than or equal to 17 years and 312 
days, and what is the prevalence of schizophrenia in that 
subset? When asked in combination, it is possible for in-
dividually innocuous questions to reveal sensitive infor-
mation. This may occur accidently or deliberately, and it 
is not in any sense specific to the use of DataSHIELD – 
residual disclosure can be problematic in  any  data set.

  The need for reassurance about DataSHIELD’s capac-
ity to maintain privacy was a repeated theme of the work-
shop. Not for the participants themselves: they were al-
ready largely convinced of the value of the technology 
and had gathered to explore its development and poten-
tial. Rather, they expressed concern during the workshop 

about how they would ‘persuade’ others of the validity 
and value of DataSHIELD and the protection it afforded. 
In the context of very strict access restrictions to nation-
al databases in their country, one participant was acutely 
concerned about assuring a range of potential users, ask-
ing the developers (P.B., V.F., and P.L.):

  So what can I show people that don’t have IT expertise to con-
vince them that if we do this I will be able to make data available 
to researchers who we want to give data to and do collaborative 
analysis but in a secure environment?

  This participant persisted in seeking clarification rel-
evant to a range of users, asking:

  OK, but say you worked at our IT department? Your job is to 
make sure that ABSOLUTELY NOBODY access[es] the national 
databases.

  How to ‘convince’ others is a relational issue requiring 
a solution that involves social practices rather than only 
technical or scientific ones. While this was not resolved, 
and was indeed beyond the scope of the workshop, it 
remained a recurring theme. Within the paradigm of 
the workshop, a resolution  was  achieved through privacy 
concerns being transformed into an issue of security. The 
visual ethnographic data demonstrated that, for the par-
ticipants, protecting privacy meant enacting security. As 
one workshop participant put it:

  Raw data [of individuals] remains completely secure on the 
peripheral data computers … We are able to work with the raw 
data but rather than moving the raw data to the center to do the 
analysis to each of the data computers here … we simply link all 
those together by passing backwards and forwards summary sta-
tistics that relate to the data.

  Another workshop participant summarized it this 
way:

  DataSHIELD allows the … tracking [of] data … without actu-
ally getting the data. So in a way you are making the data available 
without that machinery sending it and then have an easier way to 
deal with the problem [of privacy]. You don’t have to give out 
whole genomes [to researchers in other settings].

  DataSHIELD produced, in the view of the partici-
pants, an application of the norm of privacy that was 
practical, flexible and operationalizable in researchers’ 
everyday activities, and one that fulfilled the require-
ments of ethics committees. At the meta-level, there was 
a practical understanding of privacy as the ‘nontraceabil-
ity’ and the ‘nonidentifiability’ of individual participants 
who had previously agreed to make their data available to 
researchers. But this needed to be operationalized and 
converted into scientific practice.

  Further, there was recognition that enacting security 
required resilient systems against two types of potential 
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breaches. First, as identified by the participants, it meant 
that DataSHIELD should be resilient against independent 
hackers. Secondly, it meant that DataSHIELD should be 
robust against unscrupulous scientists who have legiti-
mate access to the data but abuse that right. One partici-
pant noted, ‘We’ve got a series of recommendations for 
implementation and, you’re right, there is a difference be-
tween a full hacker and that [unscrupulous user]’ and an-
other participant, ‘a full hacker is obviously something 
different.’ The distinction that the researchers made is im-
portant, as each requires different sorts of security inter-
ventions and consequently different ways of protecting 
privacy. While the independent hacker problem is seen 
to require piloting, the unscrupulous scientist problem 
needs the introduction and implementation of formal and 
informal sanctions from the scientific community.

  P.L.: We are going to pilot trying to hack it. If we find that 
[there are weaknesses] we’ll basically have to have these functions 
rewritten in something else that is fundamentally more secure.

  Another workshop participant stated:

  So you’ve got researchers who may be [inadvertently abusing 
the system] … there’d be a sanction against them.

  As an analogy, high-quality security measures may be 
used to prevent theft from a bank account if the culprit is 
an outsider who has no permitted access to that account, 
but no technology can provide absolute protection against 
the actions of a bank official with legitimate rights of ac-
cess to a bank account but who abuses those rights. Rath-
er, social measures – including sanctions – are necessary 
to inhibit such behavior. In the same way, dealing with 
unscrupulous scientists who misuse their legitimate ac-
cess to sensitive data requires a social solution to a techni-
cal problem. This is the same problem facing other tech-
nologies, including SLMA.

  The process that started off as a socioethical problem 
(i.e. the protection of privacy) was operationalized and 
converted into a technical issue (DataSHIELD), then 
through the technical problems of how to deal with un-
scrupulous users of DataSHIELD we are transported back 
into the socioethical realm (i.e. the implementation of 
professional sanctions against unethical scientists). The 
resilience of DataSHIELD against unscrupulous scientists 
is possible via socially negotiated sanctions that the com-
munity introduces and upholds. Sanctions gain an added 
importance in an internationally transdisciplinary com-
munity, such as the population biobanking community. 
Biobanking involves researchers from a wide range of dis-
ciplines who may never meet via e-mail, never mind face 
to face  [38, 40] . Therefore, the usual discipline-based 

sanctions against unscrupulous users may not work. 
Moreover, it is the question of translation into research 
practice that was a central concern to participants; and 
that translation was to be achieved via enrolment (cf. Cal-
lon  [41] ): that is, persuading other stakeholders (policy-
makers, funders, ethics committees and other research-
ers) of the safety and effectiveness of DataSHIELD.

  Developing DataSHIELD 

 By the end of the workshop, the group had demonstrat-
ed that an analysis run via DataSHIELD could precisely 
replicate results produced by a standard ILMA where all 
data are physically pooled and analyzed together. With 
the individual data not accessible and not accessed, the 
ethical concept of privacy was transformed into an issue 
of security. Provided security is maintained, invasion of 
privacy, and thus the disciplinary ethics of privacy may be 
largely elided via the use of DataSHIELD. Nonetheless, 
at this stage of development we recommend that Data-
SHIELD be implemented only if a number of safeguards 
are in place: (1) Ethical approval to use DataSHIELD 
should be obtained from all of the ethical committees that 
oversee the collaborating studies. (2) All participating 
scientists and statisticians who might access any output 
from – or influence any input to – DataSHIELD should 
sign a formal confidentiality agreement. (3) All informa-
tion passed to and from each DC should be permanently 
recorded so that, should a breach of security occur – either 
by accident or by design – it can be identified and/or in-
vestigated post hoc. (4) No new class of model should be 
fitted using DataSHIELD until the information content of 
its summary statistics has been comprehensively explored 
and is thoroughly understood. (5) From the scientific per-
spective, any data to be pooled under DataSHIELD should 
be adequately harmonized so that a pooled analysis is 
both valid and mean ingful.

  The workshop also demonstrated that the develop-
ment of DataSHIELD was based on social practices as 
well as scientific and ethical motivations. Protecting a so-
cial norm, and communicating it to other stakeholders 
(e.g. policy makers and ethics committees), occurs partly 
through demonstrations of scientific validity and effec-
tive security safeguards and partly through relationships 
of trust in which stakeholders are persuaded of the scien-
tific value and security of the technology. These partici-
pants needed to know how to ‘persuade’ their organiza-
tion, funder and other researchers. Privacy here was 
about trust: trust in the technology and ways of commu-
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