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New technologies have the potential to influence society in 

positive and negative ways. This article explores the possible 

impact of fast-growing, information-related technologies, 

such as big data analysis and machine learning, on our 

privacy and the future of our society and discusses methods 

to protect against malicious actors. The article ends with 

a call for action for regulations that need to be made and 

tools that need to be developed to help to impose them. 

T
he fast development of new technologies always 

makes a huge impact on society; it can advance 

civilization, but it may also result in unplanned, 

destructive results.1 This article focuses on the 

potential consequences of the extraordinarily fast devel-

opment of computer systems, in general, and informa-

tion technologies, in particular. Special attention is given 

to the societal implications of using machine learning 

and big data. Those technologies have the potential to 

provide significant contributions to our quality of life; 

however, they could also be used to cause irreversible 

damages. Much attention has been devoted to this topic, 

mainly in the form of privacy protection; new laws were 

passed and new regulations introduced to protect our 

rights with respect to the data that are gathered about us. 

As part of that effort, new measures were defined to pre-

vent the potential harmful usage of that data collection. 

Unfortunately, it is quite clear that the current efforts 

are insufficient.
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This article focuses on two sub-

jects: the privacy impact and potential 

misuse of new information technolo-

gies and the use of false information 

to achieve political and commercial 

goals. It argues that the use of false 

(fake) information needs special atten-

tion and the development of new tech-

nologies for its detection and preven-

tion since it has the potential to have a 

significant negative impact on society. 

The article does not focus on the use 

of these technologies for military pur-

poses and “traditional crimes,” such as 

stealing money, blackmail, and using 

equipment to perform illegal oper-

ations. It mainly focuses on the use 

of big data and machine learning to 

change the structure of our society by 

changing political systems, altering 

economies, affecting the way people 

interact with each other, and so on. The 

first part of the article focuses on pri-

vacy-related issues. We look at the new 

Chinese social-ranking system as the 

starting point for our discussion and 

examine how such a system can impact 

society. Next, we extend the discus-

sion to determine whether such a sys-

tem can be implemented in the West-

ern world, and if it can, what impact it 

could have on us. Then, we extend the 

discussion on some of the recent rules 

and regulations aiming to prevent the 

negative impact of big data on privacy. 

This part concludes with a discussion 

on the need for future steps and a call 

for action. 

The second part of the article fo -

cuses on the use of false information, 

such as fake news or modified video/

audio, as a means of impacting the out-

come of reasoning algorithms, which 

are based on big data and machine 

learning. We argue that this type of 

information misuse is extremely dan-

gerous since it has the potential to 

change society. We conclude this sec-

tion with a description of some of the 

countermeasures that can prevent this 

potential negative impact and a discus-

sion of what tools must be developed to 

enable better tracking if a violation of 

the rules occurs. 

PRIVACY-RELATED ISSUES

The Chinese  

social-ranking system

It has been reported that China is 

developing a social-ranking system2 

that will begin to do the following 

by 2020:

 › track all citizens in the country

 › rank all citizens based on their 

“social credit”

 › reward and punish citizens 

according to their social-credit 

scores

 › strive for system security, mean-

ing that only authorized people 

can access and use it.

The nature of the ranking algo-

rithm has been kept secret, but it 

is expected to be based on different  

types  of sensors, including street and 

surveillance cameras; reports received 

from banks, schools, and department 

stores; and so on. It may be impact-

 ed by political factors and other un -

known causes.

Data gathered as part of this effort 

could be used for many other pur-

poses. Nicole Kobie3 points out that 

a “private project” in China already 

examines the habits and behaviors 

of more than 400 million customers 

to profile their family statuses, how 

much time they spend playing video 

games, and more. Such a system, even 

if designed for good reasons (similar to 

the financial-credit system), violates 

privacy and has the potential to have a 

huge impact on society. It will enable 

a small number of people to gain abso-

lute control over the entire population, 

manipulate data (if they decide to do 

so), and make the entire population 

dependent upon the government. A 

few cases have already been reported 

where people were asked to pay to raise 

their social-credit level.

Can social-credit systems be 

created in democratic countries?

This article assumes that in Western 

countries (such as the United States, 

the United Kingdom, and Germany), 

there are enough checks and balances 

to prevent governments from support-

ing the creation of programs similar to 

the Chinese social-credit system and 

any other scheme designed to allow 

population-behavior control. (Some 

people might disagree with this point, 

THE FAST DEVELOPMENT OF NEW 

TECHNOLOGIES ALWAYS MAKES A HUGE 

IMPACT ON SOCIETY; IT CAN ADVANCE 

CIVILIZATION, BUT IT MAY ALSO RESULT 

IN UNPLANNED, DESTRUCTIVE RESULTS.
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but for the sake of the argument the 

article supposes it.)

Unfortunately, it looks as though 

programs of a similar nature to the 

Chinese one already exist or are under 

development by companies striving 

to maximize their profit under the 

umbrella of homeland security and 

similar efforts. For example, in the 

article “Germany Edges Toward Chi-

nese-Style Rating of Citizens,”4 Cath-

erin Schaer points out that in Ger-

many and the United States, systems 

(Schufa and Fair Isaac Corporation, 

respectively) that are owned by private 

companies have access to the credit 

history of millions of customers and 

that the decisions those corporations 

are making do not solely depend on 

that information. The article claims 

that the systems’ credit rankings also 

rely on “geo-scoring,” for example, 

the average socioeconomic rank of a 

candidate’s neighborhood and friends 

and information related to her social 

network. Using that data, banks and 

other financial institutions estimate 

the capability of a customer to return 

a loan. However, the same informa-

tion can be used to understand peo-

ple’s behavior and the products they 

may use and for political reasons, that 

is, guessing the party that a customer 

will most likely vote for during the 

next election.

Search engines (such as Google 

and Bing), social networks (Facebook 

and LinkedIn), and others gather data 

related to our privacy that potentially 

could be used to create a database sim-

ilar to the Chinese social-ranking sys-

tem. Gerd Gigerenzer, director of the 

Harding Center for Risk Literacy at 

the Max Planck Institute for Human 

Development in Berlin, noted, “If we 

don’t do anything, then one day a cor-

poration or a government institution 

will pull all of the information from 

dif ferent data ban ks toget her and 

come up with a social-credit score.”4

Countermeasures: privacy

Given that we cannot prevent personal 

information and private data from 

being collected (intentionally and 

unintentionally), lawmakers around 

the world have begun establishing sets 

of rules that aim to provide better pro-

tection for the way personal and pri-

vate data are collected and used. The 

European Union’s (EU’s) General Data 

Protection Regulation (GDPR) is a good 

example of such an attempt. This sec-

tion provides a short description of 

GDPR and compares it to similar sys-

tems in the United States.

GDPR. GDPR is a set of rules de -

veloped and agreed upon by the EU 

members. It replaced the Data Protec-

tion Act of 1998 and took effect on 25 

May 2018. The regulation seeks to pro-

tect individuals’ privacy rights and 

ensure that organizations use personal 

data appropriately. It sets out the ways 

in which privacy rights must be pro-

tected and how personal data can and 

cannot be used. For example, personal 

data can be defined as names, dates of 

birth, addresses, phone numbers, email 

addresses, membership numbers, IP 

addresses, images and photographs, re -

ligions, ethnicities, sexual orientations, 

and medical information. GDPR also 

suggests special treatment for criminal 

and children’s data.

Figure 1 depicts the five stages of the 

GDPR lifecycle5: assess, capture, store, 

use, and destroy. The stages aim to 

define the different intermediate states 

in which data can be held and the oper-

ations applicable for each one. From the 

perspective of this article, special atten-

tion must be paid to the destroy stage 

because it is designed to guarantee that 

information does not remain in the sys-

tem longer than required. It should be 

noted that, in certain situations, such 

as data connected with felonies, the 

destroy rule may be reversed, and infor-

mation may need to be accessible for 

a long time. Hence, the system would 
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FIGURE 1. The GDPR lifecycle. (Based on “GDPR Overview.”5)
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need to guarantee that the information 

was available during the entire re-

quired duration.

GDPR also defines a set of rights 

with respect to stored personal data. 

T hat i n for mat ion shou ld i nclude 

the “right to be forgotten” and must 

maintain por tabi lit y, t hat is, be 

transparent and easy to access. The 

user who is the object of the data may 

ask to apply other restrictions to the 

kind of processing that is allowed; 

for example, a person can ask that 

the data he/she provides will not be 

used for commercial purposes. GDPR 

further requires that agencies that 

keep personal data must report secu-

rity breaches to a governing body (for 

example, the Information Commis-

sioner’s Office) and to the individu-

als whose information was affected, 

within a reasonably short time period 

(usually 72 h).

U.S. privacy rules. In the United 

States, each state enforces different 

regulations regarding security and 

privacy, so if personal information is 

being stored, used, and manipulated, 

different jurisdictions will treat the 

situation in varying ways. According 

to a report by DigitalGuardian,6 legis-

lation has been enacted by all 50 states, 

the District of Columbia, Puerto Rico, 

and the U.S. Virgin Islands to regulate 

the definition of private data, how it 

should be stored, who owns it and for 

how long, and so on. The rules are not 

identical, but there are many similari-

ties between them.

 › Data-breach notification laws: 

They are similar in every state.

 › Explicit notification deadlines: 

Most states mandate explicit 

time frames for notifying 

affected individuals, typically 

30–45 days.

 › Backward compatibility: This 

usually expands the cur-

rent personally identifying 

information regulations and 

definitions.

 › Credit-monitoring requirements: 

Regulations in this area are 

expected to be completed soon.

 › Private rights of action: These are 

expected to be similar to those 

described in GDPR.

The gap between the U.S. and 

EU rules for privacy. GDPR requests 

that sensitive data not be transferred 

outside the EU (the countries in the 

Eu ropea n Econom ic A rea).  I f  t he 

transfer of such information is needed 

(for exa mple, bet ween t he Un ited 

States and Europe), it may be transmit-

ted only after appropriate safeguard 

measures, which must be agreed upon 

and signed, are carried out. The cur-

rent situation is very problematic for 

international companies, such as Goo-

gle and Facebook, that are required to 

separate their U.S.-based data from 

any that are generated within Europe. 

So far, companies have paid billions of 

dollars in fines to the EU for violating 

the rules.

SECURITY, ADVERSARIAL 
ATTACKS, AND FAKED DATA
So far, we have focused on the privacy 

impact from big data and machine 

learning, but there is growing con-

cern for how “poisoned” data and false 

information, such as “fa ke news,” 

affect the decisions that machines and 

human beings are making. Such data 

can be harnessed to achieve commer-

cial and political goals in illegitimate 

ways. As an example, let’s look at the 

Chinese ranking system again, but 

this time, assume that poisoned data 

are being used.

 › Adversarial attacks can cause 

the system to make wrong 

classifications and decisions. 

That would apply mainly to 

machine-to-machine interac-

tions via voices and pictures. 

Under this assumption, some 

people may be able to negatively 

impact the scoring of others.

 › When the system gets inputs 

from many different sources, 

its security level declines, thus 

increasing the probability that 

unauthorized people could 

affect or even change scores. 

This is particularly dangerous 

when private agencies have 

access to the system.

 › Machine-learning algorithms 

are statistically based, which 

makes it difficult to prove their 

correctness; thus, a malicious 

change of data can hardly be 

detected. 

This section addresses the impact 

of three types of false information:

1. changing valid information, 

such as a student changing 

grades, through techniques 

known as fault injections or 

security attacks

2. adding “noise” to the system so 

that machines and/or human 

beings 1) cannot distinguish 

between the correct and noisy 

information and 2) make the 

wrong decision based on the 

noise instead of the valid infor-

mation, with examples includ-

ing adversarial attacks that 

add noise to pictures to confuse 

their classification

3. intentionally distributing fake 

information to confuse people 

and/or machines.
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Although the purpose of each tech-

niques is different, they share com-

mon ground. As complexity grows and 

the amount of data reaches a certain 

point, human intelligence and com-

mon sense stop being effective for val-

idating and authenticating the origin 

and coherency of information. Thus, 

we depend on “intelligent” machines 

(that is, machine learning) to enable 

us to ease the assessment of such 

data sets. When false information is 

injected, it compromises the validity 

of those assessments. The situation 

requires us to develop tools, methods, 

regulations, and countermeasures for 

detecting and preventing the use of 

faulty data.

Changing valid data

Changes to valid data can be made either 

by an attacker or the organization that 

keeps the information. Due to the scope 

of this article, we are more concerned by 

opportunities in the data-storage sys-

tem to modify information and use it 

against individuals and groups. Such 

situations can be exploited by criminals 

and governments. For example, many 

people oppose the ruling that allows 

the government to store our biological 

signatures, such as fingerprints, facial 

scans, and so on. That information could 

be used at a later date to frame a person 

and/or blackmail her. As an individu-

al, it would be very difficult to prove 

such a fraud, a reality that creates an 

opportunity for a small number of people 

to control large populations.

Adversarial attacks

Adversarial attacks proved to be effec-

tive in changing the results of clas-

sification mechanisms.7,8 From our 

point of view, such attacks can violate 

our rights since they can hide people’s 

identity and possibly force algorithms 

to make wrong decisions. To empha-

size the significance of those possible 

results, consider the potential conse-

quences for a system similar to the 

Chinese social-credit mechanism. An 

adversary could change the ratings of 

arbitrary or targeted people and enable 

individuals to hide their actions.

Fake news and data

Fake news and data are starting to be 

commonly used by different people 

and organizations for various reasons. 

The techniques are made possible by 

our limited capabilities for verifying 

the origin and validity of data. The 

use of false information is extremely 

dangerous to society since it enables a 

small group of people, including poli-

ticians, to control public opinion and 

change the way we make decisions. 

Such actions have already been demon-

strated to be very effective for achiev-

ing economic goals and controlling 

people’s behavior. Unfortunately, cre-

ating fake information is not very dif-

ficult; it begins with spreading rumors 

and extends to creating illegitimate 

pictures and videos. Interestingly 

enough, the methods used for adver-

sarial attacks can be employed to cre-

ate synthetic videos that look similar 

to the original ones.9,10 For example, 

a doctored video of U.S. Speaker of the 

House Nancy Pelosi that was distrib-

uted online in mid-201911 was slowed to 

make her appear drunk. Since current 

laws lack the mechanisms to handle 

such situations, Facebook (which holds 

the rights to the webpage where the foot-

age was posted) has refused to remove 

the doctored video,12 even after it was 

proved to be fake.

T
his article focused on the impact on 

society of fast-growing, informa-

tion-related technologies, such 

as big data analysis and machine learn-

ing. It highlighted two significant issues: 

the need for advanced privacy regula-

tions and enforcement and protecting 

society against the use of false infor-

mation, that is, fake news. Currently, 

a large legislative and technological 

effort is focused on protecting our pri-

vacy. Many countries and U.S. states 

are busy creating and enforcing rules 

designed to support the entire lifecycle 

of private data within systems. The 

trend is expected to continue, with the 

belief that a generation of new rules, 

with better technologies to enforce 

them, lies in the near future.

Unfortunately, not enough effort has 

been made to protect society against 

the use of false information. We believe 

that such information has the poten-

tial to cause major damage by enabling 

a small group of people to control the 

way people think, make conclusions, 

vote, and so on. We need to set up rules 

and develop sets of algorithms and 

tools to detect violations and enforce 

NOT ENOUGH EFFORT HAS BEEN MADE 

TO PROTECT SOCIETY AGAINST THE USE 

OF FALSE INFORMATION.



TECHNOLOGY PREDICTIONS

70 C O M P U T E R    W W W . C O M P U T E R . O R G / C O M P U T E R

regulations. For example, techniques 

were recently developed to help iden-

tify fake news13–15 and videos.9,16 The 

author hopes that the growing num-

ber of research studies and tools will 

enable society to better handle this sit-

uation, but those developments will not 

be enough on their own. The next step 

must involve wide agreements between 

parties, governments, and elected rep-

resentatives for the creation of a set of 

international rules that will define 

the boundaries of what is allowed and 

what is not. 
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