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Zusammenfassung:

Benutzeradaptive Software-Systeme erleichtern dem Benutzer die Interaktion, z.B. durch Hervorhebung

wichtiger Funktionalität, Auslassung nicht notwendiger Information oder automatischer Ausführung

wiederkehrender Tätigkeiten. Als Grundlage hierfür sammelt ein Benutzermodell Informationen über

den jeweiligen Benutzer, verarbeitet und erweitert diese und stellt sie benutzeradaptiven Software-

Systemen als Basis für Adaptionen bereit.

Die in einem Benutzermodell verarbeitete Information ist oft eindeutig einem Benutzer zugeordnet –

somit personenbezogen. Personenbezogene Information unterliegt besonderen Bestimmungen und deren

Verarbeitung muß Bedingungen wie Kontrollierbarkeit, Vertraulichkeit und Integrität erfüllen. Die aus

Sicht des Datenschutzes geforderte Datensparsamkeit ist gegenläufig zu der Tendenz adaptiver Systeme,

aus möglichst vielen verfügbaren Annahmen über den Benutzer optimale Adaptionen abzuleiten. Der

notwendige Kompromiß ist im allgemeinen nur durch die Einbeziehung des jeweiligen Benutzers zu

finden, der die Schutzwürdigkeit und den Umfang der in einem Benutzermodell verarbeiteten Informa-

tion zum Nutzen des adaptiven Systems in Relation setzen kann. Deshalb wird der Benutzer im Rahmen

dieser Arbeit in die Definition der Sicherheitsanforderungen miteinbezogen.

Der Komplex Sicherheit in Benutzermodellierung wird dabei in die drei Komponenten Vertraulichkeit,

Integrität und Verfügbarkeit der verarbeiteten Information zerlegt, wovon Verfügbarkeit aus Sicht der

Benutzermodellierung keine spezifischen Anforderungen stellt und deshalb ausgegrenzt wird.

Die Integrität der Benutzermodellierungsinformation wird sowohl als interne Integrität der Daten inner-

halb des Benutzermodellierungssystems und der spezifischen Repräsentationstechniken diskutiert sowie

auch als externe Integrität aus Sicht des Benutzers und des adaptiven Systems auf das Benutzermodel-

lierungssystem.

Die Vertraulichkeit der verarbeiteten Information wird in mehrfacher Hinsicht gewährleistet. Durch ein

rollenbasiertes Zugriffskontrollmodell hat der Benutzer die Möglichkeit, durch Filterung des Informa-

tionsflusses die gemeinschaftliche Pflege eines Benutzermodells durch verschiedene adaptive Anwen-

dungen zu steuern. Die Beschreibung der Zugriffsrechte durch Rollen erlaubt dem Benutzer, adap-

tiven Anwendungen Information gemäß der ihnen zugedachten Rolle (z.B. Informationsfilterung) zur

Verfügung zu stellen. Ebenfalls erlaubt es diese Methode dem Benutzer, sich gegenüber adaptiven An-

wendungen in verschiedenen Rollen zu präsentieren.

Die Vertraulichkeit der Benutzermodellinformation wird definiert durch den gemeinschaftlichen Zugang

verschiedener adaptiver Anwendungen zu Teilen des Benutzermodells. Darüberhinaus kann auch die

Geheimhaltung der verarbeiteten Information gefordert werden. Diese wird erreicht, indem die Benutzer-

modellinformation anonym oder pseudonym verarbeitet wird. Dadurch verliert die Benutzermodellinfor-

mation den Personenbezug, bleibt aber trotzdem für adaptive Anwendungen nutzbar. Neben der Diskus-

sion verschiedener Arten von Anonymität und Pseudonymität wird eine Implementation vorgestellt, die

es dem Benutzer erlaubt, die Zuverlässigkeit des Anonymisierungsprozesses (unter Randbedingungen)

zu gewährleisten.

Zur Wahrung der Geheimhaltung und der Authentizität der ausgetauschten Benutzermodellinhalte beim

Transport durch ein elektronisches Netzwerk ist der dafür verwendete Transportmechanismus um Metho-

den zur Verschlüsselung und zur Überprüfung der Authentizität der ausgetauschten Nachrichten erweitert

worden.



Die vorgestellten Methoden zur Erhöhung der Sicherheit in benutzermodellierenden Systemen dienen

als Basis zur Formulierung und Durchsetzung konkreter Praktiken zur Verwendung von Informationen

über den Benutzer durch adaptive Anwendungen. Sie sollen dem Benutzer erlauben, individuelle An-

passungen an vorgegebenen Praktiken durchzuführen oder selbst Praktiken zu definieren, wodurch der

Benutzer die Möglichekeit erhält, seine individuellen Privatheitsanforderungen gegenüber dem Mehr-

wert des adaptiven Systems abzuwägen.



Abstract:

User adaptive software systems facilitate interaction for the user, for instance, by highlighting important

functionality, omitting unnecessary information or executing frequent actions automatically. They do this

on the basis of information about the user which is collected, processed, and extended through inferences

by the user model and which is supplied to user adaptive software systems as a basis for adaptation.

The information processed in a user model is often assigned unequivocally to a specific user and is

therefore personal data. Personal data is subject to special regulations and its processing must fulfill

requirements such as controllability, confidentiality, and integrity. The restriction of data collection to

the minimum required from the perspective of data protection is in contrast to the tendency of adaptive

systems to derive optimum adaption from a maximum of available assumptions about the user. In general,

the necessary compromise can only be reached by involving the user who is able to weigh the extent to

which the information processed in a user model is worth being protected against the benefit of this

information to the adaptive system. For this reason, the user is included in the definition of the security

requirements in this thesis.

The complex problem security in user modeling can be broken down into the three components: con-

fidentiality, integrity, and availability of processed information. As availability involves no specific re-

quirements with regard to user modeling it is not discussed in depth in this thesis.

The integrity of user modeling information is discussed with regard to internal integrity of data within

the user modeling system and the specific representation techniques as well as with regard to external

integrity of the user modeling system from the perspective of the user and the adaptive system.

Confidentiality of processed information is guaranteed in several respects. A role-based access control

model enables the user to control the shared maintenance of a user model through different adaptive

application systems by filtering the permitted information flow. The description of access rights based

on roles makes it possible for the user to provide adaptive application systems with information in ac-

cordance with its intended role (e.g. information filtering). This method also enables users to assume

different roles when presenting themselves to application systems.

Confidentiality of user model information is a requirement that comes into play when different adap-

tive application systems jointly access parts of the user model. Furthermore, the secrecy of processed

information can also be required. This is achieved by processing user model information anonymously

or pseudonymously. User model information is thus no longer personal data, though it remains us-

able for adaptive application systems. In addition to a discussion of different types of anonymity and

pseudonymity, this thesis presents an implementation which enables the user to determine how reliable

the disclosure avoidance process must be.

For maintaining secrecy and authenticity of the user model contents exchanged during their transporta-

tion through an electronic network, the transportation mechanism has been extended to include methods

for encryption and for the verification of the authenticity of the messages exchanged.

The methods presented here for increasing security in user modeling systems are used as a basis for

the formulation and automatic enforcement of concrete policies on the use of user information through

adaptive application systems. They are intended to enable users to make individual adaptations to given

policies or to define their own policies. This also enables users to weigh their individual privacy require-

ments against the added value of the adaptive system.
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ACE Adaptive Courseware Environment

API application programmer interface

DAC discretionary access control

AVANTI Adaptive and Adaptable Interactions for Multimedia Telecommunications Applications

BGP-MS Belief, Goal, and Plan Maintenance System

CONT-DIV divided content

CONT-INCL included content

CONT-SEP separated content

CONT-SHAR shared content

GUMAC General User Model Acquisiton Component

GUMS General User Modeling Shell

JatLite Java Agent Template Lite

KAPI KQML Application Programmer Interface

KQML Knowledge Query and Manipulation Language

KQMLmix Chaum mix for KQML messages

LPWA Lucent Personalized Web Assistant

MAC mandatory access control

OA(N) Order-N anonymity, complexity of anonymity

OTTER organized techniques for theorem-proving and effective research

P3P Platform for Privacy Preferences Project

PROTUM Prolog based Tool for User Modeling

RBAC role-based access control

RIPEMD RACE (Research and Development in Advanced Communication Technologies

in Europe) integrity primitives evaluation message digest

RPI return path information

RSA Rivest, Shamir, and Adleman (encryption algorithm)

SKAPI secure KAPI

SKQML secure KQML

SSL Secure Sockets Layer

TAGUS Theory and Applications for General User/Learner-modeling Systems

UMFE User Modelling Front-End Subsystem

UMT User Modeling Tool
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Human-computer interaction is characterized by a vast number of frequently occurring actions. This is

partly due to an increase in the amount of information being presented. A certain segment of information

being presented is usually needed by only a small number of users. A small segment is usually needed by

almost all users and parts of the remaining segment are of use to some users but not to all1. The average

user might face the following problems in using general-purpose software (i.e., software produced for

many users):

� unneeded information is presented (information overload)

� desired information is missing (subjective information need)

� needed information is missing (objective information need).

User modeling might solve some of these problems by adapting the software system to the current user

based on the following types of data: [KKP2000, Chap. 3]:

� user data: demographic data, user knowledge, skills, capabilities, interests, preferences, goals, and

plans

� usage data: observable usage (e.g., selective actions and ratings) and usage regularities (e.g., usage

frequency and action sequences)

� environment data (e.g., software and hardware environment or the user’s current location).

These factors establish the foundation for the adaptation to a specific user and must therefore be acquired

for each specific user individually. The resulting set of factors, the so-called user model, consists of user

related data which can, in most cases, be linked to an identifiable person.

The fact that user related data (i.e., personal data) which is processed in a user model should be treated

in a more restricted manner than general data has so far only rarely been discussed in the user modeling

literature (see [Kob90] and [Pohl98, p. 234]) and from the perspective of data protection (see [Her90] and

[Pet99]). A focused discussion of security and privacy issues in user modeling was initiated by [Schr97]

at the Doctoral Consortium of the 1997 International Conference on User Modeling.

This thesis focuses on the security of user modeling systems and of the data processed within such

systems as well as on the privacy of the user being modeled. The security of the user modeling system

is a prerequisite for the definition and enforcement of policies regulating the usage of the user model

data in order to protect the user’s privacy. The scope of this thesis covers security issues involved when

acquiring, processing, and using personal data for the purpose of user modeling.

To date, issues relating to the user’s privacy in user adaptive systems have not been treated in depth.

Discussions of such systems and their applications mention privacy concerns only on a very general level,

if at all. The sensitivity of the processed data is widely recognized but the risks involved in collecting and

processing such data are either not discussed or are justified in a general way in comparison to the added

value of the user adaptive system. The conflict between the amount of user related data necessary for

1Beside the adaptation of the amount and structure of information which is to be presented (see [Bru98]) also the function-

ality of the software system used can be adapted. See [LJS99] for discussion of the usage and adaptations of a general text

processing software.
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✁

reasonable and well founded adaptations and the user’s privacy has not been discussed to a satisfactory

extent in the literature so far. The current trend towards user models with standardized user model

entries accessible through an electronic network (see [FK2000]) is increasing the risk for the processed

data. A focused discussion of security and privacy issues of user adaptive systems and in particular of

user modeling systems is therefore indispensable.

Another aspect which has so far been neglected in discussions of privacy in user modeling is the fact that

privacy is contingent on certain fundamental conditions which must be present in user modeling. For the

purpose of this thesis, the fundamental conditions supporting privacy are considered to be a policy and

security measures guaranteeing that this policy will be followed. A policy specifies the procedure for

processing user model information, for instance, who (i.e., which user adaptive application system) is

allowed to access which user model entry for what purpose. The security measures for the user modeling

system assure the user that the established policy will be complied with by all clients of the user model.

In general information systems which deal with personal data (e.g., in clinical information systems), the

kind and the amount of data which is to be processed is known in advance (for instance, determined

by the area of expertise of the clinic). Usually, security measures for these systems are adjusted2 to the

maximum sensitivity of the processed data (without regard to a particular user) and cannot be changed

according to a particular user’s estimation about the sensitivity of his3 data. Thus, the processing of the

data is limited by predefined usage policies and cannot be extended in order to enrich the functionality

of the information system.

For user adaptive systems (and therefore for user modeling), the security measures should be tailorable

by the user (to cater, e.g., to different privacy policies of a web site). The user’s confidence in the

system’s security (and therefore its privacy) can promote the acceptance of user adaptive systems. The

user’s increased confidence in the security of the system may also lead to an increase in the quality of

the data processed. In the case of anonymous use of a user adaptive system, it is likely that users will be

more frank in revealing personal information, thereby facilitating better adaptations of the system. In this

way, the sensitivity of the processed data increases with the user’s confidence in the system’s security

(for instance, anonymity).

Therefore, it seems to be more advantageous to put security features first and let the user determine the

sensitivity and the amount of data processed, rather than providing security features in dependence on

already available data. For this reason, we include the user in the definition of security features and

their performance in order to encourage sufficient confidence in the security features of the user adaptive

system. The necessary security features might be different in grade and number for each user dependent

on the user’s privacy demands.

This thesis is divided into five parts. Part I, User Modeling, Security, and Privacy, gives a brief intro-

duction to the field of user modeling and its utility for user adaptive systems. It describes the general

principles of user modeling and highlights selected user modeling mechanisms and the user modeling

agents (or user modeling shell systems) applying these mechanisms. An example system illustrates the

benefit of adaptations in information provision that are based on information about the user gathered

through his previous interaction with the system. The relation between security and privacy in user mod-

2For instance, the use of several pseudonyms per patient which cannot be interlinked can be applied for different areas

of treatment [Bor97]. Further limitations for the processing of the data can be achieved through application of the least

privilege and separation of duties principles (see p. 98).
3To avoid the construction he/she (his/her) when concerning the user, the masculine or plural pronouns will be used.
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5

eling is also described, and the necessity for privacy is justified theoretically and pragmatically. This part

concludes with a substantiation for security in user modeling based on laws, guidelines, ethics, and user

demands.

In Part II, Requirements for Security in User Modeling, we provide an analysis of the security require-

ments in user modeling. The first chapter of this section, Chapter 4, Requirements for Anonymity and

Pseudonymity, deals with the sensitivity of user model information which is personal data of a uniquely

identifiable person. Based on the definition of information as data in context, the context is defined here

as the relationship between the data and the user being modeled. By removing this context (i.e., through

anonymization), the information about the user is reduced to person-independent data which is subject

to fewer privacy constraints. Several kinds of anonymity are discussed, with an emphasis on the special

case of pseudonymity which masks the relationship between users and their data, thus allowing for adap-

tations with reduced privacy risks. We propose also several types of pseudonyms and their applicability

in user adaptive systems.

Chapter 5, Requirements for Security, concentrates on the security of a user model, the user modeling

agent, and the data processed therein. Adhering to its most prevalent definition, security is divided into

the components secrecy, integrity, and availability.

We assume that the amount of user modeling which takes place in a user adaptive system should be

flexible in order to adapt to a particular user’s privacy requirements. For this reason, user adaptive

systems cannot rely that user modeling functionality is always present and must be able to cope with

reduced or even missing user modeling functionality. An assessment of availability is therefore only

carried out regarding the system integrity of the user modeling system.

In contrast to this, we discuss the requirements regarding secrecy in user modeling extensively. It is

obvious that the sensitivity of the data processed in a user model is based on the relationship between

the data and the user. Therefore, two requirements are defined where the first focuses on the secrecy

of the relationship between the data and the user (i.e. anonymization) and the second on the secrecy of

the data itself (i.e., encryption). Furthermore, confidentiality, as a less stringent form of secrecy, is also

discussed. Confidentiality is described as access permission for particular user model clients (e.g., user

adaptive application systems) to user model information which is kept secret from the remaining clients.

Through confidentiality, responsibility for the maintenance of specified parts of the user model can be

transferred to particular user model clients which share the information within these parts. As the second

constituent of security, the integrity of a user model is discussed from the perspective of user model

clients as external integrity and from the perspective of developers of user modeling agents as internal

integrity.

Part III, Solutions and their Applicability for User Modeling Purposes, parallels Part II and, where

possible, points out solutions for the requirements given in the corresponding chapters of that part. Re-

quirements which cannot be satisfied by user modeling alone (e.g., the completeness of the user model

information) are discussed and mutually exclusive requirements (e.g., the requirements for confidential-

ity and integrity in access control models) are contrasted.

Chapter 6, Solutions for Anonymity and Pseudonymity, covers solutions for the requirements regarding

the different types of anonymity, namely environmental, content-based, and procedural anonymity. It

is shown that procedural anonymity can be provided for a wide range of user adaptive systems by the

mix technique introduced by Chaum. Therefore, we have implemented a mix mechanism which allows
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for procedural anonymity of messages in the KQML language used for the exchange of information

between components of the user adaptive system. In particular, this implementation allows for sender

and receiver anonymity and can thus be used to establish an information exchange between the user

model and its clients with mutual anonymity (or pseudonymity). It also allows for the inclusion of the

components of the user adaptive system and the user in the anonymization process, thus increasing the

user’s confidence in the system’s anonymity.

In Chapter 7, Solutions for Security, we describe solutions for the requirements regarding security and

integrity of user modeling systems and the information processed within such systems. Solutions for

secrecy through denial of access and secrecy through selective access (i.e. confidentiality) are proposed.

Secrecy through denial of access to the information processed (i.e., exchanged between components) in

a user adaptive system is achieved by encryption. An existing software library for information exchange

with the KQML language has been adapted to include the Secure Sockets Layer making encrypted and

authenticated communication in electronic networks possible. This extended software library can be

used with minor modifications to the components of the user adaptive system and is therefore applicable

to a wide range of systems. Secrecy through selective access to user model information is defined as

the ability to specify which components should be able to operate on particular user model entries by

dedicated actions (e.g., read, delete), thus assuring confidentiality of the particular entries between these

components. Some well-known models from the security literature for access control and information

flow control are described and supplemented with examples of user modeling. For the sake of wider

applicability, we have chosen an access control model which acts as a filter (i.e., a reference monitor)

between the user model and its clients for implementation because of the lower demands it imposes upon

the user model and the user modeling agent (in comparison to information flow control models) by which

it is hosted. We propose the usage of a role-based access control model for user modeling purposes. Our

implementation offers a high degree of flexibility and comprehensibility to the user. It can be used for

the authorization of the user model clients as well as for the representation of the users being modeled in

different roles they assume while interacting with user adaptive systems.

Because of the various representation and inference techniques and methods applied in user modeling

and the general scope of this thesis which does not focus on a particular user modeling agent, it is

not possible to supply solutions to all requirements listed in Part II, Requirements for Security in User

Modeling. Instead, we summarize noteworthy solutions for the requirements implemented in different

user modeling systems in Chapter 7.2, Solutions for Integrity. The inherent partial contradiction between

confidentiality and integrity is also discussed.

The final part of this thesis Part IV, Discussion, covers implementations in the field of user modeling,

their security features, and the potentials which can be achieved through inclusion of further security

features. In Chapter 8, Selected User Modeling Components, descriptions of the security features of user

modeling agents, for instance, those of the Doppelgänger and BGP-MS systems, which we discuss in

several preceding chapters, are being reviewed.

A new user modeling component called User Model Reference Monitor combines the three implemen-

tations for encryption, anonymization, and access control and demonstrates their integration into a user

adaptive system. The combination of this three implementations – together with auxiliary components

(e.g., certification authorities) – can serve as a default security architecture for user adaptive systems.

Also only parts of the User Model Reference Monitor can be provided either as software packages (e.g.,

for encryption) or as services (e.g., authorization of information requests). As an example of a user
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7

adaptive system, we discuss the AVANTI system which processes user information considered sensitive.

The application of the User Model Reference Monitor is described and its superiority over previously

available security mechanisms are explored. We also sketch the current developments in the Platform

for Privacy Preferences Project as an example of the usage policies of user information based on the

security features of the underlying system.

The last chapter, Summary and Conclusion, provides an overview of the main concepts of anonymity and

security in user modeling and their implementation. Findings gained through this thesis are reviewed

and proposals for further research on security and privacy in user modeling are made.
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User Modeling, Security, and Privacy
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Chapter 1

User Modeling

A user model contains the previously described set of user data (i.e., primary assumptions), rules to ex-

tend the given set of data (i.e., inference rules), and further assumptions (i.e., secondary assumptions)

which are derived from the previous two sets, either in explicit or implicit form. This definition sum-

marizes the constructive definitions of user models which describe user models as data sets containing

particular items:

“A user model is that knowledge about the user, either explicitly or implicitly encoded,

which is used by the system to improve the interaction.” [Fin89, p. 412]

“A user model is a knowledge source in a natural-language dialog system which contains

explicit assumptions on all aspects of the user that may be relevant to the dialog behavior of

the system. These assumptions must be separable by the system from the rest of the system’s

knowledge.” [WK89, p. 6]

or [Pohl98, p. 1]:

“[...] a user model is a source of information, which contains assumptions about those

aspects of a user that might be relevant for behavior of information adaptation.”

A definition which emphasizes the differentiation of individuals in addition to the representation and

inference mechanisms is that of Allen:

“[...] a user model is the knowledge and inference mechanism which differentiates the inter-

action across individuals.” [Allen90, p. 513]

Differentiation of users is useful for adapting software systems which offer different functionality to

different user groups. A coarse approach to the differentiation of users is achieved by the employment of

stereotypes which assign users to groups according to certain criteria [Rich79, p. 333]:

“Stereotypes are simply collections of facet-value combinations that describe groups of sys-

tem users.

11
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A system that is going to use stereotypes must also know about a set of triggers – those

events whose occurrence signals the appropriateness of particular stereotypes.”

Stereotypes arrange users into predefined groups. An a priori definition of user groups before applying

the adaptive system is not possible for all domains. Therefore, other methods have been considered which

group users without explicitly defining the groups. For instance, the user modeling system Doppelgänger

groups users with similar characteristics through analogical user modeling1 by means of clustering algo-

rithms [Orw95, p. 109]:

“DOPPELGÄNGER compensates for missing or inaccurate information about a user by us-

ing default inferences from communities, which resemble traditional user modeling stereo-

types with two major differences: membership is not all-or-nothing, but a matter of degree;

and the community models are computed as weighted combinations of their member user

models, and thus change dynamically as the user models are augmented.”

In the last 15 years several user modeling (shell) systems have been developed, each focusing on different

representation and inference methods. The following table gives an incomplete overview of (academic)

systems described in the literature and lists their main characteristics:

System name References Characteristics

GUMS [Fin89] Prolog, stereotypes

um [Kay90], [Kay95] frames, propositional logic, inspection and

modification

GUMAC [Kas91] assumptions, rules, stereotypes

UMT [BT92], [BT94] propositional logic, stereotypes, truth mainte-

nance system

BGP-MS [KP95], [Pohl98] propositional, first-order, and modal logic,

stereotypes, partitions, shared user models

PROTUM [EV93] Prolog, stereotypes, truth maintenance system

Doppelgänger [Orw95] shared user models, propositional logic,

statistics, machine learning, inspection and

modification

TAGUS [PS94], [PS95] Prolog, inspection

GRUNDY [Rich79], [Rich79a], [Rich83] stereotypes, default assumptions

UMFE [Sle85] propositional logic, conceptual hierarchies,

numerical gradation of attributes

Table 1.1: User modeling systems

Table 1.1 has been limited to academic2 user modeling shell systems for several reasons. Shell systems

have been developed with an emphasis on several characteristics (for instance, generality, expressiveness,

1Analogical user modeling aims at grouping user models on the basis of similarities, for instance, derived from analogous

reasoning about user characteristics (see [KKP2000], [CSTCSZ96], and [KMMHGR97]).
2See [Kob2001] for an overview and descriptions of these systems.
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1. USER MODELING 13

and strong inferential capabilities, see [Kob2001]) that are considered to be important for general user

modeling for a wide range of domains. The systems have been described in detail in the literature (see

the references in Table 1.1), especially with respect to their knowledge representation mechanisms and

inference procedures. Where systems have implemented security features, these have been described3;

where they lack security features this has been pointed out sometimes. Most of these systems concentrate

on only one representation mechanism and inference procedure, which simplifies the discussion of their

security features.

With the recognition of the increased value of web personalization, especially in the area of elec-

tronic commerce, many commercial user modeling tools have been developed, for instance, GroupLens

[NetP2000], LikeMinds [And2000], Personalization Server [ATG2000], and Learn Sesame [OpSe2000],

which are discussed in [KKP2000] and [FK2000]. These systems often employ a mix of several tech-

niques described previously in the academic systems. For the sake of clarity, it therefore seems appro-

priate to focus on the academic systems for the description of security features specific to user modeling.

Where current commercial user modeling tools offer comparable solutions for security (e.g., for encryp-

tion), they can replace the solutions proposed in this thesis. As solutions for confidentiality or anonymity

are only partially provided by current commercial user modeling tools such solutions are discussed with-

out respect to those systems.

User modeling servers form the basis for user adaptive systems. For the scope of this thesis, the term

user adaptive system denotes the user model, the user modeling server (often called user model agent

or user modeling (shell) system), the user adaptive application system (often called user model client,

in the following shortened as application system or user adaptive application), and the particular user

being modeled which uses the application system (e.g., through a web browser):

user adaptive
application A

user1

user models

user adaptive
application B

user adaptive
application C

user adaptive

user2

user adaptive system

server
user modeling

application A

Figure 1.1: Components of a user adaptive system

Usually, considerations about user modeling agents focus on representation and inference issues. There

are only a few examples which include the user in the maintenance of their models and the supervision

of the user adaptive system (for instance, [CK94], [Jon89], or [PS95]). For the scope of this thesis,

3See Chapter 7.2, Solutions for Integrity, and Chapter 8, Selected User Modeling Components, for examples.
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the supervision of the user adaptive system (i.e., defining security mechanisms and ensuring they are

complied with) always takes the user into account.

Based on the interaction of the user with the system, user adaptive application systems generate assump-

tions which are stored and processed in the user model. On the basis of these assumptions, the further

interaction is adapted to the current user. As an example, the adaptations of the Adaptive Courseware

Environment (ACE, see [OS98]) are discussed. As in many tutoring systems, these adaptations are based

on the learner’s knowledge which the learner often considers to be sensitive. ACE is a WWW-based

tutoring framework which adapts its lessons according to the respective learner’s preferences, interests,

and knowledge. In the following figure, a presentation of a concept to learn (in this case the “Contract of

Maastricht”) is shown:

Figure 1.2: An example of a user adaptive system

The presentation is supplemented with elements of adaptive navigation support which modify the struc-

ture of the hypermedia document either by hints through color-coded elements or by the inclusion and

hiding of links. ACE annotations to concepts guide the learner through lessons where the elements have

the following semantics: concepts which are not recommended to the learner (due to missing prerequi-

sites at the current stage, for instance, missing knowledge) are annotated with a red ball, recommended

concepts are annotated with a green ball, and links for which the necessary prerequisites are given, but

which are not recommended, are annotated with an orange ball (see the top of Figure 1.2). The most
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appropriate concept with which to proceed is annotated with an arrow. In this way, the learner is guided

through the tutoring system on the basis of what he already knows; he is neither overtaxed by learning

material that is too demanding, nor bored with concepts he has already mastered.

Due to the huge number and diversity of user adaptive systems, a concise description or classification

of all systems would exceed the scope of this brief introduction. For a more thorough treatment of

user adaptive systems and the underlying user modeling techniques, the reader should refer to [Bla96],

[Bru98], [KKP2000], [KW89], or [Pohl98].
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Chapter 2

Privacy

Security in user modeling is not a goal in itself, but an auxiliary means for realizing privacy. Security

measures are usually described and designed to be applied by experts. They have to be adapted to a

particular use in order to provide the protection demanded by users. This can be done for elementary

demands (e.g., confidentiality, authenticity, accountability, anonymity) and provided to the user as com-

ponents. Furthermore, these components might be grouped and described in terms that are intelligible

to the user, for example, as policies which specify who can do what with which data item when for what

purpose. Users can modify these policies to meet their own personal demands for privacy.

Personal demands for privacy in user modeling can be influenced by such factors as:

✆ personal preferences for privacy in information technology (for instance, whether anonymous or

identifiable use of information systems is preferred)

✆ personal attitudes towards monitoring and classification through software systems (for instance,

whether the inference of further assumptions based on the information provided by the user is

accepted)

✆ personal expectations for user adaptive systems and their adaptations (for instance, whether the

added value an adaptive system offers is worth disclosing personal information)

✆ personal needs to keep different sets of characteristics of different user adaptive systems apart from

each other (for instance, whether different adaptive systems may share only a small part of the set

of personal information or can share a large part of it)

✆ personal roles which a user assumes while using a user adaptive system (for instance, the adaptive

system should not only adapt to the users, but also to their different roles in their interaction with

the system).

Traditional definitions of privacy, which are often influenced by the “right of the individual to be let

alone” (Warren and Brandeis 1890, [WB1890]), separate a person or their actions from a group of persons

[Egg93, p. 135]:

“Privacy in our common sense is strongly connected with the idea that there are some things

another person should not be able to see or know.”

17
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Privacy may also be defined as the right to determine the amount of personal information which should

be available to others [West70, p. 7]:

“Privacy is the claim of individuals, groups, or institutions to determine for themselves

when, how, and to what extent information about them is communicated to others. ”

More recent discussions of privacy include economic aspects on a macro-economic level [LS94, p. 30]:

“Successful and sustained generation of knowledge, which is vital to the growth and main-

tenance of a modern industrial economy, is, among other factors, contingent upon the fol-

lowing two aspects of privacy:

✝ Knowledge and power are mutually generative entities, tending to reinforce each other.

Hence, in order to maintain vital knowledge-generating processes within a society, pro-

tected regions of life must be available, where human consciousness is partly shielded

from the political consequences of knowledge [...].

✝ Generation of knowledge presupposes mechanisms for evaluation of ideas: Unevalu-

ated knowledge is non-knowledge [...].”

as well as on a micro-economic level [Pos84, p. 336]:

“The fact that disclosure of personal information is resisted by (is costly to) the person to

whom the information pertains, yet is valuable to others, may seem to argue for giving

people property rights in information about themselves and letting them sell those rights

freely. The process of voluntary exchange would then ensure that the information was put to

its most valuable use. The attractiveness of this solution depends, however on (1) the nature

and source of the information and (2) transaction costs.”

Therefore, privacy seems to be both an intrinsic value (“right of the individual to be let alone”) as well as

an instrumental value serving other goals (e.g., generation of knowledge, profit). Besides these theoreti-

cal considerations, privacy also serves pragmatic purposes when it is included in the design of software

systems, e.g., resulting in higher acceptance by users (see Chapter 2.3, User Demands, for a detailed

discussion).

Privacy is usually discussed as a social matter, i.e., in negotiation within a community regarding the

information processing of personal information. The more widely communities are distributed, the more

they need artefacts (e.g., the Internet) to communicate this information and to negotiate its use. This also

applies to user adaptive systems, since developers of such systems try to anticipate special characteristics

of potential users (e.g., personal information relating to knowledge or interests) in order to adapt the

information the system will provide. Unfortunately, developers and users so far usually cannot negotiate

how personal information will be processed. Therefore, the system should be designed in such a way

that it can be adjusted to varying demands.

Hence negotiation on privacy is not only a matter between people but also between users and systems

that have been enabled to perform negotiations. An initial approach to negotiation can be to offer several

policies from which the user can choose. A policy is a set of specifications which regulates the processing
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of the data in the user adaptive system. The accepted policy should be modifiable by users in order to

satisfy their demands regarding the privacy of the user adaptive systems (see Chapter 8.5, The Platform

for Privacy Preferences Project (P3P)).

A flexible definition of the policy serves two purposes. First, it enables users to adjust their preferences

regarding privacy and to make an informed decision about the use of a user adaptive system. Second,

developers of user adaptive systems are able to gain experience with user demands regarding privacy and

to develop systems that are more user-oriented. Until recently, the only choice users had was to accept

the system or get along without it.

The scope of this thesis does not include proposals for policies in user modeling. Security issues are

rather the basis for the definition and enforcement of policies within user adaptive systems and therefore

a prerequisite of privacy in user modeling.

There are several factors which call for privacy protecting measures in user modeling systems. The most

prominent factor is the fact that much of the data processed is related to an identifiable person (i.e.,

personal data). Therefore, the processing has to be carried out on the basis of acknowledged rules (e.g.,

laws). Moreover, user adaptive systems especially consider human factors in information systems. To

this end, additional factors have to be taken into account in order to help the user understand and control

the system, and to improve their confidence and satisfaction when using the system. These factors (e.g.,

anonymity, confidentiality of information, inspection and modification of the user model, and supervision

of the system) are contingent upon the security of the underlying system. In the following, we will show

the need for privacy and security in user modeling on the basis of laws, ethics, and user demands.

2.1 Laws

Laws regulating the processing of personal data vary among countries. As an example, some of the regu-

lations applicable in Germany will be discussed. The most prominent law is the Bundesdatenschutzgesetz

[BDSG90] which has regulated the processing of personal data by organizations since 1979. The corre-

sponding data protection laws of the individual German states implement the federal law for each state.

The 1995 EU Data Protection Directive [ECDIR95], which is still to be converted into national law,

defines personal data as follows:

“For the purposes of this Directive:

a) ‘personal data’ shall mean any information relating to an identified or identifiable natu-

ral person (‘data subject’); an identifiable person is one who can be identified, directly or

indirectly, in particular by reference to an identification number or to one or more factors

specific to his physical, physiological, mental, economic, cultural or social identity; ”

Most applicable is the Informations- und Kommunikationsdienste-Gesetz (see [IuKDG97] and

[IuKDG97a]) which was introduced in 1997 in order to regulate online services (e.g., a user adaptive

system provided via the Internet) and the processing of personal data within such systems. Article 1

(Teleservices Act, Teledienstegesetz TDG) of this law specifies the scope of the law which covers also

user adaptive information systems provided over the Internet. Therefore, Article 2 (Teleservices Data

Protection Act, Teledienstedatenschutzgesetz TDDSG) which specifies the protection of personal data
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used in teleservices also applies to such systems. This article specifies among other things the circum-

stances under which usage profiles are permitted and guarantees the user access to information about

stored personal data:

✠
4: Obligations of the provider

“(4) User profiles are permissible under the condition that pseudonyms are used. Profiles

retrievable under pseudonyms shall not be combined with data relating to the bearer of the

pseudonym.”✠
7: User’s right to information

“The user shall be entitled at any time to inspect, free of charge, stored data concerning his

person or his pseudonym at the provider’s. The information shall be given electronically if

so requested by the user. [...]”

User profiles are permissible where pseudonyms are applied [BB97]. This cross between personal data

and anonymous data is not clearly defined and it is conceivable that borderline cases will appear in user

modeling in which it is not clear whether data is personal or not. Types and advantages of pseudonyms

will be discussed in detail in a later chapter.

The Teleservices Data Protection Act TDDSG declares also the general applicability of the Bundesdaten-

schutzgesetz [BDSG90] where no specific regulation is given in the TDDSG (see TDDSG Article
✠
1(2)

and [Schw2000, p. 11-2.1/18]).

Technically problematic from the perspective of user modeling is the observance of user’s right to infor-

mation. User modeling techniques also frequently include knowledge based systems which use certain

rules to extend an initial set of facts (so-called primary assumptions) to cover a larger set of facts (so-

called secondary assumptions). Neither the rules nor the assumptions derived are self-explanatory and

both are unsuitable for modification by the user himself. The information in a user model has often been

represented in a form that cannot be easily communicated to users (like semantic networks or neural

networks).

Even though the user has a right to his personal data, it is not clear whether the user’s right extends also to

the rules and assumptions based on these rules, and if so, how they should be explained (see for instance,

[Kob91], [CK94], and [PSH95]).

2.2 Ethics

Laws are mandatory for everyone they affect. Guidelines (see Chapter 3.1, Guidelines) are less restrictive

and summarize principles which are generally recommended and which should be applied to some extent.

Ethics offer different coherent sets of attitudes towards actions and values. Usually the decision as

to which attitude is appropriate depends on the domain in which the user adaptive system is applied.

Hence, it would be too restrictive to promote one ethical direction in user modeling. But it is beneficial

to describe the basic conditions for arriving at a consensus on ethical issues. Because of the general

nature of ethics, the group of parties concerned is also broad [Sum97, p. 49]:

“Who must apply ethical principles and ethical analysis to computer security issues? First,

computer professionals. Second, leaders of businesses and other organizations who make
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decisions and set the ethical tone for their organizations. Third, computer users. Finally, all

of us as citizens in deciding which laws and government policies are right and as consumers,

employees, and stockholders in “voting” for ethical companies.”

The process of developing ethics is independent of the domain in which the user adaptive system oper-

ates. A short description of the development cycle in ethics is given by Winograd [Win95, p. 35]:

“There are three key components in “doing” ethics and social responsibility:

1. Identifying social/ethical issues.

2. Entering into serious discourse about the possibilities, with yourself and with others.

3. Taking actions.”

For a serious discussion and an informed decision about operating a user adaptive system, it is necessary

to specify factors influencing “social/ethical issues” (e.g., for confidentiality or anonymity). These factors

are often contingent on the underlying security mechanisms of the system. This thesis focuses on the

security mechanisms and security risks in user adaptive systems in order to provide a reliable technical

basis for the specification of policies which can help to prevent ethical conflicts.

Some examples for ethical guidelines in computer science are listed below:

☛ ACM Code of Ethics and Professional Conduct (see [ACM92] and [GMR99])

☛ Ethical Guidelines issued by the Gesellschaft für Informatik (GI) [GI95]

☛ British Computer Society Code of Conduct [BCS]

☛ Australian Computer Society Code of Ethics [ACS]

☛ IEEE Code of Ethics (see [IEEE] and [GMR99]).

In addition to these general guidelines there may also exist guidelines for the particular domain of the

user adaptive system (e.g., company policies).

2.3 User Demands

The previous sections covered requirements which must, should, or can be met. Strong and decisive

demands against which user modeling systems should be measured are also given by the respective

users. Because few empirical evaluations of user models [Chin2000] are available and none of them

focus on the security and privacy aspects, user’s demands for processing personal information will be

discussed on the basis of the 10th WWW User Survey of the GVU Center [GVU98]. The questions,

ratings, and percentages relevant for these considerations are summarized in the following table:
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Question/Statement Ratings Percentage

1. I would give demographic information

to a Web site

if a statement was provided regarding what

information was being collected.

56.5%

if a statement was provided regarding how

the information was going to be used.

73.1%

if the data would only be used in aggregate

form (i.e., not on an individual basis).

56.1%

in exchange for some value-added service

(e.g., notification of events, etc.).

31.0%

I would not give the site any demographic

information.

8.8%

2. What conditions cause you to re-

frain from filling out online registration

forms at sites?

Requires me to give my name 35.8%

Requires me to give an email address 32.3%

Requires me to give my mailing address 51.3%

Information is not provided on how the

data is going to be used

75.2%

I do not trust the entity collecting the data 67.3%

3. I value being able to visit sites on the

Internet in an anonymous manner.

Agree Strongly 66.3%

Agree Somewhat 21.8%

4. In general, which is more important to

you: convenience or privacy?

Privacy 77.5%

5. There should be new laws to protect

privacy on the Internet.

Agree Strongly 40.6%

Agree Somewhat 30.8%

6. Ought to be able to Assume Different

Aliases/Roles on the Internet

Agree Strongly 31.9%

Agree Somewhat 26.9%

7. I ought to be able to communicate over

the Internet without people being able

to read the content.

Agree Strongly 81.6%

Agree Somewhat 11.6%

Table 2.1: Selected GVU survey results

(1.) Demographic information would be provided by most of the participants, as long as it is clear which

information is collected and for what purpose. Of special interest is the desire for anonymity

expressed in the willingness to provide information if data is used in aggregate form. The exchange

of personal information for value-added services seems to be attractive for only 31%. Only a

minority of 8.8% would refuse to share any information.

(2.) Another indication of the desire for anonymity is the withholding of identifying information by a

third of the participants. Nearly three quarters of the respondents would not register online unless

they can make an informed decision about the data processing and two thirds would not register if

they don’t trust the collection entity.

(3.) If asked directly, 88.1% prefer to use the Internet anonymously.

(4.) Three quarters of the participants rate privacy over convenience. This is enough evidence to justify

including (sometimes inconvenient) security mechanisms in value-added functions such as user

modeling in order to maintain privacy.

(5.) 71.4% apparently think that current laws do not sufficiently protect privacy.
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(6.) More than 50% of the participants would like to act in different roles when using the Internet. Just

as the information we pass on to others in real life is selected on the basis of our respective roles,

it should also be possible to disseminate personal information selectively in virtual environments.

(7.) 93.2% of the respondents want secrecy when communicating via the Internet.

Similar results have been found in different studies in the e-commerce domain (see [DeP2000],

[Fox2000], [GVU98], [IBM99], [PC2000], and [SDN99]) where respondents asserted to:

✍ be extremely/very concerned about divulging personal information online,

✍ have left web sites that required registration information,

✍ have entered fake registration information,

✍ have refrained from shopping online due to privacy concerns, or bought less, and

✍ be willing to give out personal data when they get something valuable in return.

These results illustrate the users’ privacy concerns and their preference for confidentiality, anonymity,

and selective dissemination of personal information. Current user modeling agents provide only few

possibilities to adapt to various privacy preferences and usage policies of the user’s information. To

support the user with reliable privacy policies user modeling agents need to include security measures.
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Chapter 3

Security

Security in information technology is a very broad term composed of related topics which have been

discussed for nearly as long as computers have been in use. The roots of the problem can be traced

back to at least two millenia to a time when people recognized the value of information and the value of

keeping it secret [Kah67].

With the growing dissemination of computers in various areas of everyday life, the meaning of security

has become ambiguous. Usually what is considered to be of sufficient value to be protected depends on

the domain. Therefore, it is not astonishing that there is no consensus on a single definition of security.

In Part II, Requirements for Security in User Modeling, an analysis of the relevant concepts involved in

the complex problem security will be given from the perspective of user modeling. The scope of this

thesis can neither cover all concepts nor can it elaborate the selected concepts to their full extent. The

objective is to point out which security risks have to be taken into account when developing or using

user adaptive systems. Some of the risks can be reduced by employing the methods and techniques we

propose here.

The most apparent feature encountered when analyzing security in user modeling is the fact that infor-

mation processed is mostly related to an often identifiable person. For this reason it is impossible to

assess objectively the value of the information and the potential damage its misuse might cause. Almost

as relevant as experts’ opinions about the security of a system is the user’s confidence that using the

system will not endanger his privacy. The risks and requirements in user modeling can therefore not be

estimated without regard to the person to be modeled. This means that measures taken to ensure security

must be adaptable to the personal demands of the respective user.

Without regard to personal preferences concerning the security and privacy of a user adaptive information

system, several guidelines for the security of general information systems have been established which

can likewise serve as a basis for considerations about security in user modeling.

3.1 Guidelines

A previous section covered laws which are mandatory for all organizations that process personal data.

In addition to the mandatory laws, guidelines exist which summarize the essential security factors of

25
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information systems. These guidelines can be seen as recommendations with different focuses from

which the designer of an information system can choose the one that seems most appropriate. They have

been published by numerous organizations. The following criteria and guidelines are among the most

important recommendations:

✑ Trusted Computer System Evaluation Criteria (TCSEC, see [TCSEC85]),

✑ Information Technology Security Evaluation Criteria (ITSEC, see [ITSEC91]),

✑ Common Criteria for Information Technology Security Evaluation (CCITSE, see [CC99]),

✑ OECD Guidelines for the Security of Information Systems (see [OECD92]).

In the following, we will focus on the OECD Guidelines for the Security of Information Systems because

of their general nature and will discuss them from the perspective of user modeling. The most important

factors of these guidelines are the following [Sum97, p. 7]:

1. Accountability

“All parties concerned with the security of information systems (owners, providers,

users, and others) should have explicit responsibilities and accountability.”

2. Awareness

“All parties should be able to readily gain knowledge of security measures, practices,

and procedures. A motivation for this principle is to foster confidence in information

systems.”

3. Ethics

“Information systems and their security should be provided and used in ways that

respect the rights and legitimate interests of others.”

4. Multidisciplinary principle

“Security measures should take into account all relevant viewpoints, including techni-

cal, administrative, organizational, operational, commercial, educational, and legal.”

5. Proportionality

“Security measures should be appropriate and proportionate to the value of and degree

or reliance on the information systems and to the risks of harm.”

6. Integration

“Security measures should be coordinated and integrated with each other and with

other measures, practices, and procedures of the organization so as to create a coherent

system of security.”

7. Timeliness

“Parties should act in a timely and coordinated way to prevent and to respond to secu-

rity breaches.”

8. Reassessment

“Security should be reassessed periodically as information systems and their security

needs change.”
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9. Democracy

“The security of information systems should be compatible with the legitimate use and

flow of information in a democratic society.”

Despite their general nature, these guidelines have implications for user modeling systems, some of

which are discussed in this section (see Chapter 5, Requirements for Security, for an extensive discussion

of security in user modeling systems):

Accountability (see 1.) is based on security mechanisms within the system. In electronic networks,

this includes the proof of identity of the components involved in the system and the authenticity of

the information processed. In user models which are shared between various application systems, it is

essential to know which application system originated a particular user model entry. This is a prerequisite

if the user wants to assess the quality of an individual application system. On the other hand, student-

adaptive systems which rate the proficiency of users on a scale of attainment and issue transcripts require

certainty regarding the identity of the current user.

The awareness principle (see 2.) enables all participants to gain knowledge of security measures, prac-

tices, and procedures involved in the information processing. Moreover, it affords insight into the se-

curity measures, practices, and procedures applied in the information system to an extent which usually

can only be achieved through some effort (for instance, by reading the documentation).

User awareness in user modeling is usually handled in a different way. User modeling is not the main

task of the system used, it only supports the user. Consequently, the construction and maintenance of

the user model should not distract the user from his main tasks. This is achieved when the user model

is maintained in the background without direct interaction with the user, as demanded by [Rich79a, p.

720]:

“The model must be built dynamically, as the system is interacting with the user and per-

forming its task. Because the model is to be built implicitly and because users do not want

to be forced to answer a long list of questions before they can begin to use the system, it is

necessary that the system be able to exploit a partially constructed user model and that it be

able to tell, as it is performing its major task, when it is appropriate to update the user model

and how to do so.”

This assumes that decreased user awareness of the modeling process is advantageous for the main task of

the system. In addition, the adjustment of the security mechanisms related to the user model should not

distract the user from his main task. For this reason, the security mechanisms of the user model must not

hinder users either in the maintenance of their user model or in performing their main task. Therefore,

the security mechanisms of the user model should be optimized to satisfy the user’s need for privacy

as far as is necessary without being overly complicated (for instance, via selection of predefined and

adjustable categories). Obviously, there will still be a discrepancy between the demand for awareness of

security measures and the implicit maintenance of the user model.

The multidisciplinary principle (see 4.) emphasizes not only the technical perspective, but also human

factors (e.g., administrative, organizational, educational, and legal). These factors are particularly impor-

tant in user modeling, where not only “technicians” but also users themselves should be responsible for

the maintenance of the security mechanisms for their user model. Technical factors (e.g., encryption of

communication), administrative factors (e.g., allowing access to the user model), organizational factors
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(e.g., pseudonymous user models), and legal factors (as outlined in a previous section) should be summed

up and expressed in policies for the utilization of a user model, which are intelligible and manageable

by the user. The effort involved in learning to use and modify security measures should be kept to a

minimum in order not to distract the user or keep him from applying the necessary security mechanisms.

The proportionality (see 5.) of the security measures in regard to the use of the processed information

(e.g., whether the access control model is commensurate with the user model or the type of anonymity)

can be judged by the user only to the extent that he is able to estimate the value of the processed informa-

tion. In contrast, the proportionality of the strength of the security measures (for instance, the minimum

key length for a cryptographic algorithm) can best be ascertained by the developers of the (secure) user

adaptive system. The latter proportionality can be established by recommendations provided by experts

from which the user can choose. As the former proportionality will vary for each user because of the

different user demands for privacy and the resulting different extent of security measures, the user should

be included when this proportionality is established. This can be done either by choosing between previ-

ously selected combinations of security measures (for instance, represented by policies) or by combining

certain security measures on the user’s behalf.

Advancing from these guidelines for general information systems, we will provide in the following part

requirements for the security of user modeling systems.
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In this part of my thesis, requirements for security in user modeling will be analyzed.

The first chapter, Requirements for Anonymity and Pseudonymity, focuses on the relationship between

the user model data and the user being modeled because most of the sensitivity of the user model infor-

mation ensues from this relationship. Fortunately, this relationship can be weakened without restricting

substantially the performance of user adaptive systems. For this reason, several levels, complexities, and

types of anonymity (and thereby pseudonymity) which can be required in user modeling are discussed.

The second chapter, Requirements for Security, concentrates on the security of user models, user model-

ing agents, and the data they process. Particular emphasis is placed on requirements for the secrecy and

integrity of the information processed. Secrecy of information is regarded as secrecy of the relationship

between the user model data and the user and as secrecy of the data itself. In addition to these kinds

of secrecy, a weaker form of secrecy (namely confidentiality) is required as a prerequisite for the joint

processing of confidential data by particular components of a user adaptive system. The integrity of a

user model is discussed from the perspective of user model clients as external integrity and from the

perspective of developers of user modeling agents as internal integrity.
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Chapter 4

Requirements for Anonymity and

Pseudonymity

The sensitivity of user modeling information is mainly caused by the relationship between uniquely

identifiable persons and their data. This relationship means that the data processed in user adaptive

systems (and especially in user modeling) is actually personal data. When distinguishing data which

can be assigned to a user (i.e., personal data) from data which cannot, we define information as data in

context, where context refers to the relationship between the users and their data.

The processing of user modeling information (personal data) faces restrictions due to legal regulations as

well as to users’ concerns (see Chapter 2, Privacy). By removing the context (i.e. anonymization1), the

information about the user is reduced to mere data which is subject to fewer constraints. The action of

most user adaptive systems does not depend on knowing the identity of their current user, since the main

task of such systems is to produce a sequence of adaptations (see Table 1.2) on the basis of a sequence

of user interactions.

What is needed is a means for relating consecutive user interactions with the user adaptive system (e.g.,

interactions in different sessions) to a sequence of interactions which also interlinks sessions2. The user’s

identity can be used to construct a sequence of user interactions which belong together. However, the

user’s identity is neither the only means for this purpose, nor is it always appropriate. In the following

sections, several ways of replacing the user’s identity (e.g., with pseudonyms) and of doing entirely

without the user’s identity (e.g., through anonymity) are discussed from the perspective of user modeling.

The relinquishment on the user’s identity has the following advantages beyond meeting user demands

(see Table 2.1 on p. 22). The processing of personal data gives reasons for the applicability of some of

the laws and guidelines discussed above. The crucial point in deciding which laws apply is the question

whether the processed data can be traced to an identifiable person and how this assignment of data to

the user is or can be established. The weaker this assignment of data to the user becomes, the lower the

requirements for the processing will be. For this purpose, it is also useful to analyze the varying levels

of the assignment of the processed data (e.g., through pseudonyms).

1If not differentiated explicitly, anonymity also covers pseudonymity.
2Through currently implemented session variables within web servers, it is only possible to relate user interactions within

one session. Therefore, they have rather to be considered as transaction pseudonyms than as application pseudonyms (see

Chapter 4.1.3, Types of Anonymity).
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34 4.1. ASPECTS OF ANONYMITY

4.1 Aspects of Anonymity

In this section, a variety of aspects of anonymity which are important for user modeling purposes are

introduced. First, different levels of anonymity ranging from identification of the users (and the user

model) by means outside of the adaptive system to anonymity of all components are described. Next, a

measure for the complexity of anonymity is discussed which permits the rating of user adaptive systems

with regard to the anonymity they supply. Finally, three types of anonymity are distinguished, all of

which must be provided by the user adaptive system in order to preserve the user’s anonymity.

4.1.1 Levels of Anonymity

Depending on the type (e.g., tutorial systems) or the domain (e.g., electronic commerce) of the user adap-

tive system, different levels of the user’s anonymity can be required within a user adaptive system. The

following itemization provides a vocabulary, descriptions, and examples for different levels of anonymity

applicable to user adaptive systems. A particular level of anonymity may be required not only for the

user but also for components of the user adaptive system (e.g., the clients of the user model or the user

model itself). Due to the diversity of user adaptive systems, no single level is suitable for all user adaptive

systems.

Flinn and Maurer [FM95] identify six levels, ranging from the unequivocal assignment of data to a person

to the complete disengagement of data from the person. The different levels are as follows:

Super-identification: With super-identification, the user’s identity is authenticated by means based on

the environment of the user adaptive system. This guarantees that no component of the user adap-

tive system can counterfeit the identity of the respective user or the identity of components of

the user modeling system (e.g., clients of the user model). The assignment of the data needed

for authentication to the user or to the components is delegated to an administrative entity out-

side the system architecture. Examples of this kind of identification and authentication are the

X.509 standard [ISO95] and the German law for digital signatures (see [IuKDG97, Artikel 3] and

[SIGV97]).

Identification: The user identifies himself and demonstrates knowledge of a secret (e.g., a password)

which is then compared by the system to a stored value. The system is responsible for the con-

firmation of the user’s identity. As an example, this mechanism is often implemented in current

operating systems (e.g. Unix).

Latent identification (controlled pseudonyms): The user identifies himself to the system and adopts

one of the defined pseudonyms. Subsequently, he3 is able to act without revealing his identity

to particular components of the system while acting under a pseudonym. The pseudonym can be

revealed under defined circumstances in order to ascertain the identity of the user. For example,

this procedure is widely used in box number advertisements.

Pseudonymous identification (uncontrolled pseudonyms): When using the system for the first time,

the user decides on a unique pseudonym and a secret (e.g., a password) which he will also use

3To avoid the construction he/she (his/her) when concerning the user, the masculine or plural pronouns will be used.
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for following sessions. The system is unable to ascertain the identity of the user, therefore it

is also unable to link the pseudonym to the user’s identity. This method is used in most Web-

based services. It is also used in anonymous remailers which allow email exchange by means of

uncontrolled unique pseudonyms.

Anonymous identification: The user gains access to the system by providing a secret (e.g., a password)

without disclosing his identity. The system is unable to distinguish between users which have

knowledge about the same secret. The users of the same secret constitute an anonymity set4. For

instance, a bank account might be managed as a numbered account where clients only have to

provide a password to get access.

Anonymity: The user neither identifies nor authenticates himself to the system. The system is unable to

distinguish among the users or to differentiate between users. Anonymity is given in most real life

situations (e.g., museum visits) but not in the World-wide Web (e.g., visits of virtual museums),

where electronic trails on several layers make it possible to link the current user and his system

interactions with additional information to the point of revealing his identity.

Several levels of anonymity with respect to user modeling should be considered. From the perspective

of user modeling, not all levels are of equal relevance. Anonymity and anonymous identification, for

example, are only suitable either for user groups or for short-term modeling. When groups of users

must be modeled, the user model entries refer to the average user of the whole user population. This

is particularly relevant for applications which attempt to balance characteristics across all users, e.g.,

notification services which keep a user population up to date, where the members of the user population

have only slightly different fields of interest. In the case of short-term modeling (e.g., at information

kiosks which can be used by only one person at a time), user modeling can be applied within anonymity

sets, possibly of size 1, but only within the same session.

Pseudonymous identification is the most valuable compromise between privacy demands and the re-

quirements of user modeling. Through identification by a pseudonym, successive sessions can be linked,

making long-term modeling possible. This type of identification also differentiates users based on the

different pseudonyms which they themselves have chosen and it authenticates them. Users are not re-

quired to reveal their identity. Moreover, they may acquire more than one pseudonym in order to act

in different roles (see Chapter 2.3, User Demands). Latent identification offers the same potential with

the added feature that the system can determine the identities behind the pseudonyms. This might be

desirable in cases of potential misuse or when interaction that requires identification of the user (e.g., in

electronic commerce scenarios) becomes necessary.

In the case of identification by the system, all components are aware of the identity of the respective

user. If there is a possibility that a user’s identity could be counterfeited by a component of the (possibly

distributed and open) system, super-identification should be introduced. Responsibility for the assign-

ment of data to the user is hereby delegated to a component outside the system which all participants

consider to be trustworthy. This is especially useful for assessment systems which attribute to the user a

specific quality (e.g., successful passing of tests) where the identity of the respective user, the identity of

the attributing component of the system, and the authenticity of the data must be provable to some other

entity.

4An anonymity set consists of all users which cannot be differentiated.
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4.1.2 Complexity of Anonymity

The establishment of anonymity5 usually requires a further component within the user adaptive system

which carries out the procedure for anonymization. The user has to trust this single entity which is able

to defeat the user’s anonymity. From the user’s perspective, a single entity may not be enough to inspire

confidence. It can therefore be beneficial to include more than one entity in the anonymization process,

distributing trust in the process among several entities in which the user trusts collectively (e.g., trust

centers or other users).

To assess the anonymization process, Garvish and Gerdes [GG98, p. 301] define the complexity of

anonymity according to the number of components which must collude in the anonymization process

to defeat anonymity:

“Define the system’s anonymity complexity as the maximum number of colluding entities

which cannot defeat the anonymity of the system. Order-N anonymity, represented as

OA(N), indicates that N+1 entities must collude to defeat the anonymity.”

By means of this measure, systems providing anonymity can be assessed. Some particular values are

worthy of consideration:

OA(0): In systems with anonymity complexity 0, a single entity can defeat the anonymity. This is the

case for identification (see Chapter 4.1.1, Levels of Anonymity) by the system, where each compo-

nent is aware of the identity of the user and therefore a single entity can misuse this knowledge.

OA(1): In systems using pseudonyms, two entities must act jointly to defeat the anonymity: a com-

ponent of the user adaptive system and the component managing the assignment of identity and

pseudonym (i.e., a registrar for pseudonyms).

OA(N): is the case when N out of N+1 entities are unable to defeat the anonymity of the user. To

assure his anonymity, the user has to include one trustworthy entity to the set of N components

which might jointly defeat his anonymity. This procedure can adapt to individual requirements for

anonymity and pseudonymity by including as many entities as are demanded.

With the complexity of anonymity, individual user requirements regarding the number of entities in-

volved in the anonymization process can be expressed. A user adaptive system which supports complex-

ity OA(N) is most beneficial for users, because it can adapt to the number of entities required by the

particular user, thereby satisfying different user requirements for trust in the anonymization process.

4.1.3 Types of Anonymity

To be effective, anonymity must be introduced on different levels. For instance, a well designed system

providing anonymity or pseudonymity in a secure and provable manner might be futile if it is used only

by one person whose identity is known by means outside the system (e.g., when all terminals from which

the system can be accessed are being videotaped).

Garvish and Gerdes [GG98, p. 306] mention three types of anonymity which must be considered:

5If not differentiated explicitly, anonymity also covers pseudonymity.
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Environmental anonymity is determined by factors outside the scope of the user adaptive system used.

These factors include: the number of participants, their diversity, and previous knowledge about

the participants. These factors cannot be altered by the design of the system and have to be ob-

served while the system is operating.

For instance, a user model server which hosts the user models of several users can be required

to check whether the number of user models is large enough and their diversity is low enough

(i.e., the models have to be similar to some extent), which is a prerequisite for anonymity of users

(and their models). In most cases, the user model server cannot rectify situations in which these

conditions do not hold but it can inform the users that anonymity is at stake.

Content-based anonymity is present when no identification can be established by means of the ex-

changed data. The exchanged data might give clues for deanonymization, for instance, either by

content (e.g., name, address, email address), structure (e.g., representation of data typical for par-

ticular users or software systems they use), or by sequence (e.g., repeating patterns which make it

possible to link otherwise unconnected sessions).

As an example, a user adaptive system which serves electronic commerce purposes is usually

dependent on the user’s identity (e.g., name and address), either for charging for some services or

for delivering goods. Obviously, if the user’s identity is disclosed, anonymity cannot be present.

Other clues to the user’s identity can be the language used for queries, the style of writing, the

topics involved, etc.

Procedural anonymity is determined by the communication protocol and the underlying communica-

tion layers. This type of anonymity can be provided by the system and should be considered in the

design phase of the system. Related to this type of anonymity are the two independent directions of

anonymity: sender anonymity and receiver anonymity. Sender anonymity is given if the sender of

a message cannot be ascertained in the set of potential senders. Receiver anonymity means that the

identity of the receiver is not known to the sender of a message. The latter is especially important

for answering queries received under sender anonymity. Receiver anonymity is essential for user

modeling purposes when notifications6 about changes in the user model have to be transmitted to

the application system which may not be connected to the user model at that time.

For instance, the address of the network node from which a user accesses a user adaptive system

can reveal the user’s identity if the node is unambiguously associated with the user. This should

be prevented by means for ensuring procedural anonymity.

To protect the user’s privacy through anonymity, these three types of anonymity must be present simul-

taneously within the user adaptive system.

4.1.4 Risks and Potentials of Anonymity

Anonymity in human communication harbors several risks, e.g. insults, copyright infringement, pretense

of false identities, reduced social filtering, or missing credit for contributions (see [Anon96], [GG98,

p. 299]). Most of the arguments cited against anonymity are valid only within the context of group

communication between persons. In the case of user modeling, a person interacts with a software system,

6See Chapter 7.2.1.4, Timeliness.
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38 4.2. PSEUDONYMITY

and not with other people. Therefore, most of the arguments against anonymity do not hold in user

modeling. Nevertheless, some of the known positive effects of anonymity [GG98, p. 299] may also

apply to user modeling:

Anonymity reduces group thinking: The individual who is not biased by group pressure and who is

acting on his own behalf may be more strongly differentiated from others, making the adaptation

process of the user adaptive system more discriminating.

Anonymity has a deinhibiting effect: Entry barriers for users sceptical towards user modeling may be

lowered (see Table 2.1 on p. 22).

Anonymity allows treatment of sensitive issues: The absence of personal stigmatization when treating

sensitive issues anonymously within a user adaptive system (e.g., retrieving information about a

disease) might encourage users to make more profitable use of the system.

To summarize the above effects, if users could interact anonymously with an adaptive system, they may

be more willing to reveal personal (sensitive) information, providing a better foundation for adaptations.

This can also lead to an increased sensitivity of the information about the users processed in the system

which requires stronger or additional security measures.

The extent of interaction depends among other things on the user’s belief in the privacy (in this particular

case, anonymity) of the system. Remarkably, the user’s belief in the anonymity is not only determined by

expert assessment of the anonymization process but also by the user’s own perception of his anonymity

[GG98, p. 314]:

“If anonymity is being used as a device to encourage a more open and frank exchange of

information, a system’s perceived level of anonymity may be more important than its actual

anonymity.”

These considerations lead to the following requirements for anonymity in user adaptive systems:

✖ Anonymous use of the user adaptive system should be provided to foster a franker and more

extensive interaction with the system which leads to a stronger basis for adaptations.

✖ To increase the perceived level of a system’s anonymity, it appears to be advantageous to include

the user in the anonymization process (which leads to a complexity7 of anonymity OA(N+1) for a

system which previously showed a complexity of OA(N)).

4.2 Pseudonymity

Chapter 4.1.1, Levels of Anonymity, covered levels of user identification ranging from super-

identification to anonymity. From the perspective of user modeling, the range of pseudonymity (latent

identification and pseudonymous identification) is of special interest. With the use of pseudonyms, it

is possible to string sequences of consecutive user interactions with the user adaptive system (e.g., in

7See Chapter 4.1.2, Complexity of Anonymity.
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different sessions), creating a sequence of interactions which also interlinks different sessions without

revealing the identity of the particular user. Pseudonyms also makes it possible to link a user model and

the user being modeled without revealing the user’s identity to components of the user adaptive system

or to the user modeling system.

4.2.1 Types of Pseudonyms

Pseudonyms8 can be further subdivided according to their bearers as well as to their uses [PWP90]:

✘ person pseudonym

– public person pseudonym

– closed person pseudonym

– anonymous person pseudonym

✘ role pseudonym

– transaction pseudonym

– application pseudonym.

Person pseudonyms are associated unequivocally with a person, whereby a person can bear more than

one pseudonym. In the case of public person pseudonyms, the association of pseudonym and bearer is

publicly known (e.g., a telephone number). A closed person pseudonym is publicly known, but the iden-

tity of the bearer is only known to the authority issuing the pseudonym (e.g., a box number). Anonymous

person pseudonyms can be obtained without revealing the identity of the bearer which will be the only

entity which is aware of the relationship between the identity and the pseudonym (e.g., a self-chosen

nickname in a chat discussion).

Role pseudonyms are associated with actions persons perform and can be shared among persons per-

forming the same actions. A transaction pseudonym is valid only for a single transaction. A transaction

pseudonym might be generated for a user of a kiosk information system (see [FKN98] and [FKS97])

which is valid for the transaction of this particular user with the system and will be discarded with the

following user. In contrast, application pseudonyms last for several sessions with the same application

system and can be different for different application systems.

Role pseudonyms enable users to act in different roles (see Table 2.1 on p. 22) or to act on behalf of others

for a certain period of time. Whereas transaction pseudonyms only last for a short period and are therefore

of limited benefit for user modeling, application pseudonyms have an extended scope and are appropriate

for long-term modeling. Person pseudonyms interlink all actions of a person in all his sessions with a

user adaptive system. Even though pseudonyms are intended to conceal the identity of a user, the stream

of information collected about one person may provide sufficient clues for deanonymization9 .

8In this section, no distinction will be made between controlled and uncontrolled pseudonyms (see Chapter 4.1.1, Levels of

Anonymity).
9An example of deanonymization is given in Chapter 7.2.2.4, Inference Integrity.
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4.3 Using Anonymity and Pseudonymity in User Modeling

Anonymity and pseudonymity offer considerable advantages for user modeling. By limiting or disguising

the relationship between persons and their data, they reduce the demands made by laws, guidelines, and

ethics. In addition, by satisfying user demands for privacy (see Chapter 2.3, User Demands), they can

lead to better acceptance of user adaptive systems.

The enforcement of anonymity and pseudonymity in user adaptive systems means that the current ar-

chitecture of user adaptive systems and user modeling systems must be considered and new means and

procedures for establishing anonymity and pseudonymity must be developed. Proposals for meeting

these requirements will be made in Chapter 6, Solutions for Anonymity and Pseudonymity.
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Chapter 5

Requirements for Security

This chapter compiles requirements for the security of a user model, the user modeling system, and the

data that is processed within them. Security in general information systems is a collective term for several

related and sometimes overlapping areas. In this chapter, security will be subdivided according to the

prevailing definition of security in information systems into the following three factors (see [Sum97, p.

3], [Ber98, p. 199], [Pfl89, p. 4], and [Die90, p. 138]):

✚ secrecy

✚ integrity

✚ availability.

Because the amount of user modeling functionality within user adaptive systems should be adjustable

according to the user’s changing preferences, user adaptive systems cannot rely on a fixed amount of user

modeling functionality and must as well cope with missing user modeling functionality. The availability

of a user modeling system (i.e., the quality that user modeling systems and their functionality are always

provided to user adaptive systems) is therefore not considered in detail in this thesis. Risks caused by

special user modeling techniques which endanger the availability of user modeling systems are discussed

with regard to the user modeling system’s internal integrity (see Chapter 7.2.2, Internal Integrity).

The requirements for secrecy in general information systems have been, and continue to be, discussed

extensively in the literature. This is also the case for certain information systems (e.g., information

systems for statistical data, see Chapter 7.2.2.4, Inference Integrity) but not for user modeling systems.

It is obvious that the sensitivity of the data processed in a user model is mostly based on the relationship

between the data and the user. Therefore, two requirements are defined where the first, anonymization,

focuses on the secrecy of the relationship between the data and the user and the second, encryption,

is intended to ensure the secrecy of the data itself. Furthermore, confidentiality, as a weakened form

of secrecy, is also discussed here. Confidentiality is described as granting particular user model clients

access to user model information which is kept secret from the remaining clients. Thereby, responsibility

for the maintenance of specified segments of the user model can be transferred to particular user model

clients who share the information within these segments. As the second constituent of security, the

integrity of a user model (i.e., the quality that all processed data is accurate and consistent with regard to

41
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the world it describes) is discussed from the perspective of user model clients as external integrity and

from the perspective of developers of user modeling systems as internal integrity.

In addition to the “higher-level” factors secrecy, integrity, and availability, several “lower-level” factors

which can determine the security of an information system also exist. Unfortunately, in many cases no

clear correspondence between the “lower-level” factors and the “higher-level” factors can be found. Also,

there is some disagreement as to what should be included among the important “lower-level” factors, as

can be seen from the following table:

access control [LoSh87] [Die90] [Sum97] [Pfl89] [Gol99] [Lev95] [RG91]

accountability [LoSh87] [Sum97] [Pfl89] [Gol99] [RG91]

audit [LoSh87] [Sum97] [Pfl89] [Gol99] [Lev95] [RG91]

authentication [LoSh87] [Die90] [Sum97] [Pfl89] [Gol99] [RG91]

authorization [LoSh87] [Die90] [Sum97] [Gol99]

confidentiality [LoSh87] [Die90] [Sum97] [Gol99] [RG91]

controllability [LoSh87] [Die90] [Lev95]

correctness [LoSh87] [Die90] [Pfl89]

functionality [LoSh87] [Die90] [Sum97] [Pfl89]

identification [LoSh87] [Sum97] [Pfl89] [Gol99] [RG91]

plausibility [Die90]

recovery [LoSh87] [Die90] [Sum97] [Pfl89] [Lev95]

reliability [LoSh87] [Die90] [Pfl89] [Gol99] [Lev95] [RG91]

robustness [Die90] [Lev95]

safety [Sum97] [Gol99] [RG91]

supervision [LoSh87] [Die90] [Gol99]

trustworthiness [LoSh87] [Sum97] [Pfl89] [Gol99]

etc.

Table 5.1: Further factors which affect the security of information systems

The “lower-level” factors I consider especially relevant for security in user modeling will be discussed

in the following sections.

5.1 Requirements for Secrecy

The concept of secrecy has not been adequately defined in the literature. It is therefore appropriate to

offer some reflections on the concept secret before defining the requirements. One of the few definitions

of a secret is that of Nelson [Nel94, p. 74]:

“One ‘common sense’ definition of a secret is some information that is purposely being kept

from some person or persons. It is interesting to investigate the behavior and characteristics

of secrets; this can lead to doubts about secrets being easily defined objects.”

As Nelson also points out [Nel94, p. 75], the relationship between information and secrecy is opaque as

well:
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“Another interesting question is what piece of information contains or communicates a se-

cret. The relationship between information and secrecy is complicated, as the following

examples suggest.

1. If we cut a secret in half, is it still a secret? [...]

2. If we move a secret out of context, is it still a secret? [...]

3. If we collect enough non-secret information and process it correctly, we may have a

secret. [...]

4. Some observers may already know something about a secret or have a good guess on it;

in that case, a large secret can be communicated with very little information flow. [...]

5. Secrets can be communicated by very condensed codes, [...]

6. In encrypted communications, we can communicate large amounts of data with no se-

crecy leak, because there is another secret protecting the flow. [...]

7. Sometimes the information content of binary data is easy to extract because the data

representation is an easily guessed standard. [...]”

In terms of user modeling, Nelson’s concerns may have the following implications:

cf. 1.: Limited to the field of user modeling, the question is whether a segment of a user model is still

a secret and how small the segments must be before they cease to qualify as secrets (see Chapter

5.1.2, Secrecy through Selective Access).

cf. 2.: The removal of the information’s context (i.e. concealing the relationship between the user and

his data through anonymization1) was dealt with in the previous chapter. Information processed

in user adaptive systems usually is classified as being secret only because of its relationship to

an identifiable person (i.e., because the data is personal data). The data (anonymized, no longer

personal data) processed in user adaptive systems (e.g., ”an arbitrary user is interested in advice

on disease X”) is usually neither secret nor worthy of being kept secret (for instance, because

it is widely known that information centers on disease X exist and that users regularly access

information from these centers).

In the case of user modeling, moving the secret out of its context (i.e., anonymizing the information

processed) releases the system from some of the requirements for secrecy.

cf. 3.: Accumulation of unrelated (i.e. anonymous) data is problematic in user modeling. According

to Allen (see p. 11) user models ought to differentiate interaction across individuals. Therefore,

they need to accumulate enough information about users through entries in the respective user

models. The number of necessary entries and their content depends on the application system

and the domain of the user adaptive system. With increasing number and diversity of entries,

the differentiation across individuals improves, but the probability that the combination of the

entries in a user model is unique (and different from entries in all other user models) increases as

well. With a unique combination of user model entries, deanonymization, or at least inference of

further entries of the user model, becomes possible (see the example of Chapter 7.2.2.4, Inference

Integrity).

1For the scope of this section, anonymity also covers pseudonymity.
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cf. 4.: Related to the issue of accumulation of data is the inclusion of knowledge about the environment

of the modeled user which can lead to deanonymization of a user model with a unique combination

of entries.

cf. 5.: User model entries can be highly complex, very large, and numerous (see [Pohl98]). If, instead

of the user model entries, we consider their relationship to a concrete user to be the secret, the

secret may be encoded in a very condensed form. For instance, the encoding of the relationship as

a bit sequence will not be longer than ✣✥✤✦✣★✧✪✩✬✫✮✭✰✯✲✱ for ✯ anonymous user models. It is therefore

possible to hide an identifying sequence of length ✣ (for instance, a pointer to another user model

containing identifying information) in the data which, thought to be anonymous, would actually

make it possible to relate anonymous data to identifying data.

cf. 6.: Encryption of communication is just as important in user modeling as it is for communication in

information systems in general. A discussion of the requirements for encryption in user modeling

is given in Chapter 5.1.1.2, Secrecy through Encryption.

cf. 7.: In the past, user models have commonly been implemented as add-ons to individual user adaptive

application systems. For that reason, the encoding of the user model entries was only known to the

developer of these systems. However, with the trend toward open user models which are applicable

to several application systems, the user model entries must be standardized and documented. The

encoding of the entries therefore no longer ensures secrecy.

As the above discussion shows, it is not obvious what should be treated as a secret in user modeling.

Because of the vagueness of the term secret, I offer no definition of the term secrecy in user modeling in

this thesis. Instead, requirements for the different aspects of secrecy in user modeling which support the

security of the user adaptive systems are discussed in the following sections.

Shannon [Sha49, p. 656] divides “secrecy systems” into “concealment systems” (i.e. steganographic

systems2), “privacy systems” which require “special equipment” (e.g., the encoding mechanism of a par-

ticular application system for user model entries) to discover the information, and “true secrecy systems”

(i.e. cryptographic systems) where knowledge of the information is entirely contingent on knowing a

smaller secret, for instance a cryptographic key. Among these secrecy systems, cryptographic systems

are most appropriate for user adaptive systems, because the secrecy of these secrecy systems depends

entirely on the knowledge of a cryptographic key. This key can easily be distributed over networks (for

which, if necessary, it can also be encrypted) and can also be verified by cryptographic systems.

Simmons’ definition [Sim92, p. 180] of secrecy does not mention the mechanisms or systems used for

the establishment of secrecy:

“Secrecy refers to denial of access to information by unauthorized individuals.”

Rather, it is based on the division of individuals (who can also be seen as different user model clients) into

the groups of authorized individuals that are granted access to information, and unauthorized individuals.

This definition does not mention explicitly what is to be kept secret and how to do so, but it mentions the

individuals who are intended to share and to keep a secret. From the perspective of user modeling, this

definition means it must be possible to group user model clients through authorization into a group which

2See [MOV97, p. 46], [Sch96, p. 9], or [CD97].
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is able to act jointly to maintain certain user model entries which are unknown to the other (unauthorized)

group of user model clients. Several such authorizations should exist, so that each user model client can

be in at least one group which has access to a particular user model entry.

Nelson [Nel94, p. 75] also avoids defining a secret and focuses instead on the conditions which protect a

secret:

“Whatever the definition of a secret is, it seems clear that if no information is passed from the

holder of a secret to the observer who desires the secret, then no secrets are passed either.”

Prevention of an information flow (within the user model) between two user model clients also prevents

the exchange of knowledge about secret user model entries between these two user model clients. This

means that Simmons’ demand for authorization must be extended to include the condition that no user

model client is allowed to be in more than one authorized group. Otherwise, an information flow between

two groups could be established through a user model client which belongs to both groups.

In the following sections, further requirements for secrecy in user modeling will be developed from the

previous descriptions of secrecy in user modeling and the mechanisms for keeping user model entries

secret or confidential. For the scope of this thesis, secrecy in user modeling is defined to be composed

of denial of access to information (i.e., user model entries and their relationship to an individual) and of

selective access to information (i.e., confidentiality of user model entries which are shared between user

model clients).

5.1.1 Secrecy through Denial of Access

Secrecy in user modeling can be achieved through denial of access to the processed information. Denial

of access to information can either be interpreted as denial of access to the relationship between the user

and the processed data or as denial of access to the information (i.e., user model entries) of a particular

user. These two cases are dealt with in the following sections.

5.1.1.1 Secrecy through Anonymization

Anonymization3 of the information processed by a user model system dissolves the relationship between

a particular user and the data (see Chapter 4, Requirements for Anonymity and Pseudonymity). The

processed user model entries are no longer assignable to a particular user. This uncertainty about the

relationship between a user and the processed data ensures that the data of any given user will remain

secret. Therefore, secrecy through anonymization of the user modeling information can be required as a

basis for the secrecy of user adaptive systems.

5.1.1.2 Secrecy through Encryption

The previous section covered secrecy of the user’s information (i.e., the relationship between the user’s

identity and the user model entries) through anonymization. In many cases, anonymization of the user

3For the scope of this section, anonymity also covers pseudonymity.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

46
✴

5.1. REQUIREMENTS FOR SECRECY

model information cannot be implemented, due to the purpose of the user adaptive system (e.g., user

adaptive systems employed in electronic commerce scenarios where physical contact has to be estab-

lished for certain transactions).

To protect personal data from inspection when it is exchanged between the user model and its clients,

the information must be encrypted. Through the option of an appropriate cryptographic system (e.g., a

symmetric or an asymmetric cryptographic system4), the authorized users of the information can also be

determined before the encryption process.

5.1.2 Secrecy through Selective Access

In the previous two sections, the focus was on denial of access within a user adaptive system. Denial

of access was described as denial of access with regard to unauthorized components of a user adaptive

system by anonymization of users’ information. When anonymization of the user model information is

impossible or would be detrimental to the user (e.g., the information kept in the user model of a tutorial

system might be advantageous for the user if presented to some other entity) the information must be

kept personalized.

The encryption of the user model information is most useful for protecting the exchange of information

between the user model and its clients. If encrypted entries are stored in a user model which can only be

decrypted by particular user model clients, the user modeling agent would be inhibited in its ability to

process the entries. Their integrity, for example, could not be checked (see Chapter 5.2, Requirements

for Integrity).

Secrecy through anonymization or encryption of user model information was intended to deny access to

the information for unauthorized components (see Simmons quotation on p. 44) of a user adaptive system

(e.g., user model clients). It is characteristic of both methods that some components of the user adaptive

system are excluded from the processing of information by a condition with a negative statement.

Another possibility is to specify via a positive statement which user model clients should be able to jointly

maintain particular user model entries. All clients not mentioned explicitly through the authorization

process should be excluded implicitly from the processing of these entries. This method makes it possible

to specify and enforce the confidentiality of specific user model entries between particular user model

clients. The joint maintenance of particular user model entries benefits user adaptive systems in two

ways. Firstly, explicit personal data must be provided only once by the user, and secondly, user model

clients can profit from the extensions which other user model clients have added to the model.

Possible modes for cooperation between two user model clients are shown in the following diagram

( ✵✷✶✹✸✻✺✷✼★✽✿✾ denotes user model entries maintained by user model client A):

4See [MOV97, 544], [Sch96, p. 4], or [DH76].
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Figure 5.1: Modes of cooperation between application systems

The different modes are:

CONT-DIV depicts the mode where user model entries from client A and client B are completely unre-

lated, e.g., constituents of two different user adaptive systems. The user modeling agent is unable

to correct inconsistencies between ❁✷❂✹❃✻❄✷❅★❆✿❇ and ❁✷❂✹❃✻❄✷❅★❈❉❇ .
CONT-SEP shows two clients maintaining entries in one user modeling agent without interfering. The

entries are hosted by one user model without mutual reuse of entries by two clients and each

user model client is itself responsible for the confidentiality of its entries. Nevertheless, the user

modeling agent is able to make modifications in ❁✷❂✹❃✻❄✷❅★❆✿❇ in dependence on ❁✷❂✹❃✻❄✷❅★❈❉❇ and vice versa

(for instance, if ❁❊❂✹❃✻❄❋❅★❈❉❇ contains an entry which is contradictory to an entry of ❁✷❂✹❃✻❄✷❅★❆✿❇ ).
CONT-INCL denotes the mode where the user model entries of client B are a subset of the entries of

client A. All entries made by B are also known by A and must also be kept confidential by A. The

entries of ❁❊❂✹❃✻❄❋❅★❆●❇ which are not in ❁❊❂✹❃✻❄❋❅★❈❉❇ are not accessible to B. Therefore, no requirements

for the confidentiality of these entries must be set up with respect to B.

CONT-SHAR is the mode where the user model contains entries which are shared between (at least)

two clients. The entries in the intersection of ❁✷❂✹❃✻❄✷❅★❆✿❇ and ❁✷❂✹❃✻❄✷❅★❈❉❇ are maintained jointly by the

user model clients A and B and have to be kept confidential between them. Through these entries,

an information flow exists between the two user model clients.

Which of these four modes is required depends on the particular user adaptive system, the type of co-

operation between the components of this system, and the benefit of sharing user model entries between

user model clients. Measures for supporting the confidentiality of user model entries are required to

support at least one of these four modes. In addition to this basic requirement for confidentiality in user

modeling, several other requirements, which focus on the effectiveness of the security features and their

applicability for users when defining their individual requirements for the confidentiality of user model

information, must be defined:

Confidentiality: The information (i.e., user model entries) which is provided by the user explicitly

(e.g., through filling out forms) or implicitly (e.g., gained through the interaction with an adaptive

application system) must be treated according to the user’s individual requirements for the confi-

dentiality of the information submitted. The user must be able to define which user model clients

will be permitted to share particular information from his model (see the different modes in Figure

5.1).
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Grade of confidentiality: Different grades of confidentiality might be required in order to reflect the

different sensitivity of the processed information and the amount of trust placed in particular user

modeling clients.

Flexibility: The confidentiality demanded of the processed information should be definable in a flexible

manner to accommodate it to changing conditions (e.g., varying sensitivity of information, differ-

ent user demands, temporary need for cooperation between clients, changing trust in application

systems, etc.).

Scalability: The confidentiality of the system should be ensured in spite of the fact that clients are added

to or removed from the user adaptive system. The mechanisms which ascertain confidentiality, in

particular, should be independent of the number of clients.

User orientation: The process for defining demands for confidentiality should be intuitive and intelli-

gible to the user who is intended to arrive at a definition based on his personal opinions.

Delegation of administration: To support the user in defining the confidentiality he demands, as much

as possible of the administrative effort should be delegated to the system. The user should be asked

only how he wishes to combine, refine, and extend existing definitions.

In Part III, Solutions and their Applicability for User Modeling Purposes, the compatibility and enforce-

ment of the requirements for secrecy and confidentiality will be discussed. Possible ways of meeting

particular requirements will be proposed and their applicability for user modeling will be described in

detail (see Chapter 7.1, Solutions for Secrecy).

5.2 Requirements for Integrity

The integrity of a user adaptive system is contingent on a multitude of factors which include the integrity

of the user model, the clients of the user model, the user adaptive system which employs the user model,

the domain of the user adaptive system, and the user model information. The number of factors involved

and their diversity indicate that integrity (and therefore its requirements) cannot be defined in a concise

manner. Even for more narrow fields, there are manifold definitions of integrity, as is evident from

Campbell ’s conclusion regarding the field of database integrity [Cam95, p. 745]:

“We’ve seen a list of 150 definitions of ‘integrity’.”

Instead of adding another definition for integrity in user modeling, I will discuss the requirements for

integrity for selected factors5 (see Table 5.1 on p. 42) which I consider especially relevant for user

modeling. Regarding the user model as the main component of a user adaptive system, integrity can

be divided into external integrity, which is contingent on factors outside the user model, and internal

integrity, which depends on the internal state and processes of the user model.

5See [Sum97], [Pfl89], or [CFMS94] for a more extensive discussion of integrity in information systems.
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5.2.1 Requirements for External Integrity

The requirements for external integrity of a user model can be described from the perspective of the

user model clients (i.e., the user adaptive application systems) which make use of the entries in the user

model. The external integrity of the model is dependent on a complex of factors (see Table 5.1 on p.

42). Beyond the factors for integrity in general information systems, which are not mentioned in detail

in this section, there are particular requirements which are of special relevance for user modeling. The

following is a compilation of these requirements for the external integrity of a user model:

Completeness: The entries in the user model must be complete with respect to the application system

and domain in order to permit all adaptations the application system is able to perform. Obviously,

this requirement is in contrast to the demand that a user model should be constructed implicitly

in an incremental way (see Rich quotation on p. 27) to avoid distracting the users from their main

task (e.g., information retrieval). Because the ability to cope with incomplete information about

the user is contingent on the particular adaptive application system which employs the user model,

this requirement is not considered further.

Consistency: The information in the user model must be consistent. At any given time a model must

not contain an assertion about the user and its converse.

Correctness: Given a user model with the ability to generate new assertions from an initial set of as-

sertions by applying rules which represent the domain (e.g., by means of a production system,

see [GN87]), correctness requires that all assertions generated about the user are also valid in the

domain of the adaptive application system.

Adequacy: On the analogy of a calculus in logic [GN87], adequacy of the user model is defined as given

if completeness and correctness are present. Assuming completeness with regard to a specific

domain can be achieved, for most user models it will be present only after an initial phase (of

arbitrary length) in which the user model is constructed dynamically. During this phase adequacy

is not given.

Timeliness: Extending the requirements for correctness and completeness is the demand for timeliness

of the user model (entries). The application systems (and the user) must include user model entries

which reflect the current characteristics of the user. The user model must be able to handle entries

which change frequently and which can accept contradictory values in different states with respect

to time.

Authorization: A user adaptive system in which several user model clients jointly maintain the user

model should be able to confer different areas of responsibility within the user model onto different

clients, possibly with some areas of responsibility shared between particular clients (see Figure 5.1

on p. 47). By authorization, the allocation of permissions to clients concerning different sets of

user model entries can be formalized and enforced. In Chapter 5.1.2, Secrecy through Selective

Access, authorization was introduced as a means for ensuring the confidentiality of user model

entries. Authorization can be used equally well for the maintenance of the integrity of user model

entries. For example, the permission to modify particular user model entries might only be granted

to selected clients which are known to respect the integrity (or validity) of the entries.
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Identification: Authorization makes it necessary to distinguish the different user model clients main-

taining a shared part of a user model from each other. The identification of clients can be required

on different levels (see Chapter 4.1.1, Levels of Anonymity).

Authentication: Authentication of the clients enables the user model to verify their identity. Further-

more, user model entries can also be authenticated, thereby enabling a retrieving client to verify

the authenticity of an entry and/or the identity of the inserting client. This means that a client can

verify that an entry was made by a particular client. For instance, an adaptive application system

could verify that an entry which certifies a certain level of expertise was made by a competent

entity and had not been changed (e.g., by the user).

Accountability: With different clients maintaining a shared user model, the accountability for modifi-

cations of a particular user model entry is essential for the accuracy of the user model. It must

be possible to trace a specific user model entry to the client which is accountable for it or its

modifications.

Supervision: The user should be able to control and supervise the user model and the user adaptive

system in order to observe its functioning and evaluate its usefulness, check and correct the data

processed within the user model, monitor the information flow, and interfere with the processing

if necessary. Supervision therefore requires measures for inspecting and correcting the user model

and its entries.

When these factors are taken into consideration, the external integrity of a user model can be substantially

improved. Since a concise definition of integrity in user modeling could not be found, further factors

should be added with respect to a given user adaptive system and its domain.

5.2.2 Requirements for Internal Integrity

The internal integrity of a user model depends mainly on the methods and mechanisms employed for

the representation and processing of the data within the user modeling system which hosts the user

model. Internal integrity is also influenced by constraints on the user model data caused by the adaptive

application systems and the domains in which they operate.

The requirements for internal integrity of user models, and of the user modeling systems that host them,

extend common integrity requirements6 to include the following factors (see [Kay95] and [Jon89] for a

discussion of several factors):

Data integrity: The integrity of the data must be considered while inserting, storing, modifying, delet-

ing, processing, and retrieving data within a user model. A basic integrity condition is that all data

inserted has to be retrievable (with unchanged value). As a further condition, the processing of the

data is only allowed to produce new data consistent with the inserted data (e.g., in particular, the

converse of an inserted data item must not be generated by a production system). After deletion or

modification of the entries underlying a derivation, it must be possible to re-infer data which was

derived on the basis of a particular model entry.

6For example, integrity requirements for databases, see [Ull88], [Mai83], [PL92], or [CK94].
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System integrity: The system implementing the user model (i.e., the user modeling system) has to

ensure system integrity as a basis for the correct operation of the procedures it is executing (e.g.,

concurrency control).

Transition integrity: State transitions of the user model must either ensure integrity with respect to the

complete execution of the intended state transition (e.g., prevention of deadlocks, compliance with

information flow restrictions) or provide means to enable the user model to recover from imperfect

state transitions (e.g., rollback mechanisms, backup and recovery procedures).

Inference integrity: User model clients which are authorized with well-defined access permissions for

particular user model entries must not be able to obtain more information than intended, e.g., by

means of inference or combination of access modes.

Constraint integrity: Constraints on the user model and its data (e.g., providing anonymous data)

should be supported as far as possible (e.g., through prevention of deanonymization).

Semantic integrity: Restrictions on values of user model entries (e.g., a set of integer values for the age

of the user) as well as restrictions on combinations of values of particular user model entries (e.g.,

age and permissions) or evolution of entries (e.g., strictly monotonically growing values for the

user’s age) should be respected.

Alteration integrity: Certain user model entries should be protected from alteration regardless of the

authorization of the client (e.g., an identifier for the user being modeled or particular entries made

by other clients). If protection from alteration is not feasible, alteration should at least be observ-

able.

In Chapter 7.2, Solutions for Integrity, these requirements will be discussed in detail. Solutions for

requirements which have been implemented in different user modeling systems will be discussed and

examples given. Possible solutions for requirements which have not been met so far are proposed and

their applicability for user modeling is discussed. Requirements which are incompatible with other

requirements for integrity or incompatible with requirements for secrecy will be examined and their pros

and cons weighed against each other.

5.3 Requirements for Availability

User adaptive systems pose no additional requirements for availability in comparison to general infor-

mation systems. Factors ensuring availability for general information systems have been described in

the literature (see [BDD92], [Lev95], [Pfl89], [Gol99], and [Sum97]) and are not further considered in

this thesis. Because user adaptive systems cannot rely that user modeling functions are always present

– depending on the user’s current preferences – the availability of user-selected user modeling agents

and the functions they provide cannot be guaranteed due to the user. We discuss factors which peril the

availability through certain user modeling techniques with regard to the user modeling system’s internal

integrity in Chapter 7.2.2, Internal Integrity.
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The structure of this part of my thesis corresponds to that of Part II, Requirements for Security in User

Modeling. Wherever possible, solutions for meeting the requirements outlined in the corresponding

chapters of the previous part are proposed here. Requirements which cannot be satisfied by user mod-

eling alone are pointed out (e.g., the requirement for completeness of the user model information), and

mutually exclusive requirements, such as those for confidentiality and integrity, are contrasted.

In Chapter 6, Solutions for Anonymity and Pseudonymity, solutions for the requirements regarding the

different types of anonymity (i.e., environmental, content-based, and procedural anonymity), complexity

of anonymity, and levels of anonymity are discussed. The value of the mix technique introduced by

Chaum in providing procedural anonymity for a wide range of user adaptive systems is demonstrated.

To make this mix technique available for user modeling, I implemented the mix technique which ensures

the procedural anonymity of messages in the KQML language used for exchanging information between

components of the user adaptive system. To accomplish this, the KQML language was extended to

the SKQML language, which makes it possible to exchange encrypted and authenticated messages – a

prerequisite for the KQMLmix implementation I carried out. The properties of sender anonymity and

receiver anonymity provided by the implementation are discussed with respect to their importance for

user modeling purposes. The implementation makes it possible to include the components of the user

adaptive system and the user in the anonymization process. Not only does this enable the user to commit

the user adaptive system to a particular complexity of anonymity, but it also permits the inclusion of the

user in the anonymization, giving the user greater confidence in his anonymity.

Chapter 7, Solutions for Security, describes solutions for the requirements for security and integrity of

user modeling systems and of the information these systems process. Methods for maintaining secrecy

through denial of access and through selective access (i.e. confidentiality) are proposed and their appli-

cability for user modeling is discussed in detail.

Secrecy through denial of access to the information processed (i.e., exchanged between components) in a

user adaptive system is achieved by encryption. An existing software library for exchanging information

via the KQML language was extended by means of the Secure Sockets Layer making encrypted and

authenticated communication in electronic networks possible. Since the use of this extended SKAPI

software library requires only minor modifications of the components of the user adaptive system, it

can be applied to a wide range of systems. It enables a flexible use of encryption and authentication

algorithms which can be determined by the application system and the user model without being limited

to the fixed infrastructure provided on the network layer for such purposes.

Secrecy through selective access to user model information means that the components which should

be able to operate on particular user model entries by dedicated actions (e.g., read, delete) are specified,

thereby ensuring confidentiality of the particular entries between these components. Some well-known

models from the security literature for noninterference, access control, and information flow control are

described and supplemented with examples of user modeling. For the sake of wider applicability, an

access control model which acts as a filter between the user model and its clients was chosen for imple-

mentation, because this reduces the demands7 on the user model and the user modeling system which

hosts it. The role-based access control model offers a high degree of flexibility and comprehensibility.

It can be used for authorizing the user model clients and for representing the users being modeled in the

different roles they assume while interacting with user adaptive systems.

7In comparison to information flow control models.
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Considering the wide variety of representation and inference techniques as well as user modeling meth-

ods, the general scope of this thesis (which does not focus on a particular user modeling system), it has

not been possible to meet all the requirements outlined in Part II. Instead, noteworthy solutions for the

requirements implemented in different user modeling systems are summarized in Chapter 7.2, Solutions

for Integrity. Also, the inherent partial contradiction between confidentiality and integrity is outlined.
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Chapter 6

Solutions for Anonymity and

Pseudonymity

In this chapter, solutions for the requirements of anonymity and pseudonymity given in Chapter 4, Re-

quirements for Anonymity and Pseudonymity, are presented. The solutions proposed here are indepen-

dent of particular user modeling systems and user adaptive systems. Hence, requirements which depend

on the type of adaptive system, its domain, or the user modeling system employed are discussed only

in terms of features common to many such systems. Ways of using my implementation in providing

environmental anonymity for a wide range of user adaptive systems are described. The KQMLmix imple-

mentation also makes it possible to include components of the user adaptive system and the user in the

anonymization process, giving the user greater confidence in the anonymization process.

6.1 Anonymity

In the following sections, ways of achieving the different types of anonymity required in Chapter 4.1.3,

Types of Anonymity, are discussed. Solutions which apply to the majority of user adaptive systems and

the user models employed by them are discussed in detail, whereas solutions that depend on particular

systems are only touched on briefly.

6.1.1 Environmental Anonymity

The technical means of user adaptive systems are inadequate to ensure environmental anonymity (see

Chapter 4.1.3, Types of Anonymity) since this type of anonymity is contingent on such administrative

factors in the environment of user adaptive systems as: the number of users, the diversity of the users,

the temporal sequence of interactions, the types of application systems involved, and the data processed.

In some cases, user adaptive systems can be enabled to detect conditions critical to anonymity (for in-

stance, detect potential deanonymization and prevent it, see Chapter 7.2.2.4, Inference Integrity). How-

ever, mitigating such conditions usually lies beyond the means of the system and must be handled in the

environment in which the user adaptive system operates.

57
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6.1. ANONYMITY

6.1.2 Content-based Anonymity

Content-based anonymity can be further subdivided into formal anonymity and contextual anonymity.

Formal anonymity involves removing all unique identifiers and identifiers which are unique in combina-

tion from the exchanged information. For instance, the name of a user might serve, perhaps in combina-

tion with the address, as a unique identifier for that user. All information exchanged between the applica-

tion system and the user model must be purged of such identifiers in order to protect the user from being

singled out within an anonymity set (see Chapter 4.1.1, Levels of Anonymity). When trustworthy ap-

plication systems submit information without scrambling1, this might be achieved through filters which

sort out such information. For user models serving application systems which operate anonymously and

application systems which depend on identifying information, a compartmentalized user model, where

anonymous and identifying information is kept separate, is appropriate. This approach will be discussed

in Chapter 7.1.2, Secrecy through Selective Access.

Contextual anonymity is present when no deanonymization by means of the exchanged message content

is feasible. Deanonymization often follows the pattern of selecting (combinations of) attributes of single

occurrence and assigning these attributes (e.g., user model entries) to entities (e.g., users) by integrating

knowledge about the environment. An example of deanonymization which uses the content (i.e., user

model entries) is given in Chapter 7.2.2.4, Inference Integrity. Because procedures for this type of

anonymity must be developed in dependence of the respective user adaptive system and user model, no

solutions common to all scenarios can be proposed.

6.1.3 Procedural Anonymity

To provide procedural anonymity, any information on the communication layer which might provide

clues to the sender’s or receiver’s identity must be concealed. The necessity for this type of anonymity

becomes evident when we consider the amount of research on procedural anonymity for the special case

of Internet usage. In the following pages, several implementations and their most important mechanisms

for providing procedural anonymity for different applications are described:

Anonymizers for web access increase the complexity of anonymity OA(N) (see Chapter 4.1.2, Com-

plexity of Anonymity) by (only) 1 while serving as an intermediary between the web browser and

the web server. Current systems2 route requests through one proxy which intermits the relationship

between client and server and establish a complexity of anonymity of OA(0) where there had pre-

viously been no anonymity whatever. All information exchanged between one client and several

servers is routed through one node (i.e., the Anonymizer) which must be trusted to not reveal the

identity of the client.

LPWA: The Lucent Personalized Web Assistant acts as an intermediary between the web browser and

personalized Web services (see [GGMM97] and [GGKMM99]). It extends the mechanism of an

Anonymizer (see above) by generating a different pseudonym, a password, and also an email ad-

dress for each personalized web service the user accesses through the LPWA and thereby conceals

the identity of the user. Unfortunately, all personalized information is also routed through only

1Scrambling might be performed, e.g, through encoding in an application dependent format.
2See http://www.anonymizer.com , http://www.rewebber.de .
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one node (i.e., the LPWA server) which has to be trusted. The complexity of anonymity with this

approach is also OA(0).

Anonymous Remailers allow users to send email messages without revealing their identity (i.e., email

address) to the receiver (see [Cha81], [GT96], and [MK98]). In addition to the two solutions

described above, an anonymous remailer can do more than act as an intermediary between sender

and receiver. Several anonymous remailers may be combined to a sequence (of length P ) through

which messages are routed, thus establishing a complexity of anonymity OA( P●◗❙❘ ). The messages

are encrypted in a way that conceals the relationship between sender and receiver of a message but

allows each remailer in the sequence to decrypt the information needed for routing the message.

This means that remailers within the sequence are able to determine their direct neighbors in the

sequence (i.e., their predecessor and their successor), but not all constituents of the sequence. The

mechanism used with anonymous remailers will be covered in the following sections.

Onion Routing provides anonymity and secrecy on the network layer (see [GRS99] and [SGR97]).

It is based on a mechanism similar to that employed with anonymous remailers, with several

restrictions. Between the numerous intermediaries which intermit the relationship between sender

and receiver, symmetrical encryption is employed, because this reduces processing time, to keep

the exchanged information secret from a network observer and the intermediaries. For this purpose,

after an initial phase, the sequence of intermediaries is kept stable and provides complexity of

anonymity OA( P❚◗❯❘ ) for a previously determined number P of intermediaries. With the number

and the sequence of intermediaries, a proxy which can provide an anonymous connection between

the sender and the receiver must be configured prior to its use. Using a pre-configured proxy is

convenient for application systems because of its transparency. However, if the parameters of this

connection (e.g., the complexity of anonymity or the receiver) are changed, a new proxy must be

established with the new parameters. For a user model server which hosts ❱ user models of which

each wishes to communicate anonymously with ❲ application systems, the number of necessary

proxies is ❱❨❳❩❲ . These proxies operate on the network layer (see Figure 6.6 on p. 77) and must be

established by means which are external to the application system.

Crowds allows a group of users to browse the web in an anonymous manner (see [Reit98] and [RR99])

within an anonymity set. The browser requests are routed through a network which hides the

link between browser and web server by a mechanism similar to those described above. The

number of intermediaries, as well as the set of intermediaries used, is determined randomly and

changes with every connection made from the sender to the receiver. The application system

(and consequently the user of the user adaptive system) is not able to determine the parameters

of the anonymization process. Another drawback is the encryption method used with Crowds,

which allows each intermediary to gain knowledge of the information exchanged and keeps this

information secret only while in transit between the intermediaries.

This listing gives an overview of the state of the art for anonymization on the Internet and its differ-

ent application systems. Each of the previously described mechanisms focuses on different aspects (see

[BFK2000] for an analysis of the different protection goals). Anonymizers and the LPWA allow for

anonymity while browsing the Web. They offer convenience (for instance, by generating pseudonyms

automatically) within the limited application of web browsing. They offer anonymity only to a very

limited degree (i.e., complexity of anonymity (OA(0)) and do not keep the information secret while in
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transit. Anonymous Remailers introduce encryption mechanisms to protect the secrecy of the exchanged

information. Information is not only kept secret while in transit, but is also kept secret from the interme-

diaries involved. In addition, the user is able to define the number and sequence of the intermediaries to

be used for anonymization of email traffic. Onion Routing generalizes these mechanisms in a way that al-

lows various application systems to use the Internet anonymously (through TCP, see Figure 6.6 on p. 77),

regardless of the specific protocol the application system uses. This versatility has two drawbacks: First,

it offers no means for configuring the anonymization process provided to the application system, and

second, a proxy is dedicated to a connection between one sender and one receiver. Crowds implements a

mechanism similar to that introduced with Anonymous Remailers for the specific case of web browsing

via a proxy which routes the browser’s requests through a network of other Crowds participants. The

generation of an intermediary sequence cannot be influenced by the user and the information processed

is not kept secret from the intermediaries.

This comparison shows that the implementations that have been discussed so far (in this thesis) are either

designed for specific application systems (e.g., web browsing through LPWA) or for anonymous access

to the Internet in general (e.g., through Onion Routing). All implementations include elements which

are appropriate for user modeling (e.g., the automatic generation of pseudonyms or the independence

of the proxy from the application system) but no implementation offers all aspects simultaneously. In

the following sections, we describe the KQMLmix implementation. This implementation combines

factors of the implementations described above which are considered to be important for user modeling

purposes: sender anonymity, receiver anonymity, secrecy, authenticity, and the dynamic configuration of

these factors.

6.2 Procedural Anonymity through Mixes

Anonymity is contingent on the ability to remain incognito within an anonymity set (see Chapter 4.1.1,

Levels of Anonymity). This requires uniformity of the information exchanged between the communi-

cation partners. However, uniformity of the exchanged messages is not compatible with the generally

different contents which should be exchanged between the communication partners. For this reason,

a new component is included in the user adaptive system which makes it possible to handle messages

uniformly and which conceals the relationship between sender and receiver.

Several techniques have been proposed with different focuses regarding sender anonymity or receiver

anonymity in communication networks.

With Implicit Addresses and Broadcasting (see [FL75] and [PW87]) all potential recipients receive the

messages emitted by a sender. Since the message has been prepared cryptographically, only the intended

recipient is able to perceive that it is the addressee and is able to decrypt the message. In this way,

receiver anonymity is ensured with respect to an observer capable of inspecting all messages exchanged.

The number of messages to be transported within the communication network with this technique is the

product of potential recipients times the number of messages destined for any recipient. Therefore, this

is feasible only in networks with either few communication partners or little traffic. Another drawback

is the lack of sender anonymity (the recipient is able to determine the sender of a message).

DC-Networks (see [Cha88] and [PW87]) superpose a message with previously exchanged secret keys

from each participant of the network. This provides information-theoretic sender anonymity in exchange
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for a massive amount of key administration for a previously defined anonymity set.

The previously described techniques are appropriate for user modeling to a limited extent only. They

provide sender anonymity or receiver anonymity, but not both simultaneously. Furthermore, since they

apply to fixed sets of participants only, they are not suited for an open network where user adaptive

application systems can be removed from or added to the user adaptive system. The mix technique,

which is described in the following sections, is more applicable.

6.2.1 The Mix Technique

The mix technique was introduced by Chaum as a technique [Cha81, p. 84]:

“[...] that allows an electronic mail system to hide who a participant communicates with as

well as the content of the information – in spite of an unsecured underlying telecommunica-

tion system. [...] One correspondent can remain anonymous to a second, while allowing the

second to respond via an untraceable return address.”

This technique provides sender anonymity as well as receiver anonymity by means of asymmetric cryp-

tography (i.e., public key cryptography, [MOV97, p. 544], [Sch96, p. 4], [DH76]). The main task of

a so-called mix is to serve communication partners with an intermediary which collects messages from

different senders and forwards those messages to the respective receivers after re-shuffling the sequence

of the messages. The main actions of a mix include [Cha81]:

1. receipt of n messages from different senders

2. decryption of the messages

3. change of the sequence of the messages

4. dispatch of the messages to the respective receivers.

In the following, the main actions are described in more detail:

Receipt of n messages: The mix waits for n messages from m different senders, where n ❪ m. The

number n of buffered messages and the number m of different senders depend on the number of

participants, the traffic, the latency, and the probability of anonymity which should be achieved

(see [Kesd2000], [GT96], [KEB98], [Abe98] for calculations).

Decryption of messages: The use of an intermediary can conceal the sender identity from the receiver

and vice versa. For an observer capable of inspecting the messages routed through the network

(e.g., the messages which are handled by the mix), the relationship between sender and receiver

is obvious. To prevent this linking of sender and receiver by means of the message’s content,

encryption is used to forestall inspection while the message is in transit through the network. The

algorithm for encryption and decryption is described in Chapter 6.2.3, KQMLmix. When layered

public key encryption is used, the mix gains no knowledge of the processed message’s content.
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Change of sequence: Despite encryption, an observer of the mix component is able to relate incoming

and outgoing messages (and therefore sender and receiver) by their sequence. The change of the

message sequence in a random manner impedes this relation. Since similar clues might be acquired

on the basis of the message length, messages should be padded to uniform length (see below).

Message dispatch: The decrypted messages are forwarded to the respective receiver. To prevent undue

latency while waiting for n messages (see 1.) dummy messages might be generated and sent to

arbitrary receivers which must ignore such messages [FGJP98]. Even with n-1 dummy messages,

receiver anonymity (concerning an observer of the network) is given.

The following figure shows the process scheme of the mix component. Messages from different senders

are received, decrypted (illustrated by removing the box frame in Figure 6.1), mixed, and dispatched to

the receivers:

mix

compo-

nent

sender1

sender2

sender3

receiver1

receiver2

receiver3

Figure 6.1: Mix scheme

The process shown in Figure 6.1 contains one mix and provides a complexity of anonymity of OA(0) (see

Chapter 4.1.2, Complexity of Anonymity), because one mix can defeat anonymity since the relationship

between sender and receiver can be established by means of the message routed through this mix. To

increase the complexity of anonymity, several mixes can be used in a sequence. This enables the user to

adjust the system to his expectations regarding complexity of anonymity. The following figure shows an

example of OA(3) with four mixes:

mix

compo-

nent

1

mix

compo-

nent

mix

compo-

nent

2 3

receiver1

receiver2

receiver3

sender1

sender2

sender3

mix

compo-

nent

4

Figure 6.2: Mix sequence

Three out of these four mixes are unable to defeat anonymity. Each mix only has knowledge about its

direct neighbors, i.e., its predecessor (which can be the sender) and its successor (which can be the re-

ceiver). To relate the sender to the receiver of a message, knowledge of all four mixes is required. With

that knowledge, the partial sequences of predecessor, mix, and successor can be joined to a sequence
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which relates the sender to the receiver. It is therefore possible to defeat anonymity under certain con-

ditions (for instance, when all mixes agree to dissolve the anonymity of the relationship between sender

and receiver for a particular message). For an observer which can only inspect the messages exchanged

between mixes (i.e., while being transported via the network), deanonymization is not possible. In the

following sections, the mix component we developed especially for user modeling purposes is described.

6.2.2 The Secure Knowledge Query and Manipulation Language (SKQML)

6.2.2.1 The Knowledge Query and Manipulation Language (KQML)

The Knowledge Query and Manipulation Language (KQML) (see [KQML93], [KQML97], and [Cov98])

was proposed as an interface language for user modeling agents at the User Modeling Standardization

Workshop3 at the Fifth International Conference on User Modeling [UM96]. KQML has found appli-

cation as an interface language between application systems and user modeling agents (e.g., [PS95],

[Pohl98, p. 206]). An example of a KQML message used in the BGP-MS user modeling shell system is

given in [Pohl98, p. 207]:

(ask-if :sender tcp://diva:8094
:receiver tcp://asterix:8091
:language VI
:content (SBUB "dangerous(shark56)")
:reply-with query23)

A KQML message is a LISP-like [Ste90] structure which starts with a so-called performative (e.g. ask-

if) and is followed by an arbitrary number of keyword value pairs (e.g., :reply-with and query23). The

performative defines how the value of the :content value has to be processed, whereas the :language

value defines the language in which the :content value is expressed. With the :reply-with value, the

receiver of the message is asked to include an equal :reply-to value in the reply in order to allow the

original sender to synchronize related messages. From the example it is obvious that the sender (e.g.,

tcp://diva:8094) as well as the receiver (e.g., tcp://asterix:8091) of the KQML message

are specified by their network nodes (diva and asterix) and their port numbers (8094 and 8091).

These values can give clues to the identity of the user of the adaptive system. The following sections

cover measures which support procedural anonymity through hiding these values though messages can

still be exchanged between user modeling components.

Because KQML is deemed to be a standard4 for user modeling agents and because of its flexibility it

was chosen as a language for communicating with the mix component5 . This enables components of a

user adaptive system (e.g., application systems, user modeling agents) to use the mix without modifying

the ways in which communication takes place. The extensions made to KQML to specify the parameters

required by the mix are described in the following section.

3See the Results of the Workshop “Standardization of User Modeling Shell Systems”

(http://zeus.gmd.de/ ❵ kobsa/rfc.ps) on http://www.um.org/conferences.html .
4KQML is currently used in the user modeling shell systems BGP-MS (see Chapter 8.2, BGP-MS) and TAGUS (see Table

1.1 on p. 12).
5Despite the limitation of the mix component to KQML, it is denoted mix for short.
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6.2.2.2 Extensions to KQML

The KQML specification allows for extension of the set of performatives as well as the set of keywords.

The mix makes use of the following additional performative and keywords which this thesis introduces

(with the exception of the :content and :language keywords). The performative and keywords are briefly

described in the following table and are covered in detail in the following sections of this chapter:

mix-it The performative mix-it instructs the mix to process the message either

in the way described in Chapter 6.2.1, The Mix Technique, or if the

keywords :mix-list or :rpi-list are present, to prepare the message sent

as the :content value for routing through other mixes.

:language MIX First the value MIX advises the mix to decode the value of the :content

keyword with Base64 decoding and then to decrypt it with its secret

key. Base64 encoding is applied to keep the message parsable despite

the encryption.

:content The value of the :content keyword contains either a message to be pre-

pared for routing through further mixes or an encrypted message for the

current mix which is intended to be decrypted and dispatched.

:mix-list An application that is not aware of cryptographic functions is able to

send a message to a mix, assigning it to prepare the message for routing

through several mixes. The value of the :mix-list keyword consists of a

sequence of mixes which ought to be used.

:rpi-list With a sequence of mixes as the value of the :rpi-list keyword, the appli-

cation can specify the mixes through which the response to this message

ought to be routed.

:signature The value of the :signature keyword is a Base64 encoded signature of

the :content value which enables the receiving mix to prove the authen-

ticity of the message.

:RPI The value of the :RPI keyword contains the Base64 encoded return path

information necessary for receiver anonymity.

Table 6.1: SKQML, extensions made to KQML

Details on these keyword value pairs will be given in the following section. Two examples of messages

for a mix are given below. The first is a request from an application system which is unaware of the

cryptographic functionality required for preparing a message to be routed through a sequence of mixes.

The second is an example of a message which has already been prepared for routing through mixes:

(mix-it :sender application34
:receiver mix1
:language MIX
:content RTE1MzdO...GiZQ==
:mix-list (mix1 mix34 mix2)
:rpi-list (mix34 mix3 mix5))
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(mix-it :sender mix5
:receiver mix3
:language MIX
:content QWNQeHA0...oOOl4=
:signature BBICDH+8...4D+Yw=
:RPI lS8md5lo...LUJTw=)

Similar extensions of KQML which focus on the authenticity of messages and aspects of key exchange

but not on encryption have been proposed in [FMT95]. In the following, the acronym SKQML (secure

KQML) subsumes the extensions to KQML through the above-mentioned keywords and the algorithms

described below.

6.2.3 KQMLmix

KQMLmix6 is a software package which implements the mix functionality described above. It is de-

signed to support standalone components of a user adaptive system (e.g., mixes and intermediaries be-

tween mixes and application systems) and to be included in existing application systems. It is written in

Java7 in order to be usable with many operating systems. KQMLmix takes advantage of the Java Agent

Template Lite (JatLite)8 which was developed at Stanford University’s Center for Design Research (see

[Petr96] and [JPC2000]). JatLite enables Java programs to exchange KQML messages and provides

several features that are particularly convenient for user adaptive systems (e.g., message router, name

server, asynchronous communication). As a provider for cryptography, the Cryptix9 package for Java is

applied. Both JatLite and Cryptix are available in source code which is necessary when implementations

critical to security are to be inspected. In contrast to the systems described in Chapter 6.1.3, Procedural

Anonymity, KQMLmix uses only software packages which are available internationally without license

restrictions.

In the following sections, the structure and the values of the keyword value pairs of SKQML messages

which are processed by a mix will be described.

6.2.3.1 Message Forwarding

One of the main functions of a mix is the forwarding (dispatch) of received messages which have been

encrypted in order to protect them from inspection while being transported (see p. 61). Each mix in a

sequence removes one of the layers of encryption in which the message was wrapped (see Figure 6.2 on

p. 62). By decrypting the processed message, the mix learns what mix precedes it in the sequence and

which follows it, but knows neither the content of the message nor the originating sender (e.g., sender1)

or the ultimate receiver (e.g., receiver2) – as long as the current mix is not marginal in the sequence.

Neither can it determine its order in the sequence (despite the first and the last mix in the sequence) or

the sequence’s length.

6See http://www.KQMLmix.net .
7See http://java.sun.com .
8See http://java.stanford.edu .
9See http://www.cryptix.org .
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The process of wrapping a message in encryption layers so that it can be routed through a sequence of

mixes and the successive decryption by the mixes are described in the following paragraphs.

Message Encryption

The encryption of a message for a single mix involves a single step (see Figure 6.1 on p. 62).

A message ❞ is encrypted in a hybrid cryptographic system10 which encrypts the message ❞ with

the (symmetrical) Blowfish11 algorithm and a key ❡❣❢✻❤ , denoted by: ❞❚✐❦❥✹❧♥♠ ♦✪❢✻❤q♣✰❞srt❡❣❢✻❤✈✉ with

♦✇❢①❤ as the Blowfish encryption function. The key ❡②❢✻❤ used for the Blowfish algorithm is encrypted

with the (asymmetrical) ElGamal12 algorithm and the public key ❡✮③✲④✲⑤ ⑥✬⑤ ⑦ for an agent ⑧ , denoted by:

❡ ❢①❤⑨⑤ ⑦ ♣⑩❡ ❢✻❤ ✉❶♠❷♦ ③❸④ ♣⑩❡ ❢✻❤ rt❡ ③❸④✲⑤ ⑥✬⑤ ⑦ ✉ with ♦ ③✲④ as the ElGamal encryption function. The key lengths

are variable and are currently set to 128 bits for the Blowfish algorithm and 1024 bits for the ElGamal

algorithm.

The ciphertext ❹❊❺❋♣✰❞srt❡❣❢✻❤❻rt❡❣③❸④✲⑤ ⑥✬⑤ ⑦✲✉ of the message ❞ , the symmetrical key ❡②❢✻❤ , and the public key

❡✮③✲④✲⑤ ⑥✬⑤ ⑦ is calculated by ❹❊❺✷♣✰❞sr❼⑧✿✉✈♠❽♦❩③❸④❻♣⑩❡❣❢①❤❻rt❡✮③❸④✲⑤ ⑥✬⑤ ⑦❾✉✻❿q♦✇❢✻❤q♣✰❞srt❡②❢✻❤✈✉ for a randomly chosen ❡②❢✻❤ .

KQML messages, in particular the :content value of a KQML message, must be constructed with char-

acters of a defined alphabet (see [KQML93] and [KQML97]) and must not contain special characters.

Therefore, the encrypted content of a KQML message is transformed while being transported. For the

transformation, the Base6413 algorithm is applied ( ➀✷➁✹➂✮✐❦❥✹❧✇♣⑩➀❋✉ denotes the Base64 encoding of a binary ar-

ray ➀ and ➀❊➁✹➂✮➃ ✐❦❧ ♣⑩➄✬✉ the decoding of a string ➄ ). A :content value ❹ ready for sending to an agent ⑧ within

a KQML message is computed by ➀✷➁✹➂✮✐❦❥✹❧❩♣★❹❊❺❋♣★❹✪r❼⑧✿✉➅✉ . The decryption of the value is achieved through the

function ➆➇❺ : ❹q♠➈➆➇❺✷♣⑩➀✷➁✹➂✮➃ ✐➉❧ ♣⑩➀✷➁✹➂ ✐❦❥✹❧ ♣★❹❊❺❋♣★❹✪r❼⑧✿✉➅✉➅✉➊r❼⑧✿✉ .

Message Signature

To guarantee the authenticity (see Chapter 5.2.1, Requirements for External Integrity) of the messages

exchanged with mixes, the keyword :signature is introduced (see Table 6.1 on p. 64). The value consists

of a hash value of the content value which is calculated by the RIPE-MD14 algorithm.

The signature value ➄ of a message ❞ (i.e., the :content value) and an agent ⑧ is calculated by ➄➋♠
➄✇➌⑩➍❣➎✈♣✰❞sr❼⑧✿✉ (which can only be accomplished by agent ⑧ ) and is verified by ➏➐♦❩➑✹➌➉➒➔➓→♣⑩➄❣r➅❞sr❼⑧●✉ (which

can be accomplished by each agent) by integration of the hash function and asymmetrical encryption

(i.e., RIPEMD160 and ElGamal). The signature value is also transformed with the Base64 algorithm to

meet the requirements of the KQML syntax.

After Base64 encoding, the signature value ➄ which contains the signature for the :content value ❞ can

be added, together with the keyword :signature, to the KQML message. This value enables the receiver

10See [Sch96, p. 32].
11See [Sch96, p. 336] or [MOV97, p. 281].
12See [Sch96, p. 532] or [MOV97, p. 294]. Both algorithms were chosen because they are available without license restric-

tions.
13See Request for Comments (RFC) 2045: Multipurpose Internet Mail Extensions (MIME) Part One: Format of Internet

Message Bodies.
14RACE (Research and Development in Advanced Communication Technologies in Europe) integrity primitives evaluation

message digest, see [Sch96, p. 445], [MOV97, p. 350], and the Cryptix object

Signature.getInstance(“RIPEMD160/ElGamal/PKCS#1”).
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to check the authenticity of the message’s content and also the sender’s identity (see super-identification,

Chapter 4.1.1, Levels of Anonymity).

Message Padding

The message sequence of received and dispatched messages is changed in a random manner in order to

make it impossible to link incoming and outgoing messages (and thereby sender and receiver) of a mix

on the basis of their sequences. However, although the sequences of incoming and outgoing messages

are changed, these messages can be correlated based on the lengths of the messages. Therefore, outgoing

messages are padded in order to make them similar. After padding, the :content values of the message to

be dispatched are of uniform length and cannot be related to the :content values of received messages.

The padding algorithm is usually dependent on the encryption algorithm. To eliminate this dependence,

the following algorithm is used for a given content value ↔ for an agent ↕ , the padding length ➙ , and a

random string ➛ :

➜➔➝②➞②➞✮➟➡➠→➢②➤✥➥❋➠→➢❣➦➅➧ ➨➫➩ ➙→➭➋➙ ➥❋➠→➢②➦➯➧✲➲ ↔❋➳➜➔➝②➞②➞②➥❩➞➸➵❾➦➉➺✹➟➻➠→➢ ➨➫➩ ↔➽➼ ” ” ➼q➾ ➟➡➺ ➛ ➦➉➚s➪➶➧➇➝❣➺ ➛ ➲ ➛✮➹ ➜➘➝➐➞❣➞❣➟➡➠→➢②➤✥➥❋➠→➢❣➦➅➧ ➭➷➴✇➳
↔❊➬ ➨➫➩ ➮✷➱✹✃✮❐❦❒✹❮❩➲ ↔ ➦❋➲➫➜➘➝②➞②➞②➥✇➞➐➵❾➦➉➺✬➟➡➠→➢ ➹❼↕✿➳➅➳

(6.1)

After exchanging the :content of the respective message with the modified value ↔❊➬ , the :content values

of all messages are of equal length and cannot be used to relate incoming and outgoing messages.

Mix Sequence

The user must choose a set of mixes which he trusts to process the message in the defined manner

without trying to defeat anonymity (e.g., ❰ ➟➻Ï ➴✬➹➅❰ ➟➡Ï→Ð ➹➅❰ ➟➡Ï➔Ñ ➹➅❰ ➟➡Ï➘✃ ). He is able to choose ➠ mixes, thus

achieving a complexity of anonymity OA( ➠ ➭Ò➴ ) (see Chapter 4.1.2, Complexity of Anonymity). By

giving the set of chosen mixes a certain order, the user creates the sequence ❰Ó➛ . For a receiver which

is aware of cryptographic functionality, ❰Ó➛ should be extended by the receiver. This means that the

message will be wrapped in an additional encryption layer which can only be dissolved by the receiver

(in contrast to Figures 6.1 and 6.2 where the content is transported over the network without encryption

in the final step). This keeps an observer from inspecting the message content sent from the last mix in

the sequence to the respective receiver.

Sequence Encryption

Messages are usually routed through several mixes and must be encrypted for each distinct mix. For

each mix, a layer of encryption which can only be dissolved by the respective mix is wrapped around the

message. For the example in Figure 6.2 with the sequence of mixes ❰Ó➛ ➩Ô➲ ❰ ➟➡Ï ➴✬➹➅❰ ➟➡Ï➔Ð ➹➅❰ ➟➻Ï➔Ñ ➹➅❰ ➟➡Ï➘✃ ➳ ,
the encryption layers for a message ❰ are depicted in the following figure:
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message m

encryption layer for mix2

encryption layer for mix4

encryption layer for mix3

encryption layer for mix1

Figure 6.3: Encryption layers for a mix sequence

For user modeling components which are unaware of cryptographic functions, a mix can be advised to

prepare a message for routing through a mix sequence. For instance, the message Ö which is to be routed

through the mixes Ö❶×➡Ø➔Ù , Ö❶×➡Ø➔Ú , and Ö❶×➡Ø➇Û can be generated by the following performative (see Figure

6.2 on p. 62 and the following section for the :rpi-list keyword):

(mix-it :sender sender1 :receiver mix1

:content Ü✷Ý✹Û✮Þ➻ß✬à❩á✰Öãâ :language MIX

:mix-list (mix2 mix3 mix4) :rpi-list (mix4 mix3 mix2))

(6.2)

Thereby, Ö❶×➡Ø✲ä is advised to prepare the message Ö for routing through the mix sequence

á✰Ö❶×➡Ø→Ù➐å➅Ö❶×➡Ø➔Ú➐å➅Ö❶×➡Ø➘Û②â . KQMLmix can thus be used by application systems which cannot be modified

to include cryptographic algorithms.

The algorithm for the successive message encryption for a message Ö of a sender æ for a sequence of

mixes ÖÓæ is:

× ç➫è é
Ö❚ê ç➫è Ö
Ö❶×➡Ø➘ëíì✬ìïî❣ð ç➫è Ö❚î➸ñ⑨ò❩ëíì✬ì✬î②ð✻á✰ìïò❩ó➐ò❩ìïæ✹ò❣á✰ÖÓæ✬â➅â
Ö❶×➡Ø➘ëíì✬ìïî❣ð✻ô õ⑩ò❋ö→÷❣ø➅ù❸á✰ÖÓæ✬â➻úûç➫è æü ùý×➻õ⑩ò × þ õ⑩ò❩ö→÷❣ø➯ù✲á✰ÖÓæ✹âÿ Ö❶×➻Ø ç➫è Ö❶×➻Ø➘ëíì✹ìïî②ð→ô ×➡ú

æ✹ò❋ö✁�➐ò❋ì ç➫è Ö❶×➻Ø➘ëíì✹ìïî②ð→ô ×✄✂ ä❊ú
Ö✆☎ ç➫è Ü✷Ý✹Û✮Þ❦ß✹à❩á✞✝❊ø❋á✰Ö✆☎➯å➅Ö❶×➡Ø→â➅â
Ö✆☎ ç➫è (”mix-it :sender ” ✟❻æ✪ò❩ö✁�②ò❩ì✠✟ ” :content ” ✟❻Ö✆☎

✟ ” :receiver ” ✟✥Ö❶×➡Ø✡✟ ” :language MIX)”

× ç➫è ×☛✂♥ä☞
Ö✆✌✍☎✏✎ ç➫è Ö✆☎

(6.3)

The message Ö✆✌✍☎✏✎ is ready to be sent to the first mix of ÖÓæ (e.g., Ö❶×➻Ø➔Ù ) and is subsequently routed

through the rest of the sequence ÖÓæ to the last mix in ÖÓæ (e.g., Ö❶×➡Ø➇Û ).
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To summarize the procedure for forwarding messages through a mix sequence – when messages which

contain the mix-it performative and which are formulated in the MIX language (see p. 64) are received

by a mix, they are processed in the following manner:

1. (unpadding of the :content value)

2. decoding of the :content value with Base64 algorithm

3. signature verification

4. decryption of the :content value

5. change of the sequence of the messages

6. (padding of the :content value of the decrypted message)

7. message dispatch of the decrypted messages.

With the procedures described above, it is possible to route a message through a sequence of mixes. The

message is always encrypted (as long as the mix is not at the beginning or at the end of the sequence)

and cannot be inspected while being transported in the network. The mix technique veils the relationship

between sender and receiver. To unveil the relationship, all mixes through which a message has been

routed must collude.

6.2.3.2 Message Backwarding

As the above paragraphs demonstrate, (sender) anonymity can conceal the identity of a message’s sender

from the receiver or a network observer by using encryption and mixes. In the case of user modeling,

many messages require a response which must be transmitted from the current receiver back to the sender

(see ask-if and reply performatives, [Pohl98, p. 207]). Therefore the current receiver needs to reply to a

message without knowing the sender’s identity.

Chaum [Cha81] proposes a procedure for anonymous return addresses where the sender (e.g. appl12) of a

message has to maintain some values which the receiver also needs (e.g. um42) in order to prepare a reply

to a query which was received from the anonymous sender (appl12). Gülcü and Tsudik [GT96] improved

this procedure by including these values in the forwarded message, thereby relieving the originating

sender (appl12) from the responsibility for maintaining these values (i.e., the sender becomes stateless

with respect to these values).

With message forwarding, the sender uses asymmetrical encryption to encrypt the messages for all mixes

in the sequence. The message contains all layers of encryption before entering the mix sequence. With

message backwarding, the message is not wrapped in encryption layers, but is encrypted successively by

means of symmetrical encryption. The mixes in the sequence encrypt the message instead of decrypting

it as is done on the forward path. The (symmetrical) keys, different for each mix, for the encryption

with the Blowfish algorithm are provided by the sender (appl12) of the message for which an anonymous

reply is expected and are sent with that message. The generation and preparation of the different keys

for a given key seed ✒✔✓ and a symmetrical key ✒✖✕☛✗ known only by the sender ✓ (appl12) with respect
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to a mix sequence ✙✛✚✢✜ - ✣✤✜✦✥★✧ (see performative 6.2 on p. 68 and the :rpi-list keyword) is expressed in the

following algorithm [GT96]:

✜✪✩✬✫ ✭✮✰✯ ✜✱✣✳✲ ✜ ✴ ✣✳✲✶✵✄✷✸✧ ✯✺✹ ✙✻✚✼✜ - ✣✤✜✦✥★✧✾✽✿ ✜ ✩✬✫ ✜❁❀❃❂
✥★❄❆❅❈❇❉✲❊❄✔❋●✲★✲❊❍ ✩✬✫ ✜❁■❑❏✔✲✶❄▲❋▼✲◆✲❊❍
✥★❄❆❅❈❇❉✲❊❄ ✩✬✫ ✲★❖☛P ✹ ✥★❄✸❅❈❇◗✲✶❄▲❋▼✲◆✲❊❍▲❘❙❏✸❖☛P❚✽
✥★❄❆❅❈❇❉✲❊❄❆❯❱✙❲✙❨❳✖❄☛❩ ✜✁❬❭❂✛❪❫✩✬✫ ❴✛❵❜❛❞❝✦❡❲❢ ✹ ✥❊❄❆❅❈❇◗✲✶❄▲✽❣

(6.4)

The array ✥★❄❆❅❈❇❉✲❊❄❆❯❱✙❲✙❨❳✖❄ contains different symmetrical keys, each of which is to be used by a different

mix of the sequence. The encoding and encryption of the keys is depicted by the following algorithm:

✥❊❄❆❅❈❇◗✲✶❄▲❋▼✲★✲★❍ ✩✬✫ ✣✳✲❊✵✄✷✖✧ ✯✺✹ ✙✛✚✢✜ - ✣✤✜✦✥★✧✾✽☛■✠❏✔✲✶❄▲❋▼✲★✲★❍
✙✻✚✼✜ ✩✬✫ ❴❤❵❜❛❞❝✦❡❜❢ ✹✞✐ ✧ ✹ ✥❊❄❆❅❈❇◗✲✶❄▲❋▼✲★✲★❍▲❘❥✣✞❳❦✥❊✧ ✹ ✙✛✚✢✜ - ✣✤✜✦✥★✧✾✽✾✽✾✽
✜ ✩✬✫ ❂✮✰✯ ✜✦✣✞✲ ✜ ✴ ✣✳✲✶✵✄✷✸✧ ✯✺✹ ✙✻✚✼✜ - ✣✤✜✦✥★✧✾✽✿ ❅✆✜♠❧ ✩✬✫ ✲★✣✞✲❊❅♥✲✶✵☛✧♦❯♣✧ ✹ ✣✳✲✶✵✄✷✖✧ ✯q✹ ✙✛✚✢✜ - ✣✤✜✦✥★✧✾✽r❬◗✜❙❘✾✙✻✚✼✜ - ✣✤✜✦✥★✧✾✽

❅✆✜♠❧✼❡❜❝✦s✶t✉✩✬✫ ✲★✣✞✲❊❅♥✲✶✵☛✧♦❯♣✧ ✹ ✣✳✲✶✵✄✷✖✧ ✯q✹ ✙✛✚✢✜ - ✣✤✜✦✥★✧✾✽r❬❭❂♣❬◗✜❥❘✾✙✛✚✢✜ - ✣✤✜✦✥★✧✾✽
✙✛✚✢✜ ✩✬✫ ✥★❄✸❅❈❇◗✲❊❄❆❯❱✙❲✙❲❳✸❄☛❩ ✣✞✲❊✵✄✷✖✧ ✯q✹ ✙✛✚✢✜ - ✣✤✜✦✥★✧✾✽r❬✈❂✠❬◗✜✳❪❆■✇❅✆✜✱❧①■✇✙✛✚✢✜
✙✛✚✢✜ ✩✬✫ ❴❤❵❜❛❞❝✦❡❜❢ ✹✞✐ ✧ ✹ ✙✛✚✢✜❥❘✾❅✆✜♠❧✼❡❜❝✦s✶t✦✽✾✽
✜ ✩✬✫ ✜☛❀②✜❣

✙✻✚✼✜③✩✬✫ ✲★✣✞✲❊❅♥✲✶✵☛✧♦❯♣✧ ✹ ✭❦❘✾✙✛✚✢✜ - ✣✤✜✦✥★✧❥✽☛■✇✙✛✚✢✜

(6.5)

The variable ✙✛✚✢✜ contains the return path information (see Table 6.1 on p. 64 and the example on p. 64)

which is needed by each mix in the sequence in order to encrypt the message symmetrically and dispatch

it to the next mix. The message to which an anonymous reply is expected (e.g. ❅ in Algorithm 6.3 on

p. 68) must be enhanced with the keyword value pair ”:RPI ” ■ ✙✛✚✢✜ in order to enable the receiver (e.g.

um42) to send a reply to the anonymous sender (see the sample message on p. 64).

While the message ❅ is being processed at the receiver (e.g. um42), the ”:RPI” keyword indicates that

an anonymous reply should be generated. The anonymous reply to the sender (e.g., appl12) with a given

✙✛✚✢✜ is processed by the receiver using the following algorithm (where ✙✛✚✢✜ as calculated in Algorithm 6.5,

❅♥✲★✥❜✥◆❳❞✷❆✲ the reply to be sent back, ❧④✫❃❍❆✲ ✐❤⑤ ✵ ✐❨✹ ❧✡■✇❄▲✽ ):
✙❞✲ ✐ ✲✶✜✱⑥❆✲✶✙ ✩✬✫ ❍❆✲ ✐❤⑤ ✵ ✐❲✹ ✙✛✚✢✜♦✽
✙✛✚✢✜ ✩✬✫ ❍❆✲ ✐❤⑤ ✵ ✐❲✹ ❍❆✲ ✐❤⑤ ✵ ✐❨✹ ✙✻✚✼✜⑦✽✾✽
❅♥✲★✥❜✥◆❳❞✷❆✲ ✩✬✫ ”(mix-it :sender ” ■❚✷❆✲✶✧✾⑧⑨❄❆⑩❶❳✖❅♥✲ ✹ ✽✁■ ” :receiver ” ■❚✙❞✲ ✐ ✲❊✜♠⑥❆✲❊✙

■ ”:content ” ■❑❴❤❵❜❛❞❝✱❡❲❢ ✹ ❅♥✲★✥❜✥◆❳❞✷❆✲❜✽q■ ”:RPI ” ■❚✙✛✚✢✜✄■ ”)”

(6.6)

Mixes which are not at the beginning or at the end of the sequence ✙✛✚✢✜ - ✣✤✜✦✥★✧ encrypt the message content

symmetrically with one of the keys prepared in Algorithm 6.4 and encoded in Algorithm 6.5. The

encryption follows the algorithm given below (with ✙✛✚✢✜ and ✐❤⑤ ✵☛✧♦✲❊✵☛✧ as values of the according keywords

of the received message):
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❸✛❹✢❺ ❻✬❼ ❹✢❽✶❾✤❸✛❹✢❺❥❿♦➀❆➁❊❽♦➂⑨➃❦➄➆➅✸➇♥➁✖❾♠➈✾➈
➉★➃✸➇❈➊◗➁✶➃ ❻✬❼ ➋❤➌❜➍❞➎❥➏⑦➐★❾✞➑✸➁★➒❤➓◆➔✁➒❨❾✤❸✛❹✢❺⑦➈✾➈
❸❞➁❊➒✶➁✶❺✱→❆➁✶❸ ❻✬❼ ➑❆➁❊➒❤➓❜➔✁➒❲❾✞➑❆➁❊➒❤➓❜➔✁➒❨❾✤❸✻❹✼❺⑦➈✾➈
❸✛❹✢❺♠➣ ➏✱↔✶↕ ❻✬❼ ➑❆➁❊➒❤➓❜➔✁➒❲❾✞➑❆➁❊➒❤➓❜➔✁➒❨❾✞➑✸➁❊➒❤➓❜➔✁➒❨❾✤❸✛❹✢❺⑦➈✾➈✾➈
➒❤➓❜➔☛❽♦➁❊➔☛❽ ❻✬❼ ➋❤➌❜➍ ➏ ➣ ➐ ❾✳➁◆➙☛➛❑❾✞➒❤➓◆➔☛❽✾➁✶➔☛❽✛❿❙➉★➃✸➇❈➊◗➁✶➃▲➈✾➈
➇♥➁★➉❜➉◆➅❞➀❆➁ ❻✬❼ ”(mix-it :sender ” ➜ ➀❆➁✶❽✾➂⑨➃❆➄❶➅✖➇♥➁✸❾♠➈ ➜ ” :receiver ” ➜ ❸❞➁★➒❤➁❊❺♠→❆➁❊❸

➜ ”:content ” ➜ ➒❤➓❜➔☛❽♦➁❊➔☛❽ ➜ ”:RPI ” ➜ ❸✛❹✢❺ ➣ ➏✦↔✶↕ ➜ ”)”

(6.7)

After being signed15 by the current mix, the resulting ➇♥➁★➉❜➉★➅✖➀❆➁ can be dispatched to the receiver mix and

thus successively routed backward to the sender (e.g. appl12) along the given sequence of mixes ➇✆❺♠➝ - ➞ ❺✦➉❊❽
which might be different from the sequence used on the forward path. With each mix in the sequence

the message is again16 encrypted symmetrically. Thus, no mix within the sequence (except the mixes at

the beginning and the end) is able to gain knowledge of the content of the input message of Algorithm

6.6. Before an anonymous reply is delivered to the receiver (i.e., the sender of the reply request, e.g.,

appl12), the message has to be decrypted successively with the keys used for symmetrical encryption

along the mix sequence. In contrast to the method proposed by Chaum [Cha81] where the keys must be

stored until the message arrives, the keys in Gülcü and Tsudik’s method [GT96] are calculated by means

contained in the message, leaving the receiver stateless (see Algorithm 6.4):

❸✛❹✢❺ ❻✬❼ ❹✢❽✶❾✤❸✻❹✼❺❥❿♦➀❆➁✶❽✾➂⑨➃❆➄❶➅✖➇♥➁✸❾♠➈✾➈
➔ ❻✬❼ ➑✸➁★➒✛➓❜➔✁➒❨❾✤❸✛❹✢❺⑦➈➟ ➁✶➃▲➠▼➁★➁★➑ ❻✬❼ ➑✸➁★➒✛➓❜➔✁➒❨❾✞➑✸➁★➒❤➓◆➔✁➒❨❾✤❸✛❹✢❺⑦➈✾➈
❺ ❻✬❼ ➡
➢✰➤▲❺ ➞ ➁ ❺ ➥ ➔➦ ❺ ❻✬❼ ❺❁➧❃➨

➉★➃❆➇❈➊❉➁❊➃✔➠●➁★➁❊➑ ❻✬❼ ❺ ➜ ➟ ➁✶➃▲➠▼➁◆➁❊➑➉★➃❆➇❈➊❉➁❊➃❆➩❱❸❲❸❨➅✖➃☛➫ ❺✁➭❭➨✛➯❫❻✬❼ ➁★➙☛➛❑❾✳➉★➃✸➇❈➊◗➁✶➃▲➠▼➁◆➁❊➑▲❿ ➟ ➙☛➛❚➈➲
❺✪❻✬❼ ➔❈➭➵➳
➢✰➤▲❺ ➞ ➁ ❺ ➸❱❼ ➡➦ ➒❤➓❜➔☛❽✾➁✶➔☛❽➺❻✬❼ ➁ ➙✁➛ ❾✞➒❤➓❜➔☛❽✾➁✶➔☛❽✛❿❙➉❊➃❆➇❈➊◗➁✶➃❦➩♣❸❲❸❨➅✖➃☛➫ ❺✳➯✤➈

❺ ❻✬❼ ❺q➭❭➨➲

(6.8)

15See Chapter 6.2.3.1, Message Signature.
16Successive symmetrical encryption offers no better secrecy than single encryption. Through renewed encryption at each

mix in the sequence, the outgoing message looks different than the incoming. This prevents an observer from relating these

two messages.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

72
➻

6.2. PROCEDURAL ANONYMITY THROUGH MIXES

With the algorithm described above, the message is symmetrically decrypted in a sequence which exactly

reverses the sequence in which it was encrypted while passing through the mix sequence. Therefore it is

equivalent to the input message of Algorithm 6.6. The fact that the mixes at the end of the sequence gain

knowledge of this message is a design feature which enables components of user adaptive systems which

are unaware of cryptographic functions to use the mix component. To close this gap (of encryption),

several additions might be implemented independently:

➼ The communication between the user modeling component and the mix component can also be

encrypted.

➼ The mix component and the user modeling component can be placed in a trusted environment.

➼ The mix component can be included in the user modeling component.

6.2.3.3 Known Attacks to Mixes

Several attacks to mixes are known. They attempt to establish a relationship between incoming and

outgoing messages. Some of the attacks and ways of defeating them are listed below:

n-1 Attack

The mix does not start its process cycle until ➽ messages have arrived (see Chapter 6.2.1, The Mix

Technique), where ➽ must be fixed with regard to the frequency of messages and maximum latency. An

attacker might send ➽➚➾➶➪ messages which are dispatched to receivers cooperating with the attacker. The

process cycle starts when the next message arrives. Since the receivers of ➽❈➾➹➪ messages are known to

the attacker, the one message with a previously unknown receiver is the message which was not sent by

the attacker.

This attack can be prevented when the process cycle of the mix is not only determined by the receipt of ➽
messages but also by the condition that these messages are from up to ➽ different senders. The identity of

the senders can be proven by the transport medium (i.e., the value of the KQML keyword :sender). The

KQMLmix implementation uses means of super-identification (see Chapter 4.1.1, Levels of Anonymity)

when checking the signature of the sender for the content value contained in the :signature value.

Message Replay

An attacker can observe all input and output messages of a mix processed in one cycle. If a particular

input message is fed into the mix by the attacker in more than one process cycle, it will always be

dispatched to the same receiver (see Algorithm 6.3 on p. 68). Therefore, after a number of replay attacks

enough evidence about the receiver of the message is gained to enable the attacker to identify the receiver

(e.g., certainty about the receiver is present if only one and the same receiver in each process cycle

receives only one message).

To prevent messages from being replayed, the mix has to keep track of previously sent messages. It is

sufficient to retain a summary of the message rather than the whole message, for instance, as a hash value.

It is also possible to retain the key used for symmetrical encryption of the message (i.e. ➘✖➴☛➷ , Chapter

6.2.3.1, Message Encryption,) or its asymmetrical encryption key (i.e. ➬❊➮✺➱✇✃✳➘✸➴☛➷❒❐❙➘❞➮✺➱✺❮ ❰❲❮ Ï✺Ð ). The mix



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

CHAPTER
Ñ

6. SOLUTIONS FOR ANONYMITY AND PSEUDONYMITY 73

must compare this value of the current message with all values of previous messages (perhaps limited to

a specific number of previous messages) and discard any message which has already been processed.

Length correlation

Another attack attempts to retrace the message sequence changes carried out by the mix. Inspection of

the lengths of incoming and outgoing messages might give clues to the change of message sequence;

message length decreases uniformly by removing one encryption layer of the message. The procedure

for keeping the lengths of the messages uniform is described on p. 67.

This overview of known attacks to mixes shows that their vulnerability is dependent on the attacker

model (e.g., a network observer or an active attacker). Since a detailed discussion of all possible attacks

would not provide any specific results for user modeling purposes, we will not go into more detail here

(see [Jer99], [Kesd2000], [GT96], [Abe98], [FJP97], [Jak98], [KEB98], [FGJP98], and [Jak99] for more

information).

6.2.4 Sender Anonymity

When messages are sent through a sequence of mixes in order to conceal the relationship between sender

and receiver of the message, sender anonymity (see Chapter 4.1.3, Types of Anonymity) with complexityÒÔÓ①Õ✤Ö➶×ÙØ★Ú
can be achieved with

Ö
as the length of the mix sequence (see Chapter 4.1.2, Complexity

of Anonymity). Hence, the user of a user adaptive system is enabled to adjust the system to his personal

requirements regarding anonymity by defining a mix sequence of sufficient length which is composed of

components in which he trusts.

6.2.5 Receiver Anonymity

Components of user adaptive systems often send messages which require a reply [Pohl98, p. 207]. These

replies have to be delivered in the same anonymous manner as the request for the reply (see the :RPI

keyword, Chapter 6.2.2.2, Extensions to KQML). The same applies for notifications sent from the user

model to an application system which is currently not connected to the user model (see Chapter 8.4, The

AVANTI system).

With the message backwarding described above (see Chapter 6.2.3.2, Message Backwarding), the same

complexity of anonymity can be achieved as with message forwarding (see Chapter 6.2.3.1, Message

Forwarding). In addition, the sender is able to send a message (e.g., a reply) without knowing the

receiver’s identity (i.e., receiver anonymity, Chapter 4.1.3, Types of Anonymity). Furthermore, different

mix sequences can be chosen, making it possible to handle sender and receiver anonymity separately.

6.2.6 Mix Network

The mix component and its internal mechanism for the processing of messages were covered above.

To be most effective, mixes must be arranged in a sequence (see Figure 6.2 on p. 62). The following

paragraphs describe how mixes within a user adaptive system can be arranged into sequences.
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6.2. PROCEDURAL ANONYMITY THROUGH MIXES

6.2.6.1 Structure of a Mix Network

As described above, mixes must be arranged in a sequence of sufficient length to provide the complexity

of anonymity demanded. Figure 6.2 shows a mix sequence which contains each mix only once and which

is common to all senders and receivers. In general, mix sequences can:

Ü be different in length,

Ü be different for each sender,

Ü be different for message forwarding and message backwarding,

Ü vary with each message,

Ü contain each mix more than once,

Ü contain limited loops (e.g., the receiver of a dispatched message is the mix itself), and

Ü not be altered by a mix in the sequence.

Because mixes are not committed to a particular user or component of a user adaptive system, they may

be arranged independently prior to being required by a particular user or component. The arrangement in

which each mix can be a neighbor to a chosen mix in a potential sequence provides optimum flexibility

within sequence generation. Furthermore, each mix should be accessible from each component (depicted

in Figure 6.4 for UM1, UM2 and appl1 – appl5). The following figure shows a mix network with user

modeling components sharing the network (dashed lines symbolize encrypted communication whereas

solid lines symbolize communication which may or may not be encrypted, see Chapter 6.2.3.1, Message

Forwarding):

UM1

mixappl1

mix

mix

mix

mix

UM2

appl5

appl4

appl3

appl2

Figure 6.4: Mix network

With the structure depicted above, it is possible to provide sender anonymity as well as receiver

anonymity (see the previous sections) to both the user model or user modeling server (e.g. UM1) and



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

CHAPTER
Ý

6. SOLUTIONS FOR ANONYMITY AND PSEUDONYMITY 75

the user adaptive application system (e.g., appl1, an adaptive information system). From these four

possibilities, two are especially relevant for user modeling purposes:

1. sender anonymity for messages sent from UM1 to appl1

2. receiver anonymity for messages sent from appl1 to UM1.

(1.) Since the user model or user modeling agent may reside on the user’s network node (instead in a

remote user modeling server), the location (i.e., the network address) of UM1 must be concealed

from appl1 when sending a message to appl1 (see Chapter 6.2.4, Sender Anonymity, and Chapter

6.2.3.1, Message Forwarding).

(2.) To send messages to UM1 appl1 must have some means to contact UM1 without knowing the

network address of UM1. With the return path information (i.e., the :RPI value of an received

message from UM1, see Table 6.1 and Chapter 6.2.3.2, Message Backwarding) appl1 is able to

respond to messages sent from an anonymous user model(ing agent) (e.g. UM1). If appl1 is not

only to respond to messages but also to start a message exchange, an :RPI value (which can be

obtained from UM1) has to be provided to appl1 initially by the user.

A thorough discussion of generalized structures for mix networks is given in [Jer99].
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6.2. PROCEDURAL ANONYMITY THROUGH MIXES

6.2.6.2 Mix Network including User Modeling Components

The figure above shows an architecture where user modeling components which are unaware of cryp-

tographic functions make use of a mix network (see Performative 6.2 on p. 68 and the solid lines in

Figure 6.4). To prevent an observer from inspecting the messages exchanged between a user model-

ing component and the mix network, at least one of the methods described on p. 72 should be applied.

Most effective is the incorporation of the mix component into the user modeling component. This makes

unencrypted communication with an external component superfluous, and therefore not observable. Fur-

thermore, the components of a user adaptive system can also serve as a mix in the mix network which

produces messages autonomously. For an observer, it is not possible to decide which of the messages

dispatched by a component are produced by that component17 and which are only routed at the request

of other components. The following figure shows a mixed approach where user modeling components

(e.g., user adaptive application systems and user modeling agents) also implement mixes:

application dependent anonymization application independent anonymization

user interface C
(e.g., web browser)

user interface B
(e.g., news reader)

user interface A
(e.g., web browser)

user interface D
(e.g., agent)

user1

user2

Crowds

Onion Routing

LPWA

KQMLmix

Mixmaster, ...

anonymization
techniques

user interfacesusers mix network
for KQML

user modeling
agents

user interface E
(e.g., email)

mix  UM1

mix  UM2

appl2 mix

mix

appl3 mix

mix

appl5 mix

appl1

appl4

Figure 6.5: Mix network with included user modeling components

In contrast to Figure 6.4, the user modeling components (i.e., the user adaptive application systems

appl1 – appl5 and the user modeling agents UM1 and UM2) take not only advantage of a mix network

between them but also implement the mix network through inclusion of the mix components into the

user modeling components. This inclusion yields several improvements:

ß The content of messages exchanged between the user modeling component and the first or last mix

in a mix sequence cannot be observed (see p. 72).

ß Messages exchanged between the user modeling component and the mix network can be authenti-

cated (see Chapter 6.2.3.1, Message Signature).

17This also includes dummy messages which are produced to prevent undue latency (see p. 62).
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á Messages which originate from a user modeling component cannot be distinguished by a network

observer from dummy messages (see p. 62) or messages which are routed through the mix network

on behalf of another user modeling component (see Chapter 6.2.3.1, Message Forwarding).

So far only the application independent anonymization (see the righthand side of Figure 6.5) of KQML

messages exchanged between the user adaptive application system (e.g., a web server) and the user

modeling agent have been discussed. To keep not only the user modeling agent anonymous from the

user adaptive application system but also the user, similar techniques have to be applied between the

application system and the user. In Chapter 6.1.3, Procedural Anonymity, several application dependent

anonymization techniques (see the lefthand side of Figure 6.5) have been discussed which are suitable

to keep the user anonymous from an application system. Since these techniques are dependent on the

application and its particular protocol (e.g., HTTP18, Email), they have to be chosen for each application

system.

6.3 Pseudonymity

In the previous sections we explained how anonymity (see Chapter 4.1.1, Levels of Anonymity) within a

user adaptive system might be achieved. In contrast to other approaches providing anonymity (see Onion

Routing and Crowds in Chapter 6.1.3, Procedural Anonymity), the implementation of anonymity takes

place on a high layer in the communication model (i.e., on the presentation layer, see the OSI reference

model, [Pfl89, p. 367]):

layer 7:

application

layer 6:

presentation

layer 5:

session

layer 4:

transport

layer 3:

network

layer 2:

data link

physical

layer 1:

interested in news, financial information
appl1

TCP

IP

TCP

IP

(mix-it ... :content ((I news) (I finance) :mix-list ...)

UM1

SKQML-API SKQML-API

Figure 6.6: Anonymity through SKQML within the OSI reference model

18In addition to the anonymization techniques for web usage discussed in Chapter 6.1.3, Procedural Anonymity, also the

KQMLmix implementation can be used to supply procedural anonymity for HTTP. We developed a proxy which is able to

route HTTP requests and the corresponding replies from web servers through a mix network.
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6.4. SUMMARY

The implementation of the anonymization mechanisms on a high layer enables the user modeling com-

ponents to vary19 these mechanisms in cooperation with the communication system (i.e., the SKQML-

API20, which forms the core of the KQMLmix implementation). With the methods described in the

previous sections, both sender anonymity and receiver anonymity are feasible. Nevertheless, other lev-

els of anonymity (see Chapter 4.1.1, Levels of Anonymity) can also be established. If a registrar for

pseudonyms is included in the user adaptive system, it will be able to provide the system with controlled

as well as uncontrolled pseudonyms (i.e., latent and pseudonymous identification). In addition to these

levels of anonymity, super-identification is made possible by applying the :signature keyword (see p. 66)

to messages exchanged between user modeling components. As we have seen, super-identification is

also used in authenticating mixes (see Chapter 6.2.3.1, Message Signature, and p. 69).

6.4 Summary

The solution proposed here for ensuring procedural anonymity (see Chapter 6.2.3, KQMLmix) is more

flexible than the solutions for anonymity summarized in Chapter 6.1.3, Procedural Anonymity, which

often permit only one level of anonymity. Mixes can be arranged into a mix sequence (see p. 67 and

Chapter 6.2.6.1, Structure of a Mix Network) based on the user’s requirements for privacy. The compo-

nents of the mix sequence can be chosen on the basis of the user’s trust that they will carry out the mix

procedure as defined and will not try to defeat anonymity. The length of the mix sequence can also be

increased in order to convince the user that the anonymization process is effective.

In addition to the anonymization of the data processed, pseudonymization can also be provided, which

is especially relevant for user modeling. With pseudonymous information, user adaptive systems can

be used without revealing that (sensitive) information stems from a user which can be unambiguously

identified.

The KQMLmix implementation can be used as an intermediary between components of a user adaptive

system – making it usable for a wide range of components (e.g., including components which are not

aware of cryptographic functions). The KQMLmix software package can also be incorporated within

components, adding the mix functionality to these components and making the structure of the mix

network more efficient.

Since the parameters of the anonymization process can be determined by the user modeling compo-

nents via the SKQML language (on the presentation layer, see Figure 6.6) and changed dynamically,

the KQMLmix implementation we have described here offers more flexibility than previously available

solutions (see Chapter 6.1.3, Procedural Anonymity) which must be configured prior to their use. The

user modeling components are also able to determine the parameters used with KQMLmix on the basis

of a previous negotiation21 process regarding the user’s privacy demands. In particular, KQML messages

may be exchanged between user modeling components under the following conditions:

ã sender anonymity and/or receiver anonymity

19In contrast to the solutions described in Chapter 6.1.3, Procedural Anonymity, the parameters for the anonymization process

(e.g., the length of the mix sequence and the affected mixes) may change with each KQML message.
20SKQML application programmer interface
21For instance, see the summary of P3P, Chapter 8.5, The Platform for Privacy Preferences Project (P3P).
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å flexible complexity of anonymity

å different levels of anonymity (ranging from super-identification to anonymity)

å encryption of message content

å authenticity of message and sender

which we consider to be especially important for user modeling purposes.
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Chapter 7

Solutions for Security

In this chapter, the solutions developed in this thesis will be juxtaposed with the requirements listed in

Chapter 5, Requirements for Security. In cases where no appropriate solutions for meeting the require-

ments were found, the risks involved in employing a user adaptive system are described.

Corresponding to our division of requirements for security into requirements for secrecy and require-

ments for integrity, solutions will also be examined from the perspectives of secrecy and integrity.

7.1 Solutions for Secrecy

In Chapter 5.1, Requirements for Secrecy, we demonstrated that secrecy, especially in user modeling,

is difficult, if not impossible, to define. Nevertheless, requirements for the secrecy of the user model

information (i.e., personal information) can be met either through denial of access to that information or

through selective access to parts of that information.

7.1.1 Secrecy through Denial of Access

7.1.1.1 Secrecy through Anonymization

Secrecy through denial of access by means of anonymization was covered thoroughly in the last chapter.

Anonymization (or pseudonymization) of the user model information conceals the relationship between

a particular user and his user model information. Though the user model information is accessible to

user model clients, the corresponding user cannot be determined for a given user model (entry). The user

model (information) of a particular user is therefore secret, because it cannot be determined (i.e., singled

out from among all user models).

7.1.1.2 Secrecy through Encryption

Secrecy through encrypted communication is an appropriate way for user adaptive systems to protect the

communicated data while it is in transit between user modeling components. This is essential for user

81
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82 7.1. SOLUTIONS FOR SECRECY

models which are not part of an application system and which can be accessed by several components

(i.e., user model clients) via a network. The following sections describe a software package which I

developed for user adaptive systems which allows for encrypted exchange of user model information

within a network (e.g., the Internet).

7.1.1.2.1 KQML Application Programmer Interface (KAPI)

The KQML1 Application Programmer Interface (KAPI)2 provides means for exchanging KQML mes-

sages within a network over the TCP/IP layers (see Figure 7.1 on p. 88). As an example, the BGP-MS

user modeling shell system takes advantage of this software package in order to communicate with ap-

plication systems [Pohl98, p. 205].

The KAPI software package, available as a library written in the programming language C, is incorpo-

rated into BGP-MS via the foreign function interface of LISP [Ste90], in which BGP-MS is written. For

BGP-MS, the following functions are available for communication with its clients (only the functions

relevant to this section are listed):

æ (defun Lisp-KInit () ...)
With this function, the communication package is initialized.

æ (defun Lisp-KListen (url) ...)
To communicate over TCP [Hu92], a socket has to be established on which connections are

accepted. The string url contains the node name and socket which should be used (e.g.,

tcp://asterix:8091, see p. 63).

æ (defun Lisp-KSendString (message) ...)
A KQML message (see [Pohl98, p. 207] for examples) can be sent to the receiver through the

function Lisp-KSendStringwhich uses a string as an argument for the message to be sent.

æ (defun Lisp-KGetString () ...)
To receive a message from any sender, BGP-MS calls Lisp-KGetString which returns the oldest

message received up to that point.

For these basic communication functions, I have implemented extensions which make it possible to

encrypt the user model information and to authenticate3 the sender or the receiver, and the message

exchanged. These extensions are described in more detail in the following sections.

7.1.1.2.2 Inclusion of the Secure Sockets Layer in KAPI (SKAPI)

The functions described above enable BGP-MS to communicate with application systems via the net-

work. The data sent through TCP is transmitted as provided by the sender, meaning it can be observed

by network components. The Secure Sockets Layer (SSL) makes it possible to encrypt communication

1See Chapter 6.2.2.1, The Knowledge Query and Manipulation Language (KQML).
2See http://www.csee.umbc.edu/kqml/software/ .
3See Chapter 5.2.1, Requirements for External Integrity.
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by means of sockets (see [Hir97] and [SSL96]). The functions are located just above the transport layer

(i.e., the TCP layer, see Figure 7.1 on p. 88) and require only a few arguments to establish an encrypted

channel between two components (i.e., end-to-end encryption). With SSL, the following encryption

algorithms can be used (see [Sch96] and [MOV97] for a description of the algorithms):

è no encryption algorithm

è stream ciphers: RC4 with 40 bit or 128 bit key length

è CBC block ciphers: RC2, DES40, DES, 3DES, 3DES EDE, IDEA, Fortezza.

For the encryption of the communication, the IDEA algorithm was chosen (see

SSL_IDEA_128_CBC_WITH_MD5 in the SSL documentation). All of the above-mentioned al-

gorithms encrypt symmetrically (see Chapter 6.2, Procedural Anonymity through Mixes). To exchange

the session keys which are used for symmetrical encryption, the RSA4 key exchange method is used.

With the RSA method, certificates which conform to the X.509 standard5 can be used when establishing

the communication [MOV97, p. 653]. An example of an X.509 certificate is given below:

(01) Certificate:
(02) Data:
(03) Version: 3 (0x2)
(04) Serial Number: 290 (0x122)
(05) Signature Algorithm: md5WithRSAEncryption
(06) Issuer: C=DE, ST=Staat1, L=Stadt1, O=Organisation1, OU=Unit1,
(07) CN=CA-Organisation/Email=ca@irgendwo
(08) Validity
(09) Not Before: Nov 18 13:22:38 1998 GMT
(10) Not After : Nov 7 13:22:38 2000 GMT
(11) Subject: C=DE, ST=Staat1, O=Organisation1, OU=Unit1,
(12) CN=Applikation1/Email=appl1@irgendwo
(13) Subject Public Key Info:
(14) Public Key Algorithm: rsaEncryption
(15) RSA Public Key: (1024 bit)
(16) Modulus (1024 bit):
(17) 00:d6:3a:cf:16:38:5b:f1:4b:3b:ba:7d:90:10:54:
.... ...
(25) 55:6f:66:de:81:88:d5:84:e1
(26) Exponent: 65537 (0x10001)
(27) X509v3 extensions:
(28) Netscape CA Revocation Url:
(29) .#http://www.cryptsoft.com/ca-crl.pem

.... ...
(34) Signature Algorithm: md5WithRSAEncryption
(35) 9f:19:e3:9c:82:8b:e1:3c:db:94:88:58:32:cf:91:6f:e6:b9:
.... ...
(42) 8c:9a

Table 7.1: X.509 certificate

4Rivest, Shamir, and Adleman
5See Request for Comments (RFC) 2459: Internet X.509 Public Key Infrastructure Certificate and CRL Profile.
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The fields6 of the certificate give information about the holder, the issuer, the validity, and the crypto-

graphic keys. Some of the important fields are (see the line numbers above):

(03) version of the X.509 standard

(04) the serial number of the certificate

(06) the issuer of the certificate

(08) the interval of validity of the certificate

(11) information about the holder of the certificate

(14) the cryptographic algorithm for the key certified

(17) the (public) key certified

(27) extensions, e.g., for key revocation

(34) the algorithm used by the issuer for the signature of the certificate

(35) the signature of the issuer.

With an X.509 certificate, a cryptographic key (e.g., a public RSA key) can be related to a communicator

(see lines (11) and (17)) by means of super-identification (see Chapter 4.1.1, Levels of Anonymity).

This relation is affirmed by a trustworthy party (i.e., the certificate’s issuer, see line (06), perhaps a

trust center) through the signature (see line (35)) which is verifiable7 by all communicators. While a

communication link is being established8 via SSL, the certified public key can be used to authenticate

both communicators and to exchange a symmetrical session key to be used for further exchanges of

encrypted information (for instance, through the IDEA algorithm mentioned above). After this phase,

the encrypted information which is exchanged between the two communicators is not observable while

being transported within the network.

The SSLeay9 library [Hir97] was chosen as an implementation for SSL, because: it is internationally

available, it is in the public domain (licensing presents no problems), and the source code is readily

available. By incorporating the functions of SSLeay into the KAPI library, we established the SKAPI

(secure KAPI) library. The following example shows how a message is dispatched when SSL is included

in KAPI:

6See Request for Comments (RFC) 2459: Internet X.509 Public Key Infrastructure Certificate and CRL Profile.
7See [Sch96, Chap. 8] or [MOV97, Chap. 13] for key management techniques.
8See [Hir97] for a detailed discussion of the SSL handshake phase.
9See http://www2.psy.uq.edu.au/ é ftp/Crypto/ and OpenSSL (http://www.openssl.org/).
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(01) tcpSend(ParsedURL *purl, char *buffer, X509 **prover)
(02) { SSL *con;
(03) int i;
(04) char buf[256];
(05) X509 *cert;
(06)
(07) TCPInfo *info = (TCPInfo *) purl->transinfo;
(08) if (purl->state != OPEN_CON)
(09) { purl->fd = TCPconnect(info->host, info->port);
(10) if (purl->fd == -1) return -1;
(11) SSL_CTX_set_verify(SSL_ctx, SSL_VERIFY_PEER, verify_callback);
(12) con = SSL_new(SSL_ctx);
(13) SSL_set_fd(con, purl->fd);
(14) SSL_use_RSAPrivateKey_file(con, SSL_key_file, SSL_FILETYPE_PEM);
(15) SSL_use_certificate_file(con, SSL_cert_file, SSL_FILETYPE_PEM);
(16) prover_certificate(*prover);
(17) i = SSL_connect(con);
(18) if (i > 0)
(19) { purl->SSL_accepted = 1;
(20) purl->SSL_context = con;
(21) purl->state = OPEN_CON;
(22) }
(23) }
(24) if (purl->SSL_accepted)
(25) { cert = SSL_get_peer_certificate(purl->SSL_context);
(26) if (verify_cert(cert) && (!*prover || match_certs(cert, *prover)))
(27) { if (TCPsend(buffer, purl->SSL_context) < 0) { return (-1); }
(28) *prover = cert;
(29) return(1);
(30) } else { return(-1); }
(31) } else { return(-1); }
(32) }

Table 7.2: SKAPI function for message dispatch (example)

The extensions to the KAPI code are explained below:

(01) tcpSend is a function of KAPI which previously required the arguments purl (the address of the

receiver) and buffer (the message). In SKAPI the argument list has been extended by prover
which is a reference to a structure for the information contained in the X.509 certificate for which

the receiver of the current message is expected to be the holder.

(08) If the receiver is contacted for the first time, an encrypted connection is established. The connection

is stored for further use.

(09) The connection via a socket is established as in KAPI.

(11) The function for verifying the communication partner’s certificate is defined.
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(12) A new SSL context is created which proceeds from the current context. It contains parameters

necessary for the encryption (e.g., the preferred encryption algorithms).

(13) The SSL context is assigned to the socket.

(14) The private and public keys of the sender are assigned to the SSL context.

(16) The certificate against which the receiver’s certificate must be checked is defined.

(17) The establishing phase (i.e., the SSL handshake phase10) is started.

(18) When an agreement about the keys and algorithms to be used has been reached, the communication

link is stored.

(24) With a previously stored encrypted connection (see (08)), the message dispatch is initialized.

(25) The current certificate of the communication partner is requested.

(26) The certificate’s validity (e.g., issuer’s signature) is verified and if a test certificate is defined (see

(16)) with this message dispatch request, the certificate is checked against it.

(27) The message is dispatched by the KAPI function TCPSend which uses the SSL function

SSL_write instead of the send function usually used with sockets. SSL_write encrypts

the message and sends it to the socket.

(28) If no test certificate has been defined (see (16)), the sender obtains a reference to the receiver’s

certificate information and is able to identify the receiver of the message by means of super-

identification (see Chapter 4.1.1, Levels of Anonymity).

This example shows that the dispatched message is encrypted using functions of the SKAPI library which

are transparent to the application using that library. The application must only define the cryptographic

keys that should be used (e.g., by a certificate). Therefore, the SKAPI interface is only slightly different

from that of KAPI (see p. 82):

ë (defun Lisp-KInit (private-key-file certificate-file) ...)
The parameters private-key-file and certificate-file denote the files containing

the private key and the certificate file (both encoded in PEM11 format) which are the basis for the

SSL handshake phase.

The application system can accept several identities (e.g., pseudonyms, see Chapter 4.1.1, Levels

of Anonymity), defined by certificates, in communicating with its partners. Associated with a

certificate is the public key (see p. 83) used in the SSL handshake phase to establish an encrypted

communication link. The corresponding private key for decryption at the handshake must also be

defined.

10See [Hir97] for a detailed discussion of the SSL handshake phase (and encryption process).
11See Request for Comments (RFC) 1422: Privacy Enhancement for Internet Electronic Mail: Part II: Certificate-Based Key

Management.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

CHAPTER
ì

7. SOLUTIONS FOR SECURITY 87

í (defun Lisp-KSendString (message certificate-file) ...)
In addition to the message, the certificate of the message’s receiver can be defined in order to

authenticate the receiver by means of super-identification (see Chapter 4.1.1, Levels of Anonymity).

If the receiver’s current certificate does not match the demanded certificate, the message will not

be sent to the questionable receiver.

If no certificate is defined (by the parameter certificate-file), the sender only obtains

information about the certificate presented by the receiver and the message is sent without regard

to the receiver’s identity.

í (defun Lisp-KGetString (certificate-file) ...)
The additional specification of the sender of the next message to be received assures the receiver

of the sender’s identity.

If the certificate presented by the sender does not match the one specified by certificate-
file, the message will be discarded.

If no certificate is defined, the receiver obtains only information about the certificate presented by

the sender and the message is received without regard to the receiver’s identity.

These selected functions show how SKAPI can be included in a user modeling component (in this case,

the BGP-MS user modeling shell system). The modifications which have to be made to a user modeling

component in order to use the SKAPI instead of the KAPI are minor (for instance, a new parameter in

the function call must be added).

7.1.1.2.3 The SKAPI Library for Encrypted KQML Message Exchange

The SKAPI library we have developed enables user modeling components to exchange KQML mes-

sages via an encrypted communication link. By encryption of the messages, secrecy of the information

exchanged between two user modeling components (e.g., between an application system and the user

modeling agent) is given. Furthermore, by means of asymmetric cryptography (see Chapter 6.2.1, The

Mix Technique) the expected identity of the communication partner can either be specified prior to ex-

changing messages or learned afterwards through certificates (i.e., the communication partner and the

exchanged messages can be authenticated).

SKQML (see Chapter 6.2.2, The Secure Knowledge Query and Manipulation Language (SKQML)) also

permits encryption of the message content to be communicated. The content must be encrypted before

the communication software can send it (see Chapter 6.2.2.2, Extensions to KQML, and Algorithm 6.3

on p. 68). Since the encryption must be accomplished by the user modeling component, modifications

within the component are required. Either the component has to prepare a message which instructs an

intermediary mix to encrypt the message, or the component has to encrypt the message itself, which

requires cryptographic capabilities (see the example messages on p. 64).

When the SKAPI library is used instead of the KAPI library, the user modeling component is able to

communicate in encrypted form without modifications12 . The encryption of the content to be exchanged

12The additional parameters explained in the previous section (for instance, the certificate file) may be predefined within

SKAPI for an invariable communication partner and need not be provided by the user modeling component using SKAPI.

Thus, the additional parameters may be omitted.
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takes place just above the transport layer, giving the user modeling component transparent access to

encryption functions (see Figure 7.1 in contrast to Figure 6.6 on p. 77 where encryption takes place at

the presentation layer):

layer 7:

application

layer 6:

presentation

layer 5:

session

layer 4:

transport

layer 3:

network

layer 2:

data link

physical

layer 1:

t3sFm6PF7W33Kcz2H3LLq9zXUGgd9/M

interested in news, financial information

(tell ... :content (I news fin))

application

KQML-API

TCP

IP

application

KQML-API

TCP

IP

secure sockets layer (SSL)

Figure 7.1: Encryption through SKAPI

Two features of the SKAPI library are particularly noteworthy. First, SKAPI enables the BGP-MS user

modeling shell system to maintain the secrecy of data while it is in transit through the network. And

second, the authenticity of the user model clients and the authenticity of the exchanged KQML messages

can be verified by means of X.509 certificates.

7.1.2 Secrecy through Selective Access

In Chapter 7.1.1, Secrecy through Denial of Access, we saw how user model information can be kept

secret between the sender and the receiver of a message, either through anonymization or through en-

cryption. For user model information which is useful to more than one user model client, the secrecy of

this information between the user model and only one client is not appropriate. Several clients should

share this information and keep it confidential among them.

The requirements for confidentiality in Chapter 5.1.2, Secrecy through Selective Access, were formulated

from the user’s perspective. Therefore, these formulations can neither be used to analyze the mutual

consistency of requirements nor are they directly convertible into automatic procedures which could be

executed in a user adaptive system.

To reduce the gap between requirements and formal specifications, security research has developed so-

called security models which are mainly concerned with the confidentiality and the integrity of informa-

tion systems. In contrast to logical models [CK90] which act as concretization13 , security models act as

abstractions, neglecting irrelevant factors and concentrating on essential factors instead.

13A model of a given set of axioms exists only for a set of axioms which are free of conflict. An existing model represents
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A definition of a security model is given in [LoSh87, p. 308]:

“In computer security, a model that defines the system-enforced security rules. It specifies

the access controls on the use of information and how information will be allowed to flow

through the system. It also provides the mechanism for specifying how to change access

controls and interfaces dynamically without compromising the system.”

Security models are important in the design phase of an information system as well as in the duty phase

and serve the following purposes:

Definition of Terms: The definition of terms is a prerequisite of security models. It specifies entities

of the system which are relevant for confidentiality, clarifies what these entities mean and disam-

biguates the terms so that they can be processed automatically.

Description: The security model describes the form of confidentiality, for example, the circumstances

under which a system component can acquire knowledge of information. It describes, either in an

algorithmical or a declarative manner, the actions within the system relevant for the fulfillment of

requirements regarding security.

Analysis: The description of the actions possible in the model enables the system to determine whether

these actions are consistent and adequate for the system. The model also makes it possible to

recognize what actions might lead to undesirable access to information and to prevent such access

before the system is actually used.

Verification: Potential violations of the confidentiality requirements can be determined and forestalled

in advance, e.g., by automatic procedures. In the modeling process, issues considered irrelevant

for confidentiality are neglected by abstraction. Therefore, the model can only be interpreted

within the limits set by the abstraction and cannot guarantee confidentiality beyond its formalism.

Nevertheless, within these limitations, the model can be verified in a formal manner which assures

the user that all information intended for access can be accessed, but information which was not

intended to be accessed will not be.

Enforcement: By arranging unambiguous terms through actions, it is possible to generate automatic

procedures from the model which can enforce the confidentiality requirements within the system.

Confidentiality requirements are often given as interdictions (e.g., particular application systems are

never permitted to acquire knowledge of personal interests maintained in a user model). From its struc-

ture, an interdiction is a negated existence clause (e.g., ï●ð❆ñóò❆ô①õ✤ñ❉ö , where ñ denotes a potential state

of the system and ô①õ✤ñ❉ö the access to information), which is equal to an all-quantified clause of the nega-

tion of the interdiction (e.g., ÷✼ñøòqïùô①õ✤ñ❉ö ). Empirical all-quantified clauses usually cannot be proven

because not all states are known or can be tested (whereas they might easily be falsified, see [AK93]).

With formal security models, all permissible actions and states are described and can usually be enumer-

ated. Through enumeration of all states, the compatibility of the system with the requirements can be

proven or at least be tested. By means of positive conditions (defined by permissions in contradiction to

only one of potentially many assignments for the syntactical elements of the set of axioms assigned by an interpretation

function. The model thereby is a concretization (see [CK90]).
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interdictions) in a security model and the restriction that only actions which are allowed by the model

can be performed, confidentiality requirements can be formulated and treated algorithmically.

In the following sections some well-known security models are described, examples of their uses are

given, and their applicability for user modeling is evaluated.

7.1.2.1 Noninterference Models

Data which can be assigned to categories14 and is only confidential if two categories are combined can

be protected by noninterference [Sum97, p. 137]:

“A precise definition of information flow restriction is found in the concept of noninterfer-

ence. One group of users is noninterfering with another group if the actions of the first group

using certain commands have no effect on what the second group can see.”

With noninterference, several user model clients can maintain the same user model, though being sepa-

rated with respect to defined categories of the user model data. Figure 5.1 on p. 47 depicts several modes

of cooperation between application systems: CONT-DIV and CONT-SEP show modes for which com-

plete noninterference between the application systems û and ü is given (either by application of two user

models or by separation of ý❤þ❜ÿ✁�✄✂✞û✆☎ and ý❤þ❜ÿ✁�✝✂✞ü✞☎ within one user model). In the mode CONT-SHAR,

the area ý✛þ❜ÿ✁�✝✂✞û✟☎✡✠✇ý✛þ❜ÿ✁�✝✂✞ü☛☎ is not interfering with ý❤þ◆ÿ✁�✝✂✞ü☛☎☞✠✇ý❤þ❜ÿ✁�✄✂✞û✆☎ .
The following sections describe two well-known noninterference models which ensure confidentiality by

giving access to information to all entities which are not excluded from access by previously accessed

information.

7.1.2.1.1 The Chinese Wall Security Policy

The Chinese Wall security policy proposed by Brewer and Nash (see [BN89] and [Kes92]) makes it

possible to separate access to conflicting classes of information [BN89, p. 207]:

“The basis of the Chinese Wall policy is that people are only allowed access to information

which is not held to conflict with any other information that they already possess.”

Initially, the requester of information is allowed to access any information he requests (e.g., information

of class û which contains anonymous data). Subsequent information requests (e.g., information requests

referring to class ü which contains personal information) are allowed if there is no conflict relation

between the current information class and all information classes previously referred to. When class û
and ü are defined as conflicting, the latter information request cannot be satisfied. The conflict relation

establishes a Chinese Wall between information classes (for instance, some partitions in user models

[KP95] may be defined as conflicting) where the requester is able to choose the side of the wall he

wants to be on. CONT-SEP (see Figure 5.1 on p. 47) depicts the Chinese Wall policy within one user

model, CONT-DIV (see Figure 5.1) establishes a Chinese Wall between two user modeling agents where

14For instance, in a user model, anonymous data about sensitive characteristics can constitute one category and identifying

information about the user a second category.
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consistency procedures (see Chapter 7.2.1.1, Consistency, and Chapter 7.2.2.1, Data Integrity) must also

be non-interfering.

7.1.2.1.2 Noninterference Model (Goguen-Meseguer)

Goguen and Meseguer (see [GM82] and [GM84]) describe their noninterference model in terms of au-

tomata theory. Beginning from a state ✍✏✎✒✑✔✓ , state transitions can be conducted by the function:

✕✗✖✙✘ ✓✛✚✢✜✣✚✥✤✧✦★✓
with ✜ as the set of users15 and ✤ the set of state changing commands. The output (for instance, the

display of a variable’s value) a user is able to get in a state is defined by the function
✖✪✩✬✫✭✘ ✓✮✚✯✜✰✦✲✱ ,

with ✱ as the set of possible outputs.

The history of the system is denoted as the sequence of all pairs of users’ commands ✳ ✩✵✴✷✶✹✸✺✴✼✻ ✑✽✳✷✜✾✚✿✤ ✻ :
❀ ✑❁✳✷✜❂✚✥✤ ✻❄❃✪✶ ❀❆❅ ✳ ✩✡❇✄✶✹✸✏❇✄✻✁❈✟❉✝❉✝❉✪❈ ✳ ✩✬❊✵✶✹✸✺❊❋✻

The state which is reached by applying the sequence ❀ starting from the initial state ✍ ✎ is denoted by●❍● ❀❏■❍■ . The output available for a user
✩

in that state is given by:

●❍● ❀❏■❍■▲❑▼❅ ✖✪✩✬✫ ✳ ●❍● ❀❏■❍■ ✶◆✩❖✻
For given groups of users P ✶ P✒◗❙❘❚✜ and a set of commands ✤❙❯✧❘❱✤ the function ❲❨❳❬❩ ❭✵❪ purges all

pairs of ❀ which contain elements of those subsets:

❲❨❳❬❩ ❭ ❪ ✳ ❀ ✻ ❅✧❫❴❀✮❵ ✳ ✩✡✶✹✸❴✻❜❛✏✩ ✑❝P❡❞ ✸ ✑❝✤❙❯❣❢
The user group P does not interfere with P✟◗ :

P ✘❤❛ P ◗ ✐ ❥ ❀ ✑❦✳✷✜❂✚✥✤ ✻❧❃✪✶ ❥ ✩ ✑✥P ◗ ✘ ●❍● ❀❏■❍■ ❑ ❅ ●❍● ❲❨❳❬❩ ❭✭✳ ❀ ✻ ■❍■ ❑
Also, for a given set of commands ✤ ❯ does not interfere with P✒◗ :

✤❙❯ ✘❤❛ P ◗ ✐ ❥ ❀ ✑❁✳✷✜✣✚✔✤ ✻ ❃ ✶ ❥ ✩ ✑❝P ◗ ✘ ●❍● ❀❏■❍■ ❑ ❅ ●❍● ❲❖♠♥❩ ❭ ❪ ✳ ❀ ✻ ■❍■ ❑
When combined, a group of users P and a set of commands ✤❙❯ do not interfere with users in P ◗ :

✤❙❯ ✶ P ✘❤❛ P ◗ ✐ ❥ ❀ ✑❁✳✷✜❂✚✥✤ ✻ ❃ ✶ ❥ ✩ ✑❝P ◗ ✘ ●❍● ❀❙■❍■ ❑ ❅ ●❍● ❲❖❳❬❩ ❭ ❪ ✳ ❀ ✻ ■❍■ ❑
Within Goguen and Meseguer’s noninterference model, a security policy is a set of noninterference

assertions [GM82, p. 16]. With the assertions of noninterfering classes, a policy can be defined which

assures the user that a group of user model clients cannot gain knowledge about user model entries

maintained by a conflicting group of user model clients. For example, a group of user model clients

which should only maintain anonymous data may conflict with a group of user model clients which

should only maintain personal information.

15For Goguen and Meseguer (see [GM82] and [GM84]), the term user corresponds to a user model client which accesses

information from a user model and not to the user being modeled.
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The noninterference model makes it possible to specify conflicting groups of user model clients (or

actions, see above). It neither specifies which user model client is able to access a particular user model

entry nor does it mention particular access modes (e.g., read, delete). Therefore, it can be used for

separating application systems of a user adaptive system while maintaining the user model, but it is not

suitable when access to concrete user model entries has to be defined for particular application systems.

In order to compute the output presented to a user ♣ (i.e., a user model client), the history q of all

commands from each user must first be purged from the commands made by users in conflicting user

groups. Therefore, the history q has to be be kept and the purged history r❨s❬t ✉✵✈❬✇▲q✆① must be obtainable

for each ② and ③❙④ in order to produce the output ⑤❍⑤ q❙⑥❍⑥❤⑦ . The user model must either be recomputed

for every access which is dependent on the group of users ② and the set of commands ③❙④ , or several

parallel user models have to be kept, each for a static group of users ② and set of commands ③❙④ . The

shared maintenance of a user model is only possible within a group of noninterfering users (i.e., a group

of noninterfering user model clients) whereby all users in that group share the complete information of

the group.

Goguen and Meseguer’s noninterference model makes it possible to separate groups of application sys-

tems, each of which maintains a shared user model within a user adaptive system. It is therefore, like the

Chinese wall model (see above), focused on the users of information (i.e., the user model clients) rather

than on the information itself (e.g., on its sensitivity or the purpose of the information request).

7.1.2.2 Information Flow Control Models

In contrast to the models described in the previous sections, information flow control models deal pri-

marily with the information processed within a system. They describe either how information can flow

within an information system or which kinds of information flows are prohibited. It is assumed that

information flows only within the model described (e.g., in the user modeling component which imple-

ments the information flow control model). Information flow between information requesters (e.g., user

model clients) is not considered here.

In the following, two well-known information flow control models are presented with examples suitable

for user adaptive systems.

7.1.2.2.1 The Multi-Level Security Model (Bell-LaPadula)

By relating a set ⑧ of subjects (i.e., information requesters) to a set ⑨ of objects (i.e., processed infor-

mation entities), Bell and LaPadula’s multi-level security model (see [BP76] and [Bell88]) specifies the

access to information as well as the flow of information within the system processing the information.

Both subjects and objects are arranged into security levels, whereby a security level is a pair consisting

of a classification and a compartment.

A classification is an element of the totally ordered set ③ (e.g., ③ ⑩❷❶❴♣✵❸☞❹✺❺❼❻♥❽✏❽❿❾✷➀❨❾✷➁❿➂➄➃➅❽✪➁✝❸✡❽❿❾➇➆❧❾➇➈➉➁➊➃
➈➉➁❴➋➍➌ - ❽✪➁✝❸✡❽❿❾➇➆❧❾➇➈➉➁➏➎ with the order16: ♣✵❸☞❹✄❺▲❻♥❽✪❽❴❾✷➀❨❾❧➁❴➂➑➐➒❽✪➁✝❸✡❽❿❾➇➆✷❾✼➈➉➁ , ❽✪➁✝❸✡❽❿❾➇➆❧❾➇➈➉➁✧➐✲➈♥➁✝➋➍➌ - ❽✏➁❴❸✡❽❴❾➇➆❧❾➇➈♥➁ ). A

❹✄➓✪➔→r✵❻✗➋➍➆❧➔❝➁✝❸✁➆ is an element of the power set ➣➏↔ with ↕ as the set of all need-to-know categories

16reflexive, transitive, antisymmetric
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which describe the content of an ➛➍➜❄➝➟➞❴➠✺➡ or the content a ➢❴➤❖➜❄➝✗➞❴➠✺➡ is allowed to refer to. For example, a

user model can be partitioned into the need-to-know categories ➥➧➦✧➨❴➩➇➫✁➡◆➞✝➭➊➞❿➢❿➡◆➢➊➯➲➢✪➳➉➩✼➵❼➵➸➢➊➯✹➺♥➜➻➩✼➵▲➩➇➡✷➩❧➞❿➢➊➼ . For

the set of ➢✪➞❴➠✺➤✬➭➍➩➇➡❧➽➾➵➸➞✝➚♥➞❴➵➸➢➶➪✛➦❆➹❂➘❝➴➏➷ , a dominance relation is defined:

➬ ➠✏➮❴➯◆➫❣➮➻➱✭✃ ➬ ➠✄❐➍➯◆➫☞❐❴➱❣❒★➠✏➮❙✃✮➠✄❐❰❮Ï➫❣➮❏ÐÑ➫☞❐ ➠✏➮❴➯✹➠✄❐✆Ò✥➹✒➯◆➫❣➮❴➯◆➫☞❐✟Ò❝➴ ➷ (7.1)

The security level function ÓÔ➦ ➬ Ó➏Õ❨➯➲Ó➏Ö×➯➲Ó➏ØÙ➱×Ú➟Û✥➘✞Ü❡➘☛Û✽ÝÞ➪➅ß is applied for every subject ➢ requesting

access to object ➛ . The function Ó➏ÖàÚ➉Ü✣ÝÞ➪ assigns each object its security level and Ó➏ÕáÚ➉Û❁Ý★➪ each

subject its security level. The function Ó➏Ø❦Ú➟Û❁ÝÞ➪❙➯➲Ó➏Ø ➬ ➢➍➱✭✃âÓ➏Õ ➬ ➢➍➱✵➯➲➢✙Ò✥Û , allows the subject to choose

a security level lower than the possible maximum. The permissible access modes for subject ➢❿ã to object

➛✝ä are defined by a matrix åæ➦ ➬▲ç ã▲è ä❿➱➻➯ ç ã▲è äéÒ❝➴➍ê❰➯✹ëì➦✣➨❴➭➏➞❿➺➟í✬➯◆î❙➭➍➩➇➡◆➞➍➼ .
The Bell-LaPadula model is described in terms of a state machine model with a system state ➚✢ÒÑïð➦➬❼ñ ➯➲å❆➯➲Ó☞➱ . ñ denotes the set of current access rights for subjects ➢❿ã❣Ò❝Û , ➛✪ã❣Ò✔Ü , the objects referred to,

and ➺✗ã❣ÒÔë the access mode: ➜❏➦ ➬ ➢❿ã❧➯✹➛✏ã❧➯✹➺➟ã➇➱➶Ò ñ .

A system state ➚ is considered to be secure according to the Bell-LaPadula model if the following three

properties are given:

simple security property (“no read up secrecy”): When a subject has read or write access to an ob-
ject, then the security level of the subject dominates the security level of the object (with respect
to the dominance relation 7.1).

ò❋ó✭ô☛õ❖ö❧÷❙ô✞ø✟ùûú▲ó✏ö✷÷➍ö✼ü✝ý✄þ➍ÿ✁� ô✄✂✆☎ ú▲ó✏ö✷÷➍ö✞✝❰ü✠✟☛✡➇ý☞�❣ô✌✂✎✍✑✏✓✒✕✔✵ú❤ó✖�✘✗✙✒✕✚ ú ÷✕�
(7.2)

This condition ensures that operations can only be performed for objects subdominant to the

subject’s security level. For example, the following access modes are:

valid: ✛✢✜✤✣ è✦✥ ✣ è✦✧✩★✫✪✭✬✯✮ ✰✲✱ ✛✢✜✤✣ ✮✴✳ ✛✶✵✕✷✁✸✞✹ ✪ ✜✺✜ ã✻✰✝ã✢★✺✬✄è☛✼✷ã ✷✁✽ ★✞✧✩★ ✜✾✽✿✜ è ✜✫❀ ã ✹❁✹❁✜✲❂ ✮ ✰✲❃ ✛ ✥ ✣ ✮✴✳ ✛✶✵✕✷✁✸✞✹ ✪ ✜✺✜ ã✻✰✝ã✢★✺✬✄è☛✼✷ã ✷✁✽ ★✞✧✩★ ✜✾✽✿✜✲❂ ✮
valid: ✛✢✜✺❄ è✦✥ ❄ è✦❅❆✧❧ã ✽ ★✲✮ ✰✲✱ ✛✢✜✺❄ ✮✴✳ ✛✶❇ ★✞✧✲❈ - ✜ ★ ✷❉✜ ã ✽ ã ❇ ★➲è❊✼✺✪✭❋❼ã ✹ ã ✽ ã✻★ ✜✲❂ ✮ ✰✲❃ ✛ ✥ ❄ ✮✴✳ ✛✻✜ ★ ✷●✜ ã ✽ ã ❇ ★✹è❊✼✺✪✯❋❼ã ✹ ã ✽ ã✻★ ✜✲❂ ✮
not valid: ✛✢✜✫❍ è✦✥ ❍ è✦✧✩★✫✪✭✬✯✮ ✰✲✱ ✛✢✜✫❍ ✮✴✳ ✛✶❇ ★✞✧✲❈ - ✜ ★ ✷❉✜ ã ✽ ã ❇ ★➲è❊✼✺✪✭❋❼ã ✹ ã ✽ ã✻★ ✜✲❂ ✮ ✰✲❃ ✛ ✥ ❍ ✮✴✳ ✛✻✜ ★ ✷●✜ ã ✽ ã ❇ ★✹è❊✼✷ã ✷✁✽ ★✫✧✲★ ✜✞✽✿✜✺❂ ✮

The condition enforces that subjects can only access information with the same or a lower security

level. Through the combination of classifications and need-to-know categories, it is possible to

partition a user model into classes in which the information flow can be restricted to one direction

(e.g., from ➢✏➞❴➫✡➢❴➩✼➡✷➩➇➚♥➞ to ➚♥➞✝➭➍➽ - ➢✏➞❴➫✡➢❴➩➇➡❧➩➇➚♥➞ ) within this class (e.g., ➺➉➜➻➩✼➵▲➩➇➡❧➩✷➞✏➢ ).■
-property (“no write down secrecy”): When a subject has read access to one object, then the security

level of another object for the write access must not be lower than the subject’s security level for
the read operation.

ú▲ó✏ö✷÷❑❏❴ö✼ü✝ý✄þ✪ÿ●�❣ô▲✂▼✏✓✒☞◆ ú▲ó✖�✘✗✙✒ ✚ ú ÷❑❏✭�
and

ú▲ó❿ö❧÷☞❖❿ö✫✝ ü✖✟☛✡➇ý✖�Ùô✄✂▼✏✓✒✕◆ ú❤ó✖�✘P◗✒ ✚ ú ÷☞❖✖� ó➶ô✞õ❖ö❧÷❑❏✝ö❧÷☞❖✭ô✞ø▼❘
(7.3)

This property specifies that information derived through read access to an object of a specific

security level cannot flow to another object on a security level which is subdominant with respect

to the dominance relation (see Expression 7.1). For instance, the write requests are:

valid: ✛✢✜✤✣ è✦✥ ✣ è✦❅❆✧❧ã ✽ ★✲✮ ✰✲❙ ✛✻✜✩✣ ✮❚✳ ✛❁✵✕✷●✸✾✹ ✪ ✜✫✜ ã❯✰✄ã✻★✫✬✝è☛✼✷ã ✷❱✽ ★✫✧✩★ ✜✞✽✿✜✺❂ ✮ ✰ ❃ ✛ ✥ ✣ ✮❚✳ ✛✶✵✕✷●✸✾✹ ✪ ✜✫✜ ã❯✰✄ã✻★✫✬✄è❊✼✷ã ✷✁✽ ★✫✧✲★ ✜✞✽✿✜✺❂ ✮
not valid: ✛✢✜ ❄ è✦✥ ❄ è✦❅❆✧❧ã ✽ ★✲✮ ✰ ❙ ✛✻✜ ❄ ✮❚✳ ✛❁❇ ★✫✧✲❈ - ✜ ★ ✷❉✜ ã ✽ ã ❇ ★➲è☛✼ ✜✞❀ ã ✹❲✹✶✜ è✿✪✭❋❼ã ✹ ã ✽ ã✻★ ✜✲❂ ✮ ✰✺❃ ✛ ✥ ❄ ✮❚✳ ✛✻✜ ★ ✷❉✜ ã ✽ ã ❇ ★➲è❊✼ ✜✫❀ ã ✹❁✹❁✜ è✿✪✯❋❼ã ✹ ã ✽ ã✻★ ✜✲❂ ✮
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The condition prevents confidential information from flowing to a subdominant security level to

which application systems which cannot be trusted to keep information confidential also have ac-

cess. Preventing this kind of information flow can be useful for two reasons. First, user modeling

agents employ procedures which maintain the integrity of the user model (see Chapter 7.2, So-

lutions for Integrity), and this sometimes entails modifying user model entries (e.g., entries of

different classes). The ❨ -property ensures that this is only possible if there is no information flow

to classes on a lower security level. Second, neither such intentional information flows, nor un-

intentional, accidental information flows (e.g., due to an application system error) are permitted

unless they are compliant with the model17.

discretionary security property: All requested access modes must be specified in the matrix ❩ .

❬❪❭✠❫❵❴▲❛❵❜✾❬❞❝✭❡❢❴✌❣❤❜✾❬❞❝✲✐✌❴▲❥❧❦✴♠✦❭✠❫✫❜✫❝✭❡❑❜✺❝✲✐♦♥♣❴▲q▼rs❝✲✐✌❴▲t✄❫✿✉ ❡
(7.4)

While the previous two properties describe the potential flow of information within the security

model, this property describes how an object (i.e., a user model entry) is related to a subject

(i.e., an application system) through particular access modes (see Chapter 7.1.2.3.1 for a detailed

description of an access control matrix).

Using the terminology of the Bell-LaPadula’s state machine model, all secure transactions (i.e., transac-

tions which transform a secure state ✈●✇ into a secure state ✈✁✇❯①③② ) starting from an initial secure state ✈❉④
result in a secure system (state ✈●✇❯①③② ). All transactions are considered to be secure if they comply with

the three properties described above.

With the Bell-LaPadula security model, it is possible to build a classification and need-to-know cate-

gories which characterize user model entries as well as user model clients (i.e. application systems). The

simple security property (see Expression 7.2) and the ❨ -property (see Expression 7.3) specify the possi-

ble information flow within the security levels of the user model. The particular access modes for user

model clients to user model entries can be defined by an access control matrix (see Expression 7.4) which

relates each subject to an object. The definition of particular access modes enhances the definition of the

possible information flow with a specification for concrete information access. This model is therefore

useful for specifying a compartmentalized user model (see Figure 5.1 on p. 47) and for assigning grades

of confidentiality to the user model entries in the compartments.

7.1.2.2.2 The Lattice Model of Secure Information Flow (Denning)

In Denning’s information flow control model (see [Denn76], [Denn82, Chap. 5]) the information flow

(denoted by ⑤ ) is described as reduced entropy18 of the object to which information flows.

An information flow from the variable ⑥❆⑦✞⑧ to the variable ⑨✴⑦✾⑧
⑥ ⑦✾⑧ ⑤❧⑩❢⑨ ⑦✾⑧ (7.5)

17Because all components involved in the security model have to comply with such conditions, these models are often called

mandatory security models (MAC models).
18See [Sha49], [Blah87], or [Denn82] for entropy and conditional entropy.
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is given when, through a state transition from state ❷ to state ❷✕❸ (caused by a command sequence ❹ ,❷♣❺❆❻❼❷ ❸ ), new information about ❽❆❾✞❿ can be obtained (i.e., reduction of conditional entropy) from ➀✴❾✾❿ :➁✌➂✤➃ ❿✭➄ ❽❆❾✞❿➆➅❢➇ ➁✌➂ ➃ ➄ ❽ ❾ ➅ (7.6)

For example, in a user model19 in the state ❷ with the set of formulas:➈ ❾➊➉➌➋➎➍➐➏ ➄☛➑ ➅➓➒ ➍➔➏ ➄❊→ ➅➣➒ ➍➐➏ ➄☛↔ ➅➣➒ ➍➐➏ ➄☛↕ ➅✭➙ ➍✘➛ ➄☛➑ ➅➣➒ ➍✘➛ ➄❊→ ➅✭➙➍✘➛ ➄☛➑ ➅➐➜ ➍➔➏ ➄☛➑ ➅➣➒ ➍➐➏ ➄❊→ ➅✭➙ ➍③➛ ➄❊→ ➅➐➜ ➍➔➏ ➄☛↔ ➅➣➒ ➍➔➏ ➄☛↕ ➅✭➙➝❆➞ ➙✤➟➠➙✩➡➐➢ ➍③➤ ➄ ➞ ➅➣➥ ➍➓➤ ➄ ➟➦➅➔➧ ➞ ➉ ➟ ➨ (7.7)

and ❽ ➉➩➍➐➏ and ➀ ➉➩➍✘➛ , ❽ ❾ has an entropy (with ➫ ➄ ❽ ❾ ➅ as the probability distribution of ❽ ❾ ):
➁ ➄ ❽ ❾ ➅ ➉➯➭➳➲➸➵ ➃ ➫ ➄ ❽ ❾ ➅✺➺ ↕❆➄ ➫ ➄ ❽ ❾ ➅✩➅ ➉➻➭ ➄●➼➽ ➺ ↕➐➼➽➚➾ ➼➽ ➺ ↕➊➼➽➠➾ ➼➽ ➺ ↕➐➼➽➠➾ ➼➽ ➺ ↕➊➼➽ ➅ ➉➶➪ (bits)

After inserting the predicate ➍ ➛ ➄☛➑ ➅ through ❹ , the state changes:➈ ❾ ❿❵➉➹➋ ➍➔➏ ➄☛➑ ➅➣➒ ➍➐➏ ➄❊→ ➅✭➙ ➍✘➛ ➄☛➑ ➅✭➙➍③➛ ➄☛➑ ➅➔➜ ➍➐➏ ➄☛➑ ➅➣➒ ➍➔➏ ➄❊→ ➅✭➙ ➍✘➛ ➄❊→ ➅➔➜ ➍➐➏ ➄☛↔ ➅➓➒ ➍➔➏ ➄☛↕ ➅✭➙➝❆➞ ➙✤➟➠➙✩➡➔➢ ➍ ➤ ➄ ➞ ➅➓➥ ➍ ➤ ➄ ➟➦➅➘➧ ➞ ➉ ➟ ➨ (7.8)

and so does the entropy of ❽❆❾ ❿ :
➁ ➄ ❽❆❾ ❿ ➅ ➉➯➭ ➄ ➼➪ ➺ ↕ ➼➪ ➾ ➼➪ ➺ ↕ ➼➪ ➾❧➴➷➾❧➴ ➅ ➉ ➼ (bit)

The conditional entropy of ❽ in state ❷ (in absence of information about ➀ ❾ ) is:➁➦➂ ➃ ➄ ❽ ❾ ➅ ➉ ➁ ➄ ❽ ❾ ➅ ➉➶➪ (bits)

and with knowledge of ➀ ❾ ❿ :
➁✌➂✤➃ ❿✭➄ ❽❵❾ ❿ ➅ ➉➻➭➳➲ ➵ ➃ ❿ ➫

➂✤➃ ❿✯➄ ❽❵❾ ❿ ➅✺➺ ↕❆➄ ➫ ➂✤➃ ❿✭➄ ❽❆❾ ❿ ➅✩➅ ➉➯➭ ➄ ➼➪ ➺ ↕ ➼➪ ➾ ➼➪ ➺ ↕ ➼➪ ➾❧➴➬➾❧➴ ➅ ➉ ➼ (bit)

Because (see inequation 7.6): ➁✌➂ ➃ ❿✯➄ ❽❆❾ ❿ ➅ ➉ ➼ ➇
➁✌➂ ➃ ➄ ❽ ❾ ➅ ➉➮➪

an information flow exists from the variable ❽ ❾ ❿ to the variable ➀ ❾ ❿ ( ❽ ❾ ❿●➜➱❻➊➀ ❾ ❿ , see Expression 7.5).

Hence, a user modeling component which only has knowledge about the value of ➀ ❾ ❿ (i.e. ➍✘➛ ) has a

lower uncertainty about the (probable) value of ❽ ❾ (i.e. ➍➐➏ ) after the state transition through the command

sequence ❹ .

In Denning’s information flow control model, a flow policy is defined by arranging security classes in

a lattice20 ➄✾✃➔❐ ➙✕➇❒➙✭❮✄➙✭❰❒➅ , where ➇ defines a dominance relation21, ❮ the least upper bound operator

19For this example, the user model consists of a set of first order logic formulas, see [Pohl98, Chap. 3].
20See [Denn82, Chap. 5] or [Bir61] for a definition.
21reflexive, transitive, antisymmetric
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(ÐÒÑ③Ó✩Ô➠Õ➳Ö➐×➻Ø❉Ñ✄Ù✆ÔÚÕ➳Ö➔× ), Û the greatest lower bound operator (ÐÒÑ③Ó✩Ô➠ÕÜÖ➔×➻Ø❉Ñ✄Û✆ÔÚÕ➳Ö➔× ). There is

also a supremum Ý✕Þ✴ß✘à✾Ö➔×âá and an infimum ã✾ä➓å➘à✾Ö➔×âá .
Each object æ is assigned to a security class Ý❱ç❉à☛æèá❢Õ➳Ö➔× . An information flow Ñ❵éÒê❧ëìÔ é✞í is allowed, if

Ý❱ç●à➆Ñ❵é✭á❢îïÝ❑ç❉à➆Ô é í á (7.9)

For example, in a specific user adaptive system the security classes ã✾äñð✩ò☞óèò❑Ý❑ð ç✖æ❱ä➓Ý❑Þõôöò✕ó÷ÕøÖ➔× ,ã✾äñð✩ò☞óèò❑Ý❑ð ßõó❉æ●ùèÞ❆ç✖ò✕ó➯ÕúÖ➔× , ã✾äñð✲ò✕óèò❑Ý❑ð ôüû✴ã✾äñð✲û❚ã✾ä➓ò☞ó➯ÕýÖ➔× , and ã✞äñð✲ò✕ó❉ò❱Ý✕ð Ý❑Þèß❵ò☞ó●þ✴ã✫Ý❱æ✁ó➌ÕÿÖ➔× can be

ordered by the dominance relation:

ã✾äñð✩ò☞óèò❱Ý✕ð ôüû❚ã✾äñð✲û✴ã✾ä➓ò✕ó î ã✾äñð✩ò☞óèò❑Ý❑ð ç✖æ❱ä➓Ý❑Þõôöò✕óã✾äñð✩ò☞óèò❱Ý✕ð ôüû❚ã✾äñð✲û✴ã✾ä➓ò✕ó î ã✾äñð✩ò☞óèò❑Ý❑ð ßõó❉æ●ùèÞÒç☞ò✕óã✾äñð✩ò☞óèò❱Ý✕ð ç✖æ✁ä➓Ý✕ÞÒôöò☞ó î ã✾äñð✩ò☞óèò❑Ý❑ð Ý✕Þ✴ß❆ò☞ó●þ❚ã✫Ý❑æ✁óã✾äñð✩ò☞óèò❱Ý✕ð ßõó❉æ●ùèÞ❆ç☞ò☞ó î ã✾äñð✩ò☞óèò❑Ý❑ð Ý✕Þ✴ß❆ò☞ó●þ❚ã✫Ý❑æ✁ó
(7.10)

With �✂✁☎✄ ✆ (see Expression 7.7) as objects, the information flow Ñ é✞í ê❧ë❢Ô é✞í is:

valid: Ý❑ç❉à✝�✂✁✠á✟✞ ã✾äñð✩ò☞óèò❑Ý❑ð ßõó❉æ●ùèÞ❆ç✖ò✕ó Ý❑ç❉à✝�✠✆❑á✟✞ ã✾äñð✩ò☞óèò❑Ý❑ð Ý❑Þèß❆ò✕ó✁þ❚ã✫Ý❱æ❱ó
not valid: Ý❑ç❉à✝�✂✁✠á✟✞ ã✾äñð✩ò☞óèò❑Ý❑ð ßõó❉æ●ùèÞ❆ç✖ò✕ó Ý❑ç❉à✝�✠✆❑á✟✞ ã✾äñð✩ò☞óèò❑Ý❑ð ôüû❚ã✾äñð✺û❚ã✾ä➓ò✕ó
not valid: Ý❑ç❉à✝�✂✁✠á✟✞ ã✾äñð✩ò☞óèò❑Ý❑ð ç✖æ✁ä➓Ý✕ÞÒôöò☞ó Ý❑ç❉à✝�✠✆❑á✟✞ ã✾äñð✩ò☞óèò❑Ý❑ð ôüû❚ã✾äñð✺û❚ã✾ä➓ò✕ó

The information flow control model describes only which kinds of information flows are allowed within

a system but does not specify which actions (e.g., read, write) can be performed by subjects on specific

objects. It is therefore less stringent than the Bell-LaPadula model. It is also more flexible in its definition

of valid information flows because it does not classify user model clients by security levels. Rather, it

concentrates on the processed information by grouping user model entries into security classes which

are arranged in a lattice. Information might flow according to the dominance relation (see Expression

7.10) in the direction of the supremum of the lattice (e.g., ã✾äñð✩ò☞óèò❑Ý❑ð Ý❑Þèß❆ò✕ó✁þ❚ã✫Ý❱æ❱ó in Expression 7.10).

The model describes in a declarative manner how to verify the validity of an information flow which was

induced by a state transition from state Ý to state Ý☛✡ via a command sequence ☞ ( Ý✍✌❆ë❼Ý✎✡ ). It focuses on the

probable values of variables (for instance, on the values of the user model entries �✟✁ and �✏✆ ) rather than

on subjects (i.e., user model clients) and the commands they are allowed to give to a user model (e.g.,

insert). Since the concrete commands (or command sequences ☞ ) which lead to permissible information

flows are not described explicitly by the model, automatic procedures for checking the feasibility of

the command (sequence) to be carried out cannot be employed. Rather, the command (sequence) must

be carried out on the user model and afterwards retracted if an invalid information flow occurs. This

strategy usually involves expensive computations, particularly the calculation of conditional entropy,

and command sequences which are not retractable may exist.

Because concrete commands are not described within the information flow model, it is applicable for

non-compartmented or sub-symbolic representation mechanisms. However, it is not generally applicable

to all user models because of the limitations of the user modeling systems which host them (see above).

The information flow control model also has to be implemented within the user modeling system in order

to be able to calculate entropies. Thus, a security model based on Denning’s information flow control

model must be adjusted to each individual user modeling system.
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7.1.2.3 Access Control Models

The security models discussed above defined the information flow within an information system either

by grouping conflicting information into mutually exclusive access classes or by specifying the permiss-

able effects between information classes. These security models focus either on the relationship between

particular information objects (e.g., user model entries) by grouping them into (conflicting) information

classes with no information flow permitted between them, or they focus on defining permissable informa-

tion flows between information classes. An exception is Bell and LaPadula’s multi-level security model

(see Chapter 7.1.2.2, Information Flow Control Models) where, in addition to the description of the pos-

sible information flows, subjects are related to objects by access modes through an access control matrix

(see Expression 7.4 on p. 94). This access control matrix will be described in detail in the following

section.

Via a matrix, all objects in an information system can be related to the subjects by access modes which

are granted to a given subject on an object (e.g., ✒✔✓✎✕✗✖✙✘✚✖✗✓✎✛✜✓✣✢☎✓ ). When requirements concerning the

confidentiality of the objects are strong, most of the matrix’s elements will be empty because only few

access modes are defined. Hence, the matrix can be broken down into access control lists (with focus

on the objects) or capability lists (with focus on the subjects). In both of these methods subjects and

objects are related directly by access modes. The role-based access control model enhances the access

matrix model (and the lists into which it can be broken down) by introducing an abstract entity (i.e., a

role) which groups access modes. Subjects and objects are no longer related by concrete access modes

but by a collective term for these modes (i.e., a role).

In the following sections, the different access control models are described.

7.1.2.3.1 The Access Matrix Model

The access matrix model developed by Harrison, Ruzzo, and Ullman (HRU model, [HRU76]) relates

each subject ✤☛✥ ( ✤☛✥✧✦✩★ ) and each object ✪✣✫ ( ✪✣✫✬✦✩✭ ) of an information system through a set of access

modes ✮ ✥✰✯ ✫✲✱✴✳ (e.g., ✳✶✵✸✷ ✒✔✓✎✕✗✖✙✘☎✹✺✒✼✻✽✢✾✓✔✘✚✿❀✒✔✓☛✕❁✢☎✓❂✘✚✖✗✓✎✛✜✓✣✢☎✓❄❃ ). The relation is denoted by the matrix❅ ✵❇❆ ✮ ✥✰✯ ✫❉❈ . The validity of a request ❆ ✤ ✥ ✘✚✪ ✫ ✘✚✪❀❊ ❈ with ✪❀❊❋✦ ✳ is given by the following equivalence:

❆ ✤ ✥ ✘✚✪ ✫ ✘✚✪❀❊ ❈ valid ● ✪❀❊❋✦❍✮ ✥✰✯ ✫ (7.11)

For a user adaptive system with application systems ✕☛❊✔❊■✛✜❏✣✘✚✕☛❊✔❊■✛▲❑❉✘✣▼✣▼✣▼❉✘✚✕✎❊❁❊■✛❖◆P✦◗★ , the set of objects✭ ✵❘✷ ✓✣❙❚✢❯✒✼❱ ❏ ✘❲✓✣❙❚✢❯✒❄❱ ❑ ✘❲✓✣❙❚✢❯✒✼❱✔❳✼✘❲✓✎❙❚✢❨✒❄❱❂❩✼✘✣▼✣▼✣▼☛✘❲✓✣❙❚✢❯✒❄❱❂❬❭❃ , and the set of rights ✳❪✵❫✷ ✕❴✘☎❵✏✘☎✻✚✘✚✖❛❃ , (e.g., ✕ ✵✕❜✤❉❝❞✘☎❵ ✵ ❵✔❊❞✖❁✕❡✢✾✓✔✘☎✻ ✵ ✻❢❙❣✤✼✓✣✒❄✢❤✘✚✖ ✵ ✖✗✓✎✛✜✓✣✢☎✓ ) an example of an access control matrix is given below:

❅ ✵
✐❥❥❥❥
❦
✷ ❵❣❃ ✷ ❵❣❃ ✷ ❵❣✘✚✕■✘☎✻✚✘✚✖❛❃ ❧✣❧✣❧ ✷ ❵❣❃✷ ❵✏✘✚✕❴✘☎✻✚❃ ✷ ❵✏✘✚✕❴✘☎✻☎❃ ✷ ❵❣✘✚✕■✘☎✻✚✘✚✖❛❃ ❧✣❧✣❧ ✷ ❵✏✘✚✕❴✘☎✻☎❃
...

...
...

...
...

...✷ ❵✏✘✚✕❴✘☎✻❲✘✚✖❛❃ ✷ ❵✏✘✚✕❴✘☎✻✚✘✚✖✙❃ ✷ ❵❣✘✚✕■✘☎✻✚✘✚✖✙❃ ✷ ❵❣✘✚✕■✘☎✻✚✘✚✖❛❃ ❧✣❧✣❧ ✷ ❵✏✘✚✕❴✘☎✻✚✘✚✖✙❃

♠❲♥♥♥♥
♦ (7.12)

In addition to the matrix described here, the HRU model makes it possible for subjects to alter the matrix❅
in order to modify the relation between subjects and rights (i.e., discretionary22 access control model,

DAC model) which is, however, not relevant for user modeling purposes.

22The relation of access modes can be modified at the users’ discretion.
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7.1.2.3.2 Capability Lists and Access Control Lists

For user adaptive systems in which a high degree of separation (i.e., noninterference, see Chapter 7.1.2.1,

Noninterference Models) between different application systems is demanded (see CONT-DIV, CONT-

SEP in Figure 5.1 on p. 47) the matrix q rts✰✉❍✈✰✇ ①☛② (see above) is sparse (for instance, subject ③ is

not related with a right to objects ④⑥⑤⑧⑦⑨④✼⑩❚❶⑨s✝❷❸② and subject ❷ is not related with a right to objects④❹⑤❺⑦⑨④✼⑩❚❶⑨s✝③❭② ).
A capability list ⑦⑨❻▲❼❨❽ for a subject ❾✎✈ is a set of pairs containing all rights applicable for ❾☛✈ :

⑦⑨❻✰❼✽❽❣r➀❿❡s✝④✣①❁➁☎✉❍✈✰✇ ①☛②✧➂❉✉❍✈✰✇ ①➄➃r⑥➅✗➁✎➆➈➇➊➉➋➇➌✉➎➍ (7.13)

The capability list for ❾☛✈ contains all non-empty sets of the row ➏ of matrix q and their relation to objects

(e.g., ⑦⑨❻➑➐❨➒✚➒✎➓→➔➣r↔❿❡s✜↕✣⑩❚❶❯➙❄➛❜➜✎➁⑨❿✎➝➞➍✼②❀➁➟s✜↕✎⑩❚❶❨➙❄➛✔➠❉➁⑨❿✎➝➞➍✼②❀➁➡s✜↕✣⑩❚❶❯➙✼➛❂➢✼➁⑨❿✎➝❣➁✚➤■➁☎➏✚➁✚➥✙➍✼②❀➁➟➦✣➦✣➦❉➁➧s✜↕✎⑩❚❶❨➙❄➛❂➨➩➁⑨❿✎➝❣➍✼②❲➍ ). Ordered

according to objects (instead of according to subjects), access control lists can be obtained which specify

which subjects are allowed to perform operations for a given object ④✣① :
➤✗⑦⑨❻➑➫✜➭✺rP❿❡s✜❾ ✈ ➁☎✉ ✈✰✇ ① ②✧➂❉✉ ✈✰✇ ① ➃r➯➅✗➁✎➆➩➇➲➏➟➇➌⑩✍➍ (7.14)

For example, the access control list for object ↕✎⑩❚❶❨➙❄➛✔➳ is: ➤✗⑦❤❻▲➵✽➸✼➺➼➻✾➽✚➾➚r➀❿✔➦✣➦✣➦✎➁☛s✝➤☛➪✔➪■❻➑➸■➁⑨❿✎➝✏➁✚➤❴➁☎➏✚➁✚➥✙➍✼②❲➍ .
Breaking down the access control matrix reduces the storage and retrieval effort for sparse matrices but

does not offer more opportunities than the access matrix model does.

The next section describes an access control model which extends the relationship between subjects and

objects through access modes to include an additional entity.

7.1.2.4 Role-Based Access Control Model

The security models proposed in the previous sections relate subjects (e.g., user model clients) to objects

(e.g., entries in a user model) through permissions (i.e., permissible access to objects). The semantics of

permissions (e.g., read, write) are fixed within the respective model and cannot be changed.

In the role-based access control model (RBAC model, see [SCFY96], [SB97], and [SBM99]) permissions

are grouped by roles. These roles are abstract entities for which names and semantics can be chosen and

changed by the designer of the access control model. Permissions23 describe different modes of access

(e.g., to a user model). This flexibility in defining and grouping permissions through roles means that

RBAC is not bound to a particular access policy (see the previous sections in this chapter) though it still

supports important principles [SCFY96, p. 40]:

“Although the RBAC concept is policy neutral, it directly supports three well-known security principles:

➶ Least privilege: Only those permissions required for the tasks performed by the same user in the

role are assigned to the role.➶ Separation of duties: Invocation of mutually exclusive roles can be required to complete a sensitive

task, such as requiring an accounting clerk and an account manager to participate in issuing a

check.

23For instance, two permissions read-identifying and read-anonymous can distinguish read access to user model entries which

make it possible either to identify the user or to maintain his anonymity.
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➘ Data abstraction: Instead of the read, write, execute permissions typically provided by the operat-

ing system, abstract permissions, such as credit and debit for an account object, can be established.”

The above-mentioned principles support the confidentiality of information. For the purpose of user

modeling, the principles are explained by examples:

➘ Least privilege: Application systems which are only dependent on particular information classes

of the user model (e.g., information concerning the user’s skills or interests) should be able to

access only that information class which is intended for them. Also, within that class, only access

modes which are necessary for the functioning of the application system should be granted. For a

particular application system, read access may be adequate but not the modes delete or modify.

➘ Separation of duties: For a user model which is divided into parts containing anonymous and

personal data, two different roles which collect access modes to anonymous data and access modes

to personal data can be defined. Application systems may be assigned to one of these roles but not

to both in order to prevent the linkage of anonymous and personal data. With dynamic separation

of duty, an application system is prevented from using two (separated) roles in one session, static

separation of duty prevents application systems from using two (separated) roles at any time.

➘ Data abstraction: Through authorization (see below), user model clients are assigned to roles

which collect access modes to user model entries. The user model clients are therefore no longer

related directly to user model entries as they were in the security models described in the previ-

ous sections. By defining roles, the authorization can abstract from concrete user model entries

(compare the enumerated entries in Matrix 7.12 on p. 97). For instance, the role interest consumer

may collect all access modes necessary to acquire knowledge about the user’s interests without

specifying the concrete user model entries.

By means of roles, different access modes can be assigned to subjects (i.e., user model clients, denoted

as users in the model of [SCFY96]) which can vary with different information requests (denoted as

sessions). The role-based access control model is formulated set-theoretically, making straightforward

implementation and verification possible. The base reference model ➴❭➷❹➬❭➮✃➱ is given by [SCFY96, p.

42] (examples will be given in a later section):

➴❭➷❹➬❐➮✃➱
➘❮❒ , ➴ , ❰ , and Ï (users, roles, permissions, and sessions);➘ ❰➣➬PÐ✲❰ÒÑ❺➴ , a many-to-many permission-to-role assignment relation;➘❮❒ ➬ÓÐ ❒ Ñ❺➴ , a many-to-many user-to-role assignment relation;➘ÕÔ×Ö❉Ø✎Ù➋Ú Ï✩Û ❒ , a function mapping each session Ö✎Ü to the single user Ô❞Ö✼Ø✣Ù✙Ý✜Ö☛Ü✜Þ (constant for

the session’s lifetime); and➘ÕÙ❂ß❄à✜Ø☛Ö➣Ú Ï➊Ûâá❂ã , a function mapping each session Ö Ü , to a set of rolesÙ❂ß❄à✜Ø☛Ö✗Ý✜Ö Ü Þ Ðåä Ù❴æ→Ý✰Ô❞Ö✼Ø✣Ù✙Ý✜Ö Ü Þ❀ç☎Ù✔Þéèê❒ ➬➣ë (which can change with time) and

session Ö Ü has the permissions ì✠í❤î✼í✾ï✾ðòñ❯ó✚ô→ó❨õ❖ö✾ä☎÷ æ→Ý ÷ ç☎Ù✔Þéè ❰➩➬➣ë .
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For role-based access control models whose roles describe intersecting permission sets, role hierarchies

in which permissions are passed along the hierarchy via inheritance can be introduced . This leads to the

extended model ø❭ù❹ú❐û➚ü given in [SCFY96, p. 42] (examples will be given in a later section):

ø❭ù❹ú❐û➚ü✏ý❮þ
, ø , ÿ , � , ÿ➩ú ,

þ
ú , and ✁✄✂✆☎✞✝ are unchanged from ø❭ù❹ú❐û✠✟ ;ý

ø☛✡✌☞Òø✎✍ ø is a partial order on ø called the role hierarchy or role dominance relation,

also written as ✏ ; andý
✝✒✑✔✓✕☎✖✂✘✗✙�✛✚✢✜✒✣ is modified from ø❭ù❹ú❭û ✟ to require

✝✒✑✔✓✕☎✖✂✥✤✕✂✞✦★✧✠☞✪✩✞✝✬✫✭✤★✮✥✝✔✯✰✏✱✝✲✧✴✳✵✤✶✁✷✂✸☎✹✝✺✤✕✂✖✦✕✧✼✻✽✝✔✯✾✧❀✿
þ
ú❂❁✕❃ (which can change with time) and

session ✂ ✦ has the permissions ❄❆❅❈❇✸❅❊❉❊❋❍●❏■▲❑✭■◆▼✾❖❊✩✽P◗✫✭✤★✮❘✝ ✯ ✯✄❙ ✝✲✧✴✳✵✤❍P❚✻✽✝ ✯ ✯ ✧✠✿ ÿ➩ú❯❁✕❃ .
A further extension can be made through ø❭ù ú❭û✠❱ [SCFY96, p. 44] which allows for integration of

arbitrary predicates whose truth values are contingent on their compliance with constraints (e.g., mutual

exclusion of roles for one user in the same session or in all sessions, i.e., dynamic or static separation of

duty, see above and [San98], [Kuhn97], [SZ97]). In order to fulfill the information request, the necessary

access modes must be present and the predicates must be true.

Role-based access control models are policy neutral. Nevertheless, because of their flexibility and ex-

pressiveness, several policies, and thereby security models, can be modeled by RBAC. Nyanchama and

Osborn (see [NO95], [Osb97], and [San96a]) describe the emulation of a mandatory access control model

(see Chapter 7.1.2.2, Information Flow Control Models). Sandhu and Munawer [SM98] show how a dis-

cretionary access model (see Chapter 7.1.2.3, Access Control Models) can be represented by RBAC, and

Barkley [Bar97a] shows how access control lists (see Chapter 7.1.2.3, Access Control Models) can be

expressed by RBAC.

The role-based access control model makes it possible to implement several of the policies which are

mandatory in the security models described in Chapter 7.1.2, Secrecy through Selective Access, and to

vary these policies according to the requirements24 of particular user adaptive systems. The role-based

access control model is also flexible enough to support a changing number of user model clients through

data abstraction.

7.1.2.5 Applicability of Security Models to User Modeling

This section compares the security models presented in the previous sections and rates their applicability

for the purpose of user modeling. With respect to general information systems, the security models

24For instance, the described security models focus either on the requirement for confidentiality (see Chapter 7.1.2.2.1) or on

the requirement for integrity (see Chapter 7.2.2.1, Data Integrity). For user models, an orientation either on confidentiality

or on integrity would both yield negative results. In the first case, user model clients which are classified to handle

confidential information are not able to correct user model information which is accessible to user model clients which are

classified to handle less confidential information – the integrity of user model information on lower confidentiality levels

can therefore not be maintained by clients on higher confidentiality levels. In the latter case, clients which are considered

to foster the integrity better must be able to supersede a greater set of user model information than clients which are

less reliable – therefore clients on a high integrity level will keep their information less confidential. For user modeling

purposes, a mixture of these two orientations will be suitable which affords a security model that can adapt to varying

policies.
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described here have been compared by Pernul [Per95] and others (e.g., [DMD89], [Gol99], [Lan97],

[McL87], [Per94], [PT92], [San96], and [Sum97]).

Security models are just as important for user adaptive systems as they are for general information sys-

tems. Depending on the domain and structure of the user adaptive system, the mode of cooperation

between different application systems (e.g., application system ❳ and application system ❨ in Figure

5.1 on p. 47) using a shared user model, and the demands of the user being modeled, different security

models are appropriate.

Noninterference models are most appropriate when several application systems maintaining a common

user model need to be separated completely (see CONT-DIV, CONT-SEP in Figure 5.1 on p. 47).

The Chinese Wall security policy provides a formalism for specifying conflict classes (e.g., ❩✴❬✸❭✰❪✴❫❴❳☛❵ and

❩✴❬✸❭✰❪✴❫❴❨❛❵ in Figure 5.1 on p. 47) from which a specific user model client can choose to access information

from only one of the conflicting classes. An assignment of particular conflicting classes to user model

clients is not made by the Chinese Wall security policy. The client choosing one class out of a set of

conflicting classes (for instance, ❩✴❬✸❭✰❪✹❫❴❳❜❵ ) determines for itself which classes are to be excluded for

further requests (for instance, all classes which conflict with ❩❈❬✸❭✰❪✹❫❴❳❜❵ ). Thus, it is not possible with the

Chinese Wall security policy to prevent access to a class of sensitive information for a particular client.

The Goguen and Meseguer noninterference model makes it possible to separate user model clients main-

taining a common user model by assigning clients to groups. In addition to noninterference of clients,

noninterference of commands (e.g., the insertion of user model entries) can also be formulated within

the model. When combined with one another, particular commands issued by particular clients can be

defined as being noninterfering with other clients (i.e., the execution of these commands cannot be de-

tected by other application systems). Crucial for the noninterference model is the history of all issued

commands starting from an initial state and the ability to purge commands from the history. User mod-

eling components usually don’t keep a history of all executed commands. However, even if they did, it

is likely that a history purged by arbitrarily chosen commands would result in an inconsistent state of

the user modeling component. This danger would be particularly great for conflict classes which are not

static (for instance, when clients change or join a conflict class).

In their multi-level security model Bell and LaPadula provide means for classifying user model entries

and application systems according to content classes and sensitivity levels. Furthermore, the model de-

fines the permissible information flow in order to prevent information from becoming accessible in con-

tent classes which were not assigned or on sensitivity levels which are lower than expected. The no write

down property supports confidentiality within a user adaptive system but has two consequences which

are counterproductive25 : First, application systems in which the user trusts (i.e., application systems on a

high sensitivity level) are unable to supersede (e.g., update, delete) entries made by application systems

on a lower sensitivity level. This means that trusted application systems are not allowed to correct user

model entries made by untrusted application systems. Second, untrusted application systems are not

allowed to acquire knowledge of any user model entry made by an application in which the user places

greater trust. These characteristics lower the trustworthiness of the user model entries and consequently

diminish the quality of the user adaptive system.

25The conflict between confidentiality and integrity inherent in such security models is discussed in [Wis91] and on p. 100.

Possible ways of resolving this conflict are explored in Chapter 7.2.2.4, Inference Integrity and Chapter 7.1.2.4, Role-Based

Access Control Model.
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Using Denning’s information flow model, it is possible to specify permissible information flows by ar-

ranging security classes in a lattice. This allows for a more flexible security policy – in contrast to the

multi-level security model where the security policy is mandatory. Nevertheless, an information flow

between classes caused by a command sequence can be detected only by a tremendous amount of com-

putation (see the comparatively simple example on p. 95).

Common to the noninterference, multi-level security, and information flow models is the fact that the

defined security policy must be enforced by the user modeling system. For example, the noninterference

model relies on the history of commands and on their virtual execution after being purged of certain

commands. This can only be done, if at all, by the user modeling system. The multi-level security model

presumes that information is not processed outside the component implementing the security model.

Otherwise it would be possible to retrieve information belonging to a security level ❝✒❞❀❡✕❢✔❣ and insert that

information on a security level ❝✷❤❞ ❡✕❢✔❣ subdominant to ❝✒❞✠❡✕❢✸❣ (thereby violating the ✐ -property, see Ex-

pression 7.3 on p. 93). For the information flow control model, it is essential to calculate the conditional

entropy for all user model entries before each state transition of the user modeling component. Because

inferences within the user modeling component influence the conditional entropy of a user model entry

(see example 7.10 on p. 96), the calculation can only be performed within this component.

To be implemented within a user modeling system, these security models must be adapted to the specific

representation and inference techniques of the particular user modeling system. They are therefore not

independent of the user modeling system employed.

For the majority of user adaptive systems, it is appropriate to focus on the interface of the user modeling

component with the user adaptive system. Controlling the communication between application systems

and the user modeling component makes it possible to specify the joint maintenance of a shared user

model through selective access to information. This approach makes no assumptions about the internal

structure and information processing of the user modeling component and is therefore generally applica-

ble.

We have chosen role-based access control as our access control model for an implementation and ap-

plication within a user adaptive system. This model makes it possible to develop simple and intuitive

security models as well as to emulate many well-known security models. The balance between security

requirements and convenient use can be achieved on different levels of granularity (e.g., different struc-

tures of the role hierarchy) – which is especially important for user adaptive systems in which a user

protecting his user model is included in the system.

The role-based access control model implemented here and its potential for user modeling purposes will

be discussed in the next section.

7.1.3 Confidentiality through the Role-Based Access Control Model

In the previous section the role-based access control model was described and compared with other

well-known security models. Because it is independent of a given policy and is flexible in supporting a

changing number of application systems, we prefer this access control model for use within user adaptive

systems.

This section offers examples of policies which apply to the use of user model entries by application

systems and are expressed as role-based access control models (RBAC models).
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User models often collect data on the interests of their users in order to provide adaptive application

systems with a basis for personalized information supply. While “some application systems only make

use of the user’s interests stored in the user model”26 (i.e., they are interest consumers), “other appli-

cation systems have to insert or update entries in the user model” (i.e., they are interest producers). “A

certain set of permissions is common to all application systems” (e.g., contacting the user model, interest

maintainer) and “all permissions must be available for a supervisor” which must be able to correct the

user model entries (for instance, the user, interest supervisor).

Given the competencies described above for the roles27 ❦★❧✰♠✽♥✹♦♣♥✆q✞♠ r✴s✸❧❚q✞t✈✉✇♥✹♦ , ❦★❧✰♠✽♥✹♦♣♥✖q✖♠ ①✬♦✒s✔②♣t✈r✹♥✞♦ ,❦★❧✰♠✽♥✹♦♣♥✖q✖♠ ✉④③✙❦★❧✰♠❏③✙❦★❧❚♥✞♦ , and ❦★❧✰♠✽♥✹♦♣♥✆q✞♠ q✖t♣①✷♥✞♦✔⑤✲❦◆q✆s✸♦ , a hierarchy of roles can be arranged where permis-

sions28 are propagated (i.e., inherited) along the hierarchy in the direction of the arrows:

interest-maintainer

interest-producer interest-consumer

interest-supervisor

Figure 7.2: Role hierarchy arranging roles according to competencies

In the terminology of ⑥☛⑦⑨⑧☛⑩❂❶ (see Chapter 7.1.2.4, Role-Based Access Control Model), the role hierar-

chy is given by:

⑥☛❷❹❸❻❺ ❼ ❦❽❧✰♠❊♥✞♦✒♥✆q✞♠ q✞t✲①✷♥✹♦✔⑤✲❦❏q✖s✸♦✸❾✽❦★❧✰♠❊♥✞♦♣♥✖q✖♠ ①✬♦✒s✸②✲t✈r✹♥✹♦✲❿✼❾
❼ ❦❽❧✰♠❊♥✞♦✒♥✆q✞♠ q✞t✲①✷♥✹♦✔⑤✲❦❏q✖s✸♦✸❾✽❦★❧✰♠❊♥✞♦♣♥✖q✖♠ r❈s✸❧❚q✖t✬✉✇♥✞♦♣❿✼❾
❼ ❦❽❧✰♠❊♥✞♦✒♥✆q✞♠ ①✬♦✒s✸②✲t✈r✹♥✹♦✸❾✽❦★❧✰♠✽♥✹♦♣♥✖q✖♠ ✉④③✙❦★❧✰♠❊③✲❦★❧❚♥✞♦✲❿✼❾
❼ ❦❽❧✰♠❊♥✞♦✒♥✆q✞♠ r❈s✸❧❚q✖t✬✉✇♥✞♦✆❾✽❦★❧✰♠✽♥✹♦♣♥✆q✞♠ ✉④③✙❦★❧✰♠❊③✲❦★❧❚♥✞♦✲❿ ➀

(7.15)

where the elements of ⑥☛❷ represent the dominance relation: ❼ ③✬❾➂➁✹❿❀➃ ⑥☛❷➅➄ ③➇➆➈➁ .
For many user adaptive systems, there are different implementations for a type of application system

(e.g., different implementations for a news reader exist as representatives for ❦★❧✰♠✽♥✹♦♣♥✖q✖♠ r✴s✆❧❚q✖t✬✉✇♥✞♦ ) and

different implementations “can be on different user’s trust levels” depending on their reliability, the

implementer, the availability of the source code, etc.

To illustrate, we have chosen three trust levels: untrusted (no assurances regarding the trust level of

the implementation can be given), trusted (the implementation is assumed to be trustworthy, e.g., based

either on experience or on recommendation), inspected (the trustworthiness of the implementation has

been proven, e.g., by inspection of the source code).

Through ordering the three levels ( ❦★❧❚q✽①✄♥✞r❈♠❊♥✖②➉➆➊♠◆♦✔t✷q✖♠✽♥✞②➋➆➊t✬❧✰♠❏♦✸t✄q✞♠✽♥✞② ) a second hierarchy is established

which is orthogonal to the classification shown in Figure 7.2. A combination of these two orthogonal

26Common requirements of user adaptive systems used for the examples in this section are enclosed in quotation marks.
27See also the security classes of example 7.10 on p. 96.
28Permissions for this example are defined on pp. 106 and 113.
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hierarchies (e.g., ➌❽➍✰➎❊➏✞➐✒➏✆➑✞➎ ➒✴➓✸➍❚➑✖➔✬→✇➏✹➐ ➎◆➐ represents a “trusted interest consumer”) is shown in Figure

7.3 :

 untrusted 

trusted

inspected

interest_maintainer_unt

interest_maintainer_trinterest_producer_unt interest_consumer_unt

interest_maintainer_insinterest_producer_tr interest_consumer_tr

interest_producer_ins interest_consumer_ins

interest_supervisor_unt

interest_supervisor_tr

interest_supervisor_ins

Figure 7.3: Layered role hierarchy grouped by trust levels

The roles in the figure are grouped by trust levels. Within one trust level group (e.g. trusted, a hierarchy

similar to that of Figure 7.2 on p. 103 can be recognized). Arrows between roles in different groups

represent the way in which permissions are passed (inherited) between hierarchies on different trust

levels. The role hierarchy for the example in Figure 7.3 is denoted by:

➣✷↔➙↕✈➛➝➜➟➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➧➩➨➂➠✭➡✆➢✾➨➂➠➫➡✔➤◆➥ ➭✖➡✆➢❴➯✶➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➧✠➨▲➠✭➡✸➢✾➨▲➠✭➡✸➤◆➥ ➢✵➥▲➲❴➯❽➞➫➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➧➩➨▲➠✭➡✸➢✾➨▲➠✭➡✔➤❽➥ ➢✵➥❊➯➳➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➧➩➨➂➠✭➡✆➢✾➨➂➠➫➡✔➤◆➥ ➠✭➡✒➦◆➲✕➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➵✹➥✽➸❊➺✽➭✖➻★➤◆➥ ➭✖➡✆➢❴➯✶➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➵✹➥✽➸❊➺✽➭✖➻❽➤❽➥ ➢✵➥✽➲✕➯❽➞➫➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➵✞➥❊➸❊➺✽➭✆➻★➤❽➥ ➢✵➥❊➯➼➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➵✹➥✽➸❊➺✽➭✖➻★➤◆➥ ➠✭➡✒➦◆➲✕➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➻★➸❏➡✒➦★➭✞➧✠➤❽➥ ➭✞➡✸➢❴➯➳➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➻★➸❏➡✔➦❽➭✞➧➩➤◆➥ ➢✵➥❊➯✕➲❴➯◆➞❍➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➻★➸❏➡✔➦❽➭✞➧✠➤❽➥ ➢✵➥❊➯➳➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➻★➸❏➡✔➦❽➭✞➧➩➤◆➥ ➠✭➡✒➦◆➲✕➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➦❽➭➂➵✞➤◆➥❏➽➂➠✵➦◆➸❏➥ ➭✞➡✸➢❴➯➳➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➦❽➭➂➵✞➤◆➥❏➽➂➠✵➦◆➸❏➥ ➢✵➥▲➲❴➯◆➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➦❽➭➂➵✞➤◆➥❏➽➂➠✵➦◆➸❏➥ ➢✵➥❊➯✶➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➦❽➭➂➵✞➤◆➥❊➽▲➠✾➦❽➸❏➥ ➠✭➡✒➦◆➲✕➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➧➩➨➂➠✭➡✆➢✾➨➂➠➫➡✔➤◆➥ ➭✖➡✆➢❴➯✶➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➵✞➥❊➸❊➺✽➭✆➻★➤❽➥ ➭✞➡✆➢➼➲✕➯❽➞➫➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➧✠➨▲➠✭➡✸➢✾➨▲➠✭➡✸➤◆➥ ➭✞➡✸➢❴➯➳➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➻★➸❏➡✔➦❽➭✞➧➩➤◆➥ ➭✖➡✆➢➼➲✕➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➵✹➥✽➸❊➺✽➭✖➻★➤◆➥ ➭✖➡✆➢❴➯✶➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➦❽➭➂➵✞➤◆➥❊➽▲➠✾➦❽➸❏➥ ➭✖➡✆➢➼➲✕➯❽➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➻★➸❏➡✒➦★➭✖➧➩➤◆➥ ➭✞➡✸➢❴➯➼➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➦★➭✼➵✞➤❽➥❊➽▲➠✾➦◆➸❏➥ ➭✞➡✸➢➼➲❴➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➧➩➨➂➠✭➡✆➢✾➨➂➠➫➡✔➤◆➥ ➢✵➥❊➯✶➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➵✹➥✽➸❏➺▲➭✖➻★➤◆➥ ➢✵➥▲➲❴➯❏➞❍➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➧➩➨➂➠➫➡✸➢✾➨▲➠✭➡✔➤❽➥ ➢✵➥❊➯➼➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➻★➸❏➡✒➦★➭✖➧➩➤◆➥ ➢✵➥▲➲❴➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➵✹➥✽➸❊➺✽➭✖➻★➤◆➥ ➢✵➥❊➯✶➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➦❽➭➂➵✞➤◆➥❊➽▲➠✾➦❽➸❏➥ ➢✵➥✽➲✕➯❽➞➫➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➻❽➸◆➡✒➦❽➭✞➧➩➤◆➥ ➢✵➥❊➯✶➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➦❽➭➂➵✞➤◆➥❊➽▲➠✾➦❽➸❏➥ ➢✵➥▲➲✕➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➧➩➨➂➠✭➡✆➢✾➨➂➠➫➡✔➤◆➥ ➠✭➡✒➦✽➯➳➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➵✞➥❊➸❊➺✽➭✆➻★➤❽➥ ➠✭➡✔➦❏➲❴➯★➞➫➠✭➡✆➢✾➤◆➥✽➤❏➦❽➢ ➧➩➨▲➠✭➡✸➢✾➨▲➠✭➡✔➤❽➥ ➠✭➡✔➦▲➯➼➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➻★➸❏➡✔➦❽➭✞➧✠➤❽➥ ➠➫➡✒➦❏➲❴➯➞❍➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➵✹➥✽➸❊➺✽➭✖➻★➤◆➥ ➠✭➡✒➦✽➯➳➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➦❽➭➂➵✞➤◆➥❊➽▲➠✾➦❽➸❏➥ ➠✭➡✒➦◆➲✕➯❽➞➫➠➫➡✸➢✾➤◆➥❊➤❊➦❽➢ ➻❽➸◆➡✒➦❽➭✞➧➩➤◆➥ ➠✭➡✒➦✽➯✾➠✭➡✸➢✾➤❽➥✽➤❊➦★➢ ➦❽➭➂➵✞➤◆➥❏➽➂➠✵➦◆➸❏➥ ➠✭➡✒➦◆➲✪➾
(7.16)

The same hierarchy as depicted in Figure 7.3 and denoted by ➚☛➪➇➶ in Equation 7.16 is shown in Figure

7.4 where roles are not grouped by trust levels (see Figure 7.3), but by competencies:
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maintainer

producer consumer

supervisor

interest_maintainer_unt

interest_maintainer_trinterest_producer_unt interest_consumer_unt

interest_maintainer_insinterest_producer_tr interest_consumer_tr

interest_producer_ins interest_consumer_ins

interest_supervisor_unt

interest_supervisor_tr

interest_supervisor_ins

Figure 7.4: Layered role hierarchy grouped by competencies

So far, competencies required when manipulating assumptions about the user’s interests have been de-

fined (see Figure 7.2). The hierarchy of competencies was extended by including different trust levels

(see Figure 7.3) resulting in a general hierarchy which can be applied to all user adaptive systems dealing

with user interests.

To be more intelligible for users, the role hierarchy can be further extended to include roles describing

more specific (exemplary) classes of application systems (e.g., ➘➴➘➴➘ - ➷❚➬✹➮✃➱ - ➱✸➬✹❐✔❒✲❮❽❰✹➬ , ➷❚➬✞➮✃➱ - ❐♣➬✞Ï✥Ð✙➬✞❐ ,

and Ñ④Ò✔Ð✙➬✞Ó - Ò✸➮Ô➷❚➬✹❐ ):

Õ☛Ö❛×❯Ø✪Õ☛Ö➇ÙÛÚÝÜ Þ ❮★➷✰ß❊➬✞❐♣➬✖➱✖ß à✬❐✒Ò✔Ð♣á✈❰✹➬✞❐ á✬➷✰ß❈â✼➘➴➘ã➘ - ➷❚➬✹➮❜➱ - ➱✸➬✹❐✔❒✙❮❽❰✹➬✆ä✼âÞ ❮★➷✰ß❊➬✞❐♣➬✖➱✖ß ❰✴Ò✆➷❚➱✖á✬Ñ✇➬✞❐ ß❏❐✆â✽➷❚➬✞➮✃➱ - ❐♣➬✞Ï✥Ð✙➬✹❐✲ä✼âÞ ❮★➷✰ß❊➬✞❐♣➬✖➱✖ß ➱✞á✲à✷➬✹❐✔❒✙❮◆➱✖Ò✸❐ ❮★➷❚➱✲â✽Ñ④Ò✔Ð✙➬✖Ó - Ò✆➮Ô➷❚➬✹❐✲ä å
(7.17)

With respect to the roles of the hierarchy
Õ☛Ö ×

a permission-to-role assignment29 æèç (see
Õ☛é ç☛ê✠ë on

p. 99) can be depicted in the following way:

æèç Ø❻Ü Þ ❮❽➷✰ß❊➬✞❐✒➬✆➱✞ß Ñ④Ï✲❮★➷✰ß❊Ï✙❮★➷❚➬✹❐ á✈➷✰ß✼â✽á✲à✈Ð✲Ï✙ß✽➬✆ä✼âÞ ❮❽➷✰ß❊➬✞❐✒➬✆➱✞ß Ñ④Ï✲❮★➷✰ß❊Ï✙❮★➷❚➬✹❐ ß❏❐✸â✽❮★➷❚➱✆➬✞❐✔ß✽ä✼âÞ ❮❽➷✰ß❊➬✞❐✒➬✆➱✞ß ❰❈Ò✸➷❚➱✖á✬Ñ✇➬✞❐ ß◆❐✸â▲Ï❘➱✆ì - ❮❏íîä✼âÞ ❮❽➷✰ß❊➬✞❐✒➬✆➱✞ß à✬❐✒Ò✸Ð✲á✈❰✹➬✹❐ ß◆❐✸â▲Ð✙➬✖Ó❴➬✞ß❊➬ - Ò✸➷❚➬✆ä✼âÞ ❮❽➷✰ß❊➬✞❐✒➬✆➱✞ß ❰❈Ò✸➷❚➱✖á✬Ñ✇➬✞❐ ❮★➷❚➱✲â▲Ï✥➱✸ì - Ï✙Ó❴Ó★ä✼âÞ ❮❽➷✰ß❊➬✞❐✒➬✆➱✞ß à✬❐✒Ò✸Ð✲á✈❰✹➬✹❐ ❮★➷❚➱♣â▲Ð✥➬✞Ó✕➬✹ß✽➬ - Ï✙Ó❴Ó★ä å

(7.18)

29More precisely: permission names are related to role names.
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The permission-to-role assignment30 is motivated by the following requirements of a common user adap-

tive system :

ï♣ð✈ñ✙ò✲ó✽ô “All application systems are allowed to update user model entries.”õ★ö❚÷ ô✹ø✔ó “Only trusted application systems are allowed to insert new entries.”ò ÷✸ù -
õ◆ú

“Some of the trusted application systems are allowed to acquire knowledge

about particular interests.”ñ✙ô✖û❴ô✞ó❊ô - ü ö ô “Some of the trusted application systems are allowed to delete particular inter-

ests. ”ò ÷✸ù - ò✥û✶û “Some of the inspected application systems are allowed to acquire knowledge

about all interests.”ñ✙ô✖û❴ô✞ó❊ô - ò✥û✶û “Some of the inspected application systems are allowed to delete all interests.”

The distribution of permissions and the way they are passed along the hierarchy ý☛þ❛ÿ to the specific roles

of ý☛þ❛ÿ , which were added to ý☛þ✁� in Equation 7.17, can be depicted in the following way:

 untrusted 

trusted

inspected

role holders and permissions

interest_maintainer_unt

update

interest_maintainer_tr

insert

interest_producer_unt interest_consumer_unt

interest_maintainer_insinterest_producer_tr

delete-one

interest_consumer_tr

ask-if

interest_producer_ins

delete-all

interest_consumer_ins

ask-all

interest_supervisor_unt

WWW news service

interest_supervisor_tr

interest_supervisor_ins

news reader model-owner

update 

 ask-if 

 insert 

 ask-all 

 delete-one 

 delete-all 

update 

 

 

 

 

 

update 

 ask-if 

 insert 

 

 

 

Figure 7.5: Role hierarchy with permission inheritance

30Permission names are motivated by KQML performatives, see Chapter 6.2.2.1, The Knowledge Query and Manipulation

Language (KQML).
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To complete the role-based access control model ✄✆☎✞✝✆✟✡✠ (see p. 98) for this example, the

☛ set of users (i.e., application systems) is defined as ☞✍✌✏✎✒✑✔✓✕✓✗✖✙✘✛✚✜✑✔✓✢✓✣✖✥✤✧✦ ,

☛ the user-to-role assignment relation

☞★✝✍✌✏✎✧✩✥✑✔✓✕✓✗✖✙✘✛✚✫✪✬✪✭✪ - ✮✰✯✲✱★✳ - ✳✴✯✲✵✛✶✧✷✹✸✲✯✻✺✫✚✒✩✥✑✒✓✢✓✗✖✼✤✽✚✾✮✰✯✲✱★✳ - ✵✿✯✒✑✧❀✽✯✲✵✕✺❁✦ ,

☛ and the function ✵✿❂✛✖✼✯✒✳ as the maximum of all applicable roles for two sessions31 ✳✻❃✹❄✜❄✔❅ ✠ and ✳✻❃✹❄❁❄✔❅❇❆ :
✵✿❂✛✖✼✯✒✳✽✩✼✳✒❃❈❄✜❄✔❅ ✠ ✺❉✌✬✎✴✪✬✪✭✪ - ✮✰✯✲✱★✳ - ✳✴✯✲✵✛✶✧✷✹✸✲✯✛✦ and ✵✛❂✛✖✼✯✒✳✽✩✼✳✻❃✹❄✜❄✔❅❊❆❋✺❉✌✬✎✔✮✰✯✲✱●✳ - ✵✢✯✔✑✽❀✧✯✔✵✽✦ are defined.

This gives us the permission sets ❍❏■✹❑✹▲❈▲✙▼❖◆P✌◗✎✔❘✢✓✗❀✧✑✕❙✾✯✛✦ and ❍❚■✹❑❈▲✹▲✾▼❱❯✞✌◗✎✔❘✕✓✗❀✕✑✧❙✙✯✢✚✜✑✽✳✴❲ - ✷❈❳✣✚✾✷✹✮✰✳✻✯✔✵✴❙✫✦ . In the

next section, this example will also be discussed in connection with the implementation we developed

for role-based access control in user modeling.

Another example of a role hierarchy32 that can be applied to user adaptive systems is given in [Schr97a]

where the motivation for defining roles can be traced to different kinds of agents (i.e., application sys-

tems) embedded in a user adaptive system:

Figure 7.6: Role hierarchy concerning agents

Modeling characteristics valuable for information filtering and word processing usually underly different

mechanisms and domains of user modeling (see Chapter 1, User Modeling). By analogy, access to the

characteristics should be defined and administered in the different and independent domains which are

best qualified for this task (e.g., in trust centers). The following figure depicts the situation where two

role hierarchies33 reference34 roles of a third hierarchy containing roles general to both domains:

31Sessions are defined in the following section.
32Arrows are in opposite direction.
33Arrows are in opposite direction.
34See next section for the definition of reference.
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108 7.1. SOLUTIONS FOR SECRECY

Figure 7.7: Role hierarchies spanning different domains

By dividing role hierarchies into different areas of responsibility, which extends the model ❨✆❩❭❬✆❪❴❫ , we

have achieved the delegation of administration and scalability required in Chapter 5.1.2, Secrecy through

Selective Access. The flexibility of the role arrangement means that expectations regarding confidentiality

and its grade can be met and constraints which are included in ❨✆❩❭❬★❪❴❫ (e.g., static or dynamic separation

of duty) can be applied. The most important feature of our proposed model is its user orientation; it is

intelligible even to users who wish to protect their own user model (see the specific roles in Figure 7.5

which were added to ❨✆❵✁❛ in Equation 7.17 on p. 105).
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7.1.4 Implementation of a Role-Based Access Control Model

This section describes an implementation developed in this thesis in order to define and enforce a role-

based access control model (see ❝✆❞❭❡✆❢❴❣ on p. 99) within a user adaptive system. As a basis, the

RBAC/Web implementation35 of NIST36 is used (see [BCFGK97], [FBK99], and [SP98]), making the

following possible:

❤ definition of the set of application systems ✐ and the set of roles ❝ (see the reference model

❝✆❞❭❡✆❢❴❣ on p. 99), and the role hierarchy ❝✆❥ (see the reference model ❝✆❞❭❡✆❢✡❦ on p. 100 and

Equation 7.15)

❤ definition of constraints regarding role hierarchies (e.g., static and dynamic separation of duty, p.

99),

❤ definition of user-role assignment (i.e., the relation ✐●❡ , see the reference model ❝✆❞❭❡★❢❴❣ , p. 99

and p. 107),

❤ specification of maximum cardinality for a role (i.e., the maximum number of application systems

which can assume a particular role),

❤ visualization of role hierarchies and user assignment, and

❤ convenient use via a WWW interface.

After being identified and authenticated (see Chapter 5.2.1, Requirements for External Integrity), which

is beyond37 the scope of this implementation, the role administrator is able to define users38, roles, a role

hierarchy (i.e., inheritance of permissions, see ❝✆❥✁❦ on p. 104), maximum cardinality of roles, and the

mutual exclusion of roles (e.g., separation of duty).

The following figure shows the role administrator’s interface with values for the definition of the

exemplary role hierarchy ❝✆❥✁❦ (see Equation 7.16 on p. 104) used in the previous section:

35RBAC/Web Release 1.1, http://hissa.ncsl.nist.gov/rbac/
36National Institute of Standards and Technology, Maryland, USA
37The identification and authentication of the role administrator is handled via the web server.
38Users of the RBAC model correspond to application systems for the scope of this thesis, but might also include the user of

the user adaptive system.
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Figure 7.8: RBAC/Web user interface for role definition
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The defined role hierarchy (e.g., ♠✆♥✁♦ ) can also be represented in graphic form (see also Figure 7.3 on p.

104 and Figure 7.4 on p. 105):

Figure 7.9: RBAC/Web user interface for graphic representation of a role hierarchy

In Figure 7.5 on p. 106 the role hierarchy ♠✆♥♣♦ (see Equation 7.16 on p. 104) was enlarged by the

specific roles q✭q✭q - r✰s✔t●✉ - ✉✻s✔✈✴✇✧①✹②✲s , r✰s✔t●✉ - ✈✿s✒③✧④✽s✲✈ , and ⑤⑦⑥✴④✽s✔⑧ - ⑥✴t✡r✰s✔✈ to create the role hierarchy

♠✆♥⑩⑨ (see Equation 7.17 on p. 105), providing the user with role names suitable for his domain. In

Figure 7.7 on p. 108 a role hierarchy was put together by referencing RBAC models from differ-

ent domains. An analogous division can be made for ♠✆♥ ⑨ in which the exemplary ④✧⑥✻⑤⑦③✧①❶r❸❷❺❹✴❻❽❼✹❾✾❼✙❿❶❻
contains39 ♠✆♥✁♦ and is administered by experts in interest modeling. The roles ♠✆♥ ⑨❭➀ ♠✆♥✁♦ can

be arranged in a second ④✕⑥✴⑤⑦③✧①❶r➂➁ ❹✴❻❽➃✧➄✜➄✒➅ which can be maintained by another role administrator or

by the user himself. With different instances of the RBAC/Web implementation, different RBAC

39The domain contains not only independent role hierarchies but independent RBAC models (see ➆❏➇➉➈❚➊➌➋ , ➆❏➇➉➈❚➊➎➍ , and➆❏➇➏➈❏➊❸➐ in Chapter 7.1.2.4, Role-Based Access Control Model).
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models can be managed and addressed by different URLs40. I extended the RBAC/Web imple-

mentation to make it possible to associate different RBAC models (as described above, for in-

stance, those in the domains ➑✧➒✻➓⑦➔✧→❶➣❸↔❺↕✴➙❽➛✹➜✾➛✙➝❶➙ and ➑✕➒✴➓⑦➔✧→❶➣➂➞ ↕✴➙❽➟✧➠❁➠✔➡ ) in order to be able to link different

RBAC models. In Figure 7.11 on p. 113 the string →❶➣❸➢✾➤✲➥✢➤✒➦✒➢ ➧❋➒✻➣✰➦✒➨➩➓➫➤✔➥ ➢➭➥✢➯✆➲✕➳➫➵➺➸P➻✆➸❭➼➎➵ - ➼❉➤✲➥✛➽➾➤✲➥
is a reference to ➑✧➒✴➓⑦➔✕→❶➣❸↔❺↕✴➙❽➛✹➜✾➛✙➝❶➙ which establishes an inheritance relation between the role

→❶➣❸➢✾➤✲➥✢➤✒➦✒➢ ➧❋➒✴➣✰➦✔➨✗➓➫➤✲➥ ➢➭➥ of ➑✕➒✴➓⑦➔✧→❶➣ ↔❺↕✻➙❽➛❈➜✾➛➭➝✹➙ to the role ➣✰➤✔➚●➦ - ➥✢➤✔➔✽➑✧➤✲➥ of ➑✕➒✴➓⑦➔✧→❶➣➂➞ ↕✴➙❽➟✧➠✜➠✒➡ (see Figures 7.5

and 7.7). Thereby, the permissions assigned to role →❶➣❸➢✙➤✔➥✢➤✒➦✒➢ ➧➪➒✴➣✰➦✒➨➩➓➫➤✔➥ ➢❈➥ in ➑✧➒✴➓⑦➔✕→❶➣❸↔❺↕✴➙❽➛✹➜✾➛✙➝❶➙ also apply

to →❶➣❸➢✾➤✲➥✢➤✻➦✔➢ ➧❋➒✴➣✰➦✔➨✗➓➫➤✲➥ ➢➭➥✕➯★➲✕➳➫➵➺➸➶➻✆➸✞➼➎➵ - ➼❉➤✔➥✛➽✽➤✲➥ in ➑✕➒✴➓⑦➔✕→✹➣➂➞ ↕✻➙❽➟✽➠✜➠✔➡ which transfers these permissions

to the role ➣✰➤✔➚●➦ - ➥✢➤✔➔✽➑✧➤✲➥ (see Figure 7.10):

Figure 7.10: RBAC/Web user interface for graphic representation of user-role assignment

The RBAC/Web implementation also assists in managing the user-role assignment ➹●➘ (see ➻✆➴❭➘★➷❴➬ on

p. 99). Figure 7.11 shows the interface for the user-role assignment ➹●➘ (see p. 107) for ➑✕➒✴➓⑦➔✧→❶➣➂➞ ↕✴➙❽➟✧➠❁➠✔➡
in which appl1 can assume the role ➮✭➮✭➮ - ➣✰➤✔➚●➦ - ➦✻➤✔➥✴➽✧→✹➧✲➤ :

40Compare the URLs of Figures 7.8 and 7.11:➱✲✃❁❐●❒✔❮❽❰✕Ï❊Ð✫Ñ❺Ò✥Ó❶Ò✥Ô✥Ñ
at http://terra.gmd.de:8080/INTEREST/login➱✲✃❁❐●❒✔❮❽❰✕Õ Ð✫Ñ❺Ö✴×❈×✙Ø
at http://terra.gmd.de:8080/OFFICEAPPLICATION/login .
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Figure 7.11: RBAC/Web user interface for user assignment

Since the RBAC/Web implementation supports only the arrangement41 of roles into a hierarchy and the

assignment42 of users to roles, I had to add the assignment43 of permissions to roles, the inheritance

of permissions along the role hierarchy and the functions44 Ú✣Û✴Ü✲Ý and Ý✿Þ✛ß✼Ü✒Û to RBAC/Web in order to

achieve an implementation which is able to enforce the RBAC model in a user adaptive system.

The term permission used in the previous sections is defined here as a pair consisting of the permission

name45 and the permission definition. On the basis of the permission definition, access requests from

components of the user adaptive system can be verified by the RBAC model. Access requests consist of

KQML messages46 which are compared with regular expressions which specify the kind of access (e.g.,

getting knowledge of the data without modifying it) as well as the data affected. For user models, it is

appropriate to specify classes of data affected rather than single items. In Figure 7.12 an example47 for

41See the definition of the relation à❏á on p. 100.
42See the definition of the relation â❚ã on p. 99.
43See the definition of the relation ä❉ã on p. 99.
44See p. 99.
45See Equation 7.18 on p. 105.
46See Chapter 6.2.2.1, The Knowledge Query and Manipulation Language (KQML).
47See Chapter 8.2, BGP-MS, for further examples.
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a permission definition is given which specifies the permission å➾æ✻ç - è❈é (see Equation 7.18 on p. 105) as

a KQML ask-if performative which refers, for example, in the BGP-MS user modeling shell system, to

the partition SBUB (see [KP95] and [Pohl98]):

Figure 7.12: A definition of permission

With a complete set of permissions ê and roles ë , the permission-to-role assignment (i.e., the relation

êíì on p. 99) can be established. The figure shows the assignment of the permissions è✹î✰æ✻ï✔ð✴ñ and ò✕ó✗ô✕å✧ñ✙ï
to the role è❶î❸ñ✾ï✲ð✢ï✻æ✔ñ õ❋ö✴î✰æ✔ò✗÷➫ï✲ð ñ➭ð :

Figure 7.13: Permission-to-role assignment

With the interfaces depicted in Figures 7.12, 7.13, and 7.14, the developer of the RBAC model is able to

authorize (see Chapter 5.2.1, Requirements for External Integrity) the roles and to represent graphically

the way permissions are passed on through inheritance within the role hierarchy.
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Figure 7.14: Graphic representation of the permission-to-role assignment

As shown in the previous figures, I have extended the RBAC/Web implementation to support the com-

bination of different RBAC models in different domains by means of reference to roles of different

domains. A further extension permits the definition of permissions and their assignment to roles (i.e. au-

thorization). By comparing48 an access request with a permission, the compliance of the access request

with the RBAC model can be validated49. The implementation described here is therefore appropriate

to support the confidentiality of user model entries (described by an RBAC model) in a user adaptive

system.

48In this implementation, a session ù✾ú (see û❚ü➉ý❚þ➌ÿ on p. 99) lasts for one access request and �✢ù✂✁☎✄ ✆ ù✾ú✞✝ results in the name of

the (possibly authenticated) sender of the SKQML message. The maximum set of possible roles is applied for �✢ù✂✁✂✄ ✆ ù ú ✝ .
49See also the example described in Chapter 8.2, BGP-MS, on p. 137.
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7.1.5 Motivation for Roles in RBAC

In Chapter 7.1.3, Confidentiality through the Role-Based Access Control Model, the role-based access

control model was defined with respect to the potential clients of user models (e.g, ✟✡✠☞☛✍✌ - ✎✏✠✒✑✔✓✕✠✖✎ ) and

their assignment to roles (i.e., the members of the set ✗ ). The examples for roles given in several

equations50 were motivated by access modes to information and by trust in the information requester.

These examples in no way limit the proposed RBAC model to a specific policy. Common to examples51

of RBAC models is that the definition of roles and their hierarchy is motivated by the information re-

questers (i.e., members of the set ✘ ) thereby specifying the context (e.g., information filtering) in which

the requested information may be used. Another way of controlling access to information is to define the

RBAC model according to content-dependent aspects [Sum97, p. 130]:

“Context-dependent and content-dependent access control. An access decision may use

information about the context in which the decision is made. This may be environment infor-

mation (time of day, for example), subject attributes (such as location, job responsibilities,

or history of other accesses), and object attributes (such as file size or creation date). Access

control using such information is called context-dependent. Content-dependent control uses

information in the object being accessed. Content-dependent control is especially relevant

for database systems, where the data is structured enough to be used in access decisions.”

Particularly in user adaptive systems, data (i.e., information about the user being modeled) is structured

to support processing, for instance, to support inference mechanisms (see BGP-MS partition hierarchies,

[KP95], [Pohl98]). The same or similar structures might be used as a basis for defining the role hierarchy

(see example of Chapter 8.2, BGP-MS).

Given a user model with an internal structure describing the content of the data, the role definition can

be motivated by the content’s structure. In the case of user modeling it is logical to define the roles of the

RBAC model according to the user’s roles. A very general example from role theory for a user’s roles52

is given in [OH66, p. 100]:

person

research worker teacher father husband

Figure 7.15: Example of a user’s roles

For the purpose of user modeling, the user’s roles must be more specific to provide an effective basis

for the role-based access control model. The user’s general customer role might be further subdivided

50See Equations 7.15 on p. 103, 7.16 on p. 104, and 7.17 on p. 105.
51See [FBK99], [GB98], [GoBa98], [Law93], [Mof98], [NO94], [SCFY96], and [SP98].
52In contrast to this simple example, Zurfluh argues that persons might assume up to 100 roles in interaction with their

environment [Zur98, p. 50].
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into the roles anonymous customer and identified customer. This division can improve the user’s pri-

vacy while interacting with a user adaptive system of the electronic commerce domain. For example, an

application system might access information treated by the anonymous customer role in order to offer

advice based on the user’s personal characteristics to the user who is trying to select a product. Informa-

tion treated by the identified customer role should only be accessible to the application system after the

user has decided to a carry out a transaction which requires identification (e.g., delivery of products or

payment).

Another example of the different roles a user can assume while interacting with a user adaptive system is

given in [Jon89, Chap. 2] where combinations of the patient and agent roles are discussed with respect

to a medical information system.

7.1.6 Summary

The previous sections covered solutions for secrecy in user modeling. It was shown that secrecy of

the user modeling information can be achieved through anonymization and through encryption of data.

For the encryption of user modeling data, the means for exchanging user model entries in electronic

networks were extended to include the Secure Sockets Layer. This implementation also makes it possible

to authenticate the information exchanged, thereby supporting information integrity, as we will see in a

section below.

Confidentiality of user model information which is shared by several user model clients, was covered as

a weaker form of secrecy. Several security models which have been explored in the security literature

were presented and their applicability and advantages for user modeling purposes were described and

exemplified.

From the security models presented here, the role-based access control model was chosen for implemen-

tation because of its flexibility and applicability for a wide range of user adaptive systems. As an access

control model, it can assure both the confidentiality of the user modeling information and its integrity

even though it may not be possible to ensure both simultaneously for each user adaptive system.

The definition of the role hierarchy within the role-based access control model was motivated by the

usage context of the user modeling data (i.e., context-dependent access control, see Equation 7.17 on

p. 105). It was also shown that the motivation for the definition of a hierarchy according to the users’

roles while interacting with a user adaptive system (i.e., content-dependent access control) can support

the user’s privacy.

7.2 Solutions for Integrity

In the previous section (see Chapter 7.1, Solutions for Secrecy) solutions for the complex of secrecy

were explored. As another constituent of security in user modeling, integrity and the ways of meeting its

requirements will be dealt with in this section.

As far as possible, measures and methods will be described which are compliant with the requirements

listed in Chapter 5.2, Requirements for Integrity. In addition, mutually exclusive ways of meeting in-

tegrity requirements are discussed. It will become evident that, due to the influence of factors which
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determine the integrity of the particular user adaptive system and user modeling system, general solu-

tions like those described in Chapter 7.1, Solutions for Secrecy, which can be applied to the majority of

user adaptive systems, do not exist.

For this reason, solutions which advance integrity will often be discussed with respect to a particular user

modeling system where appropriate.

7.2.1 External Integrity

External integrity is considered from the perspective of user model clients (i.e., application systems)

which make use of the user model information. Solutions for providing external integrity (see Chapter

5.2.1, Requirements for External Integrity) cannot be discussed in general because of the dependence on

the user adaptive system and its domain. Instead we will focus on exemplary solutions implemented in

several user modeling systems.

7.2.1.1 Consistency

The user adaptive system can only provide steady adaptations to the user if the user model is consistent

(i.e., does not contain contradictory user model entries). The assurance of consistency is covered in the

literature on several user modeling shell systems, for example, in GUMS [Fin89] or in UMT [BT94, p.

41]:

“More precisely, a possible user model is a consistent set of assertions, including all known

premises, a maximal set of known assumptions, and all the assertions derived from these

premises and assumptions through notified inferences.”

Other user modeling shell systems are able to interpret an inconsistency as a misconception and can

inform the application system of the discrepancy between the current state and the ideal state. For

instance, in BGP-MS, the alert-from-bgp-ms is sent (notified) to the application in order to signal a

misconception [KP95, p. 70]. The ability to prevent or detect and process inconsistencies is dependent

on the user modeling system used to maintain the user model. Due to the varieties of user modeling

systems, neither a general solution nor an enumeration of all particular solutions can be given within

the scope of this thesis. Further specific solutions can be found in descriptions of user modeling shell

systems (see Table 1.1 on p. 12).

7.2.1.2 Correctness

User modeling systems often employ production systems (e.g., knowledge-based systems, see [GN87],

[Nil80], or [Ull88]) which infer new assumptions about the user from a set of given assumptions and

rules. The validity of the inferred (i.e., newly generated) assumptions must be correct, not only with

respect to the calculus utilized in the production system (e.g., predicate calculus, see [Pohl98, Chap. 3]

and [Dav93]) but also with respect to the domain of the user adaptive system.

The correctness of the calculus can be verified for most systems. The correctness of an inferred user

model entry is contingent on the assumptions and the rules represented within the production system.
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The validity of an inferred entry can be verified by the user being modeled and the developer of the user

modeling system. The latter is able to interpret the inferred syntactic entity (i.e., the inferred user model

entry) and the former is able to compare the validity of this interpretation with the facts of the domain.

The facts of the domain are often accessible only to the users (e.g., their interests or goals). Therefore,

means must be provided for the user to verify the correctness of the user model (and the user modeling

system). Several user modeling systems provide means for inspection and correction (see [PSH95] and

[CK94, p. 145]):

“There are many potential benefits from making a user model accessible to the user it de-

scribes. This is on the grounds of the user’s right to access information about themselves, the

accountability it enforces on the programmer creating and using the model and the benefit

of having the user verify or correct the information in the user model.”

Nevertheless, the possibility for inspection and correction is no substitute for the required correctness of

the user model.

7.2.1.3 Adequacy

The adequacy of a user model is defined in Chapter 5.2.1, Requirements for External Integrity, as the

coexistence of completeness53 and correctness. Since completeness can only be given for domains which

can be formalized to a sufficient extent (e.g., the production rules for assumptions must be explicit) and

correctness often requires the user’s cooperation, adequacy of a user model is only possible for limited

areas of user adaptive systems.

7.2.1.4 Timeliness

A particular user model entry can change its value caused by many factors, for example:

update: The application system can update the user model entry, thereby changing its value. The timeli-

ness of the updated user model from the perspective of the updating application system is obvious.

For other application systems utilizing the same (shared) user model, the update will go unnoticed.

Several user modeling systems provide a notification mechanism which informs the application

systems about changes of particular user model entries (see the notifications (alert-from-
bgp-ms :retracted-assumption ...) and (alert-from-bgp-ms :inferred-
assumption ...) in BGP-MS, [KP95, Chap. 2.6]).

update consequence: The update or insertion of a user model entry can influence another user model

entry or a set of entries, for instance, by stereotype activation (see the notification (alert-
from-bgp-ms :stereotype-change ...) [KP95, Chap. 2.6]). Both the applications

system doing the updating and the other application systems sharing a user model must be notified

of this change.

internal mechanisms: User model entries can also be modified by internal mechanisms of the user mod-

eling system which can include information from other user models (e.g., clustering algorithms,

53See Chapter 5.2.1, Requirements for External Integrity.
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learning techniques, aging of attributes, normalization of values, see [Orw95]). The application

systems must be informed of this change as well.

user intervention: Including the user in the maintenance of user model entries also causes changes.

User interventions are usually independent of the application system’s actions with respect to time.

For example, there are several systems in which the user’s corrections have the highest priority. In

the um system, e.g., [Kay95, p. 172]:

“The reliability is ordered:

given ✛ rule ✛ observation ✛ stereotype.

If two pieces of evidence have the same reliability, we accept the most recent.”

This list of factors by which a user model entry’s value can change describes changes caused by explicit

actions either by application systems or by the user. Exceptions are internal mechanisms of the user

modeling system which can operate on a regular basis or only after the input set of user model entries

(i.e., the set of user model entries which is not achieved by inference) has changed (e.g., aging of interests,

stereotype manipulation).

Not included in our enumeration nor in most user adaptive systems is the change of the domain and

the application systems. User model entries in user user modeling systems which employ symbolic

representation mechanisms [Pohl98] summarize concepts to which they refer by their designator54 . In

many domains, the relation between designator, intention, and extension is not constant with respect to

time (e.g., compare the change of the designator “gopher” to “WWW” with only minor changes to the

intention and extension of the concept, changing headlines of news referring to the same story, or often

unchanged subject lines for news in newsgroups with completely changed content).

7.2.1.5 Authorization

As described in detail in Chapter 7.1.2, Secrecy through Selective Access, authorization of application

systems can be established in various ways. By means of an access control model, responsibility of

application systems for areas of the user model can be expressed and enforced through the assignment

of access modes (i.e., permissions) to application systems.

7.2.1.6 Identification

Chapters 4 and 6 cover various levels of identification ranging from super-identification to anonymity

(see Chapter 4.1.1, Levels of Anonymity). With the proposed implementations (KQMLmix and SKAPI)

the complete range of identification can be provided in user adaptive systems. Super-identification, iden-

tification, and latent identification can be established through SKAPI as well as through SKQML (see

Chapter 7.1.1.2, Secrecy through Encryption, and Chapter 6.2.2, The Secure Knowledge Query and Ma-

nipulation Language (SKQML)). Pseudonymous identification, anonymous identification, and anonymity

can be established by SKQML and the KQMLmix implementation (see Chapter 6.2.3, KQMLmix).

54A concept can be defined as the triple ✜✣✢☞✤✦✥✂✧✣★☞✩✫✪✖✬✮✭✦✯✱✰✲✧✞✩✫✬✮✤✂✩✫✬✳✧✞✭✱✩✴✰✵✤✂✶✷✬✸✤✂✩✔✥✹✧✞✭✱✩✔✺ .
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7.2.1.7 Authentication

The SKAPI implementation also makes it possible to authenticate the communication partners (e.g., the

application systems and the user modeling agent) through means provided by the Secure Sockets Layer

(SSL) via certificates (see Table 7.1 on p. 83). In the same manner, the content of exchanged data is

authenticated while in transit (e.g., the current implementation uses the MD5 algorithm, see p. 83 and

[Hir97]).

Because SKAPI operates on a low layer (see Table 6.6 on p. 77) and is transparent to the application

system, information about the authenticity of the content is not provided to the application system after

the authenticity has been proven. Once an authenticated message has been successfully accepted by the

user model, the authenticity cannot be subsequently proven (e.g, to another application system).

The proof of origin (i.e., the authenticity) of a particular user model entry is important for many scenarios

– for example, when an application system needs to be certain that an authoritative application system

has awarded a particular level of expertise to the user, or to the user wants to ascertain which application

system has inserted or modified an entry. With the :signature value of SKQML (see Chapter 6.2.3.1,

Message Signature), the application system is able to authenticate the sender of a message as well as the

authenticity of the message’s content. The :signature value of the message can be stored with the entry

in the model and provided to other application systems or the user for further proofs of authenticity of

the user model entry (see [Schr97a]).

7.2.1.8 Accountability

The accountability of user model clients for user model entries can be established in different ways.

For identified user model clients (see above and Chapter 4.1.1, Levels of Anonymity), the assignment of

user model entries to clients can be established by the user modeling agent. For anonymous user model

clients, the origin of a particular user model entry can be established based on the signature which has

to be kept with the user model entry (see Chapter 6.2.2.2, Extensions to KQML and p. 66). With the

latter method it is not necessary to rely on the user modeling agent’s assignment of user model entries to

clients, because the signature of an entry can be checked without resorting to the user modeling agent.

Not only can the inserting user model client be ascertained with respect to a particular user model entry,

but it can also be determined whether the user model entry has been modified since its insertion (e.g.,

through processes carried out by the user modeling agent).

Through accountability of user model clients, the user is able to retrace the client which inserted or

changed particular user model entries. This enables the user to evaluate user model clients (i.e., applica-

tion systems) and to modify the authorization (see above). The accountability of clients is also the basis

for the supervision of the user adaptive system.

7.2.1.9 Supervision

Different aspects of the supervision of the user model and its processes have been treated by several user

modeling shell systems. Kay argues not only for accessibility to the user but also for simplicity of user

model entries [Kay95, p. 179]:
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“Accessibility of the user model is a critical aspect of um’s design. If a user model is to be

effectively accessible, the user must be able to understand it. One strategy for achieving this

is to strive for simplicity at all levels.”

Simplicity of user model entries requires an understandable terminology and a clear presentation (e.g.,

similar to that presented in Chapter 8.5, The Platform for Privacy Preferences Project (P3P)). However,

simplicity of the rules of the production system often runs counter to its expressive power (see [Pohl98,

Chap. 5]). For simple representation styles and inference procedures, viewer components which visualize

user model entries and their justification (frequently depicted as chains of rules) are possible. The um
toolkit [Kay95, p. 181] offers possibilities for viewing an explanation of a user model entry and its

justification as well as for modifying the entry by choosing one of three possible values. Doppelgänger

provides a natural language interface which allows for inspection and correction of user model entries

via email [Orw94]. TAGUS55 proposes a method for externalizing a user model so that it can also be

inspected and corrected outside the user modeling shell system [PSH95]. The externalization of the

model contains both assertions about the user and chains of rules used to generate inferred assertions.

Supervision consists of more than just inspection and correction of user model entries. It also includes

means for acquiring information about the complete user adaptive system’s manner of processing, in-

cluding:

✼ monitoring the information flow to and from the user model,

✼ adjusting the amount of (or even disabling) user modeling activity within the user adaptive system,

and

✼ establishing accountability for modifications of user model entries to application systems in order

to judge the reliability of these systems.

7.2.2 Internal Integrity

In this section solutions are presented which meet the requirements for internal integrity of user models

and user modeling systems as outlined in Chapter 5.2.2, Requirements for Internal Integrity. Due to their

dependence on the mechanisms implemented in the user modeling systems, these solutions will often be

discussed in regard to measures provided by the systems implemented.

7.2.2.1 Data Integrity

Integrity of the data processed in a user modeling system is essential for the correctness and consistency

of a user model (see Chapter 7.2.1.2, Correctness, and Chapter 7.2.1.1, Consistency). The integrity of

the user model is dependent on the user modeling system implementing the model, its representation

mechanisms, its inference procedures, and its robustness when confronted with unexpected data. Several

methods have been developed in user modeling systems to avoid inconsistencies. For instance, BGP-MS

allows the insertion of an entry only if it is consistent with the current set of entries and rules [Pohl98,

Chap. 7.2.1]. Because all requests sent from application systems to BGP-MS are evaluated only by

55Theory and Applications for General User/Learner-modeling Systems
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means of the set of entries and rules, no dependencies between the entries and inferred assertions need

be maintained. TAGUS also checks the consistency of an expression to be inserted and uses furthermore

an auxiliary system which maintains the dependencies between entries and their derivations (see [PS94]

and [PS94a]). The um system provides resolvers which try to identify the source of an inconsistency

and provide extensible procedures to dissolve the inconsistency [Kay95, Chap. 3.4]. The UMT system

has the special component Consistency Manager which receives notifications of inconsistencies from the

Model Manager in order to dissolve them [BT94, p. 43].

So far we have explored ways in which the user modeling system and the user can supervise data in-

tegrity. However, there are aspects of data integrity which are beyond the scope of the representation and

inference mechanism of the user modeling system, and therefore not under its supervision. Particularly

in user modeling, data integrity is endangered when several application systems maintain a shared user

model. User model entries from different application systems can be inserted into the user model. These

entries, while appearing to be consistent with respect to the representation and inference mechanism em-

ployed by the user modeling system, might actually be inconsistent when considered within the domain

(e.g., the consecutive insertion of an assertion and its converse by different application systems). For the

conservation of data integrity on this level, different integrity models have been developed in the area of

security in information systems (without regard to user modeling).

Clark and Wilson’s informal integrity model [CW87] focuses on well-formed transactions and separation

of duty. Well-formed transactions are defined which have partial recourse to an entity (e.g., the user)

capable of validating the transaction with respect to the domain. By separation of duty, scenarios can be

constructed in which application systems control each other.

Biba’s formal integrity model of [Biba77] resembles the Bell-LaPadula security model (see Chapter

7.1.2.2, Information Flow Control Models) with the exception of the ✾ -property (see Expression 7.3 on

p. 93) which is inverted. Only more trusted subjects are allowed to create objects which are accessible

to less trusted subjects. Thereby, trusted subjects are able to correct data when its integrity has been

weakened by untrusted subjects but not vice versa.

Common to most integrity models is the reduced importance of confidentiality of the processed data.

Obviously, this is valid for Biba’s integrity model which inverts the dominance relation56 with respect to

the Bell-LaPadula model, thus making objects on a higher trust level accessible to subjects on a lower

trust level. When two lattices are required to represent independent security classes57, e.g., with one

lattice depicting confidentiality and another referring to integrity of the user model information, the

problem can be solved by combining the two lattices. This results in a more complex lattice which

satisfies both integrity and confidentiality requirements [San93, p. 16].

None of these integrity models has been employed for the protection of data integrity within user models

so far. A partial improvement for data integrity can be achieved through access control models58 which

allow for authorization59 , thus granting distinct permissions (e.g., modification of user model entries)

to application systems. By means of access control, the access policy can be adapted to enhance the

integrity and confidentiality of the user model information ([Sum97, p. 116]):

56See p. 92.
57See p. 95.
58See Chapter 7.1.2.3, Access Control Models, and Chapter 7.1.4, Implementation of a Role-Based Access Control Model.
59See Chapter 7.1.4, Implementation of a Role-Based Access Control Model, and Chapter 7.2.1.5, Authorization.
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“Access control is the process of ensuring that all access to resources is authorized access.

Access control enforces the fundamental security principle of authorization. It supports both

confidentiality and integrity.”

7.2.2.2 System Integrity

The hardware and software used in implementing the user modeling system must provide integrity with

respect to the functionality required by the user adaptive system. User adaptive systems present no

additional requirements to the hardware and the underlying software (see Chapter 5.3, Requirements for

Availability).

Regardless of how reliable the infrastructure is, certain user modeling techniques endanger system in-

tegrity. For instance, the BGP-MS user modeling shell system is implemented in the LISP programming

language which is considered to be sufficiently documented and tested, and is able to recover from many

exceptions. For logical inferences, the OTTER60 theorem prover is employed (see [McC94] and [Pohl98,

p. 148]). Since the first-order predicate calculus is undecidable61 , a set of user model entries passed on

to OTTER could throw the system into a state of unterminated process despite the reliability of the in-

frastructure. In BGP-MS, a time limit, which terminates the resolution process without having achieved

a conclusion about the application system’s request, prevents this from happening.

7.2.2.3 Transition Integrity

Essential for user modeling servers serving several users and/or several application systems is concur-

rency control. Through concurrency control, processes caused by synchronous requests from indepen-

dent application systems are rearranged, thereby avoiding the possible negative effects of synchronous

processes. User modeling systems which are based on a database management system can take advan-

tage of several ways for ensuring concurrency control of the database management system (e.g., isola-

tion, atomicity, transactions, locking, deadlock prevention, rollback, recovery, see [CFMS94], [Sum97],

[Ull88], [Mai83], and [CK94]). User modeling systems which act as a user model(ing) server and imple-

ment their particular data management techniques must provide similar security features (see [Fink98]

and [Fink99]).

The BGP-MS user modeling shell system, which was extended to include the capability to serve several

application systems and users [PH97], avoids concurrency by serializing application systems’ requests

via the serialization of KQML message processing within the communications module.

In order to specify the information flow within the system, several security models (see Chapter 7.1.2.2,

Information Flow Control Models) are described in terms of system states and transitions between these

states. Security models have not been employed in user modeling systems so far. Kay describes the

information flow within the um system in terms of transitions [Kay95, p. 151]:

“[...] This means that we can support the machine’s ability to model users if we improve the

transition of helpful information towards the ✿❁❀✕❂❄❃❆❅❈❇✡❉☎❊☞❋❍●❏■✦❑✦▲✞▼ area at the right of the figure.

One way to do this is by improving the machine’s skill in making clever interpretations of

60organized techniques for theorem-proving and effective research
61See [GN87].
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the user’s shared space. This corresponds to the transition:❖◗P✷❘✖❙❯❚❲❱☞❳✦❨✹❩❍❬❪❭❴❫❁❵✕❛✖❜✴❝❈❞✡❘✦❡ ❨✹❢❤❣✱❳☎✐✞❩ ”

This informal and mandatory model of information flow is only used to explain the um system; it is not

implemented within the system in order to ensure that only permissible transitions take place. Neverthe-

less, it demonstrates the applicability of security models, particularly information flow control models,

within user models. The integrity of user models which are compliant with formalized information flow

models can be enforced with the procedures described in Chapter 7.1.2.2, Information Flow Control

Models, and Chapter 7.2.2.1, Data Integrity.

7.2.2.4 Inference Integrity

User modeling systems often include production systems which extend a given set of user model entries

to cover new assertions about the user by means of inference, statistics, and machine learning (see Orwant

quotation on p. 12 and the example in Chapter 7.1.2.2.2). User modeling systems employ production

systems to a different degree, thus establishing a compromise between the user model’s expressive power

and computational effort (see [Orw95], [Pohl98], and [Scha97]).

With the assignment of a (possibly shared) responsibility62 of particular application systems for distinct

user model entries or areas of a user model, constraints which did not apply previously are imposed

on the user model and the user modeling system. For user model entries newly generated by means

of the production system, the responsibility must also be defined. Because most security models rely

on a classification of the newly generated user model entry (e.g., a security level for the Bell-LaPadula

model63, or an additional column in the access control matrix model, see Equation 7.12 on p. 97), the

new entry must also be classified – automatically – by the production system.

If the new entry is inferred on the basis of user model entries from only one of the defined areas, the

classification for the inferred entry could be derived from the classification of the area involved (e.g., the

same classification). For instance, if the set ❥ ❚ (see Equation 7.7 on p. 95) and the predicate ❦♠❧✏♥ ❵✴♦ (see

Equation 7.7 on p. 95) descend from the same area, the inferred formula ❦q♣❯♥ ❵r♦ts ❦q♣❯♥✸✉ ♦ (see Equation

7.8 on p. 95) can be assigned to this area as well. Problems arise when entries descending from different

areas are used for inference. For instance, if ❦q♣ is available in ❛❄✈❯❞①✇ ♥✮② ♦ (see Figure 5.1 on p. 47), ❦③❧ in❛❄✈✷❞①✇ ♥✮④ ♦ , and the production rule ❦ ❧ ♥ ❵✴♦⑤❭ ❦ ♣ ♥ ❵✴♦⑥s ❦ ♣ ♥✸✉ ♦ applies in both areas, the transition from ❥ ❚ to

❥ ❚❈⑦ (see Equation 7.8 on p. 95) through inference makes it possible to ascertain the presence of ❦q♣❯♥ ❵✴♦⑧s
❦q♣❯♥✸✉ ♦ in ❛⑨✈✷❞①✇ ♥✮② ♦ for an application system which is only allowed to access ❛❄✈✷❞①✇ ♥✮④ ♦ . Assuming that

all production rules are known to the application systems and ❦⑤♣ was not modified within the transition,

application systems allowed to access ❛❄✈❯❞①✇ ♥✮② ♦ are also capable of ascertaining ❦③❧✫♥ ❵r♦ .
Inference procedures using user model entries of different areas of access, regardless of how the area is

specified by the different security models, require a classification function which assigns a newly gener-

ated user model entry to an area. Secure user models must not only provide procedures for consistent,

correct, and timely inferences but also for the assurance that only intended inferences are possible (see

the research literature on security of knowledge-based systems, [BL87], [BL87a], [GL91], [Mor87],

[Mor88], [Ten91], and [Thu90]).

62See Chapter 5.1.2, Secrecy through Selective Access.
63See Chapter 7.1.2.2, Information Flow Control Models.
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With the role-based access control model proposed in Chapter 7.1.3, Confidentiality through the Role-

Based Access Control Model, the user modeling system can determine without restriction the set of

user model entries (e.g., ⑩❄❶✷❷①❸❄❹✮❺❼❻ and ⑩❄❶❯❷①❸✖❹✮❽❾❻ , see above) supporting the inference of new user model

entries. The classification of a newly generated entry (e.g., into ⑩❄❶✷❷①❸❄❹✮❺❼❻ or ⑩❄❶✷❷①❸❄❹✮❽❾❻ ) is not specified by

the access control model and is therefore dependent on the user modeling system.

The previous paragraphs covered the inference integrity of production systems (with an example of an

unintended inference within a knowledge-based system). User models often lack complete information

about a user due to the demand for implicit construction (see Rich quotation on p. 27). To complete a

user model, analogical inferences can be employed by a user modeling server which infer missing entries

from information acquired from other user models (see [Orw95] and [KKP2000]). For instance, a typical

question for a user model with the characteristics ❺ and the unknown characteristic ❽ is: “How many

other users who show characteristics ❺ also show characteristic ❽ ?”

For this reason, the relevant user model entries from the different user models can be collected and stored

in a manner suitable for replying to statistical inquiries supporting analogical reasoning. The statistical

inquiries should only provide information about the average user and should not make it possible to

ascertain more about the characteristics of a particular user than is allowed. Knowledge of a unique

combination of characteristics of an anonymous user can give clues for deanonymization64 . As a simple

example of a statistical database, characteristics of several users are collected in the following (relational)

table, whereby users are identified by pseudonyms65:

# pseudonym age browser advertisements characteristic ❿
1 a [,20] N y a

2 b [21,30] N n b

3 c [21,30] S y c

4 d [31,40] IE n d

5 e [21,30] N y a

6 f [31,40] IE n a

7 g [21,30] IE y a

8 h [41,50] N n a

9 i [50,] S y a

10 k [31,40] N n a

11 l [21,30] N y a

12 m [21,30] IE n a

Table 7.3: Example of a statistical database

For the above question the function ⑩❄❶✷➀➁❷①❸✖❹✮❺➃➂➄❽➅❻➇➆➈❷ is given to determine the number of users in

the table which show characteristic ❺ and ❽ . With the request ⑩❄❶✷➀➁❷①❸✖❹✮➉⑥➊✕➋➌➆➎➍➐➏➒➑r➓✹➔✳❻→➆➎➣ a unique

characteristic is found in the table which makes it possible to ascertain all other characteristics for that

pseudonymous user, for instance ⑩❄❶✷➀➁❷①❸✖❹✮➉✫➊✕➋↔➆↕➍➐➏➒➑r➓✹➔③➂➛➙✱➜➒❶✷➝➟➞❯➋☞➜➌➆➡➠q❻➢➆↕➣ , ⑩⑨❶✷➀➤❷①❸❄❹✮➉⑥➊✕➋↔➆➥➍➐➏➒➑r➓✹➔③➂
➉✕➦✫➧✕➋☞➜➒❸❲➨❲➞✷➋✖➩➫➋☞❷①❸✹➞➭➆➲➯❆❻➳➆➵➣ , etc. To ensure that the characteristics of a user with a unique combination

of characteristics cannot be ascertained, the function ⑩⑨❶✷➀➤❷①❸ can be limited to values which do not enable

64See Chapter 6.1.2, Content-based Anonymity.
65See Chapter 4, Requirements for Anonymity and Pseudonymity.
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it to recognize a unique combination of characteristics:

➺❄➻✷➼➁➽①➾✖➚✮➪➌➶➘➹❾➴t➷➬➽t➮☎➱❾✃❐➽①❒❰❮❤ÏÑÐ❐➽ÒÐ❐➽①❒ÔÓ☎Õ➅✃➌Ö (7.19)

With the values ➽①❒q❮❏ÏÒ➷Ø×✕➮✂➽①❒❰Ó✦Õ→➷ÚÙ✖➱r➮☎Ö➎➷ÛÙ☞× set for this example, the previous requests cannot be

satisfied.

Unfortunately, this restriction can be evaded by transforming the request. The following example answers

the question whether a user characterized by ➪Ü➷Ý➚✮Þ⑥ß✕à➟➷Ýá➐×rÙ➒➮✦â➒➱✷ã☎➶✍ä✱å✏➻✷æ✍ç✷à✖å➭➷➃Ö➬➶èÞ✔é⑥ê✕à☞å✷➾❍ë❲ç✷à✖ì➫à☞➽①➾✹ç➟➷
➽♠➴ also has the characteristic ➹í➷í➚❈îï➷ðä✖➴ . Despite the limitation of Equation 7.19, it can also be

ascertained that the combination of characteristics is unique. Therefore, ➪ is decomposed into ➪ñ➷
➪óò③➶➘➪èô for which ➺⑨➻✷➼➤➽①➾❄➚✮➪óò③➶ ➪➟ô✖➴ and ➺❄➻❯➼➤➽①➾❄➚✮➪óò⑨➴ can be determined:

➽①❒q❮❏ÏõÐö➺⑨➻✷➼➤➽①➾❄➚✮➪óò③➶ ➪✍ô✒➴ÔÐ➌➺❄➻❯➼➤➽①➾❄➚✮➪❼➴÷Ð❐➽①❒ÔÓ☎Õ (7.20)

ø ➷ù➪óòt➶ ➪➟ô is called individual tracker and can be found for most statistical databases (see [DDS79,

p. 80] and [Denn82, Chap. 6.3]). With the two satisfiable counts

➺⑨➻✷➼➤➽①➾❄➚✮➪❼➴t➷ú➺❄➻✷➼➁➽①➾✖➚✮➪ûò⑨➴ýüþ➺⑨➻✷➼➤➽①➾❄➚ ø ➴ (7.21)

➺❄➻❯➼➤➽①➾❄➚✮➪➌➶➘➹❾➴t➷ú➺❄➻✷➼➁➽①➾✖➚ ø↔ÿ ➚✮➪óò③➶➘➹❾➴✂➴③üÒ➺❄➻✷➼➁➽①➾✖➚ ø ➴ (7.22)

the request can be satisfied [Denn82, Chap. 6.3].

The method for answering statistical queries which should not be answerable (see Equation 7.19) is as

follows: First, a test is conducted to determine whether ➪ describes a unique relation of Table 7.3 where➪óòÔ➷Ý➚✮Þ✫ßrà✍➷Ýá➐×rÙ➒➮✦â➒➱✷ã➁➶➢ä✱å✏➻✷æ✍ç✷à✖åó➷úÖ➄➴ and ➪✍ô❪➷Ý➚✮Þ✔é⑥ê✕à☞å✷➾❍ë❲ç✷à✖ì➫à☞➽①➾✹ç➟➷➬➽♠➴ and by Equation 7.21:

�✂✁☎✄✝✆✟✞✂✠✡✠☞☛✍✌✏✎✒✑✔✓ ✕✗✖✙✘✛✚✙✜✣✢✍✤✦✥★✧☎✁☎✩✫✪✬✎✭✧✮✑✰✯✲✱✟✤✳☛✏✴✍✵✶✎✭✧☎✞✸✷✹✪✭✎✬✺✻✎✭✆✟✞✡✪✼✑✽✆✾✱
✑ �✂✁☎✄✝✆✟✞✂✠✿☛✍✌✗✎✼✑❀✓ ✕❁✖✙✘❂✚✍✜❃✢✍✤✦✥❄✧❃✁☎✩✼✪✭✎✭✧✮✑❅✯❆✱❇ �✂✁☎✄✝✆✟✞✂✠✡✠☞☛✍✌✏✎✼✑❀✓ ✕✗✖✙✘✛✚✙✜✣✢✣✤✻✥❄✧❃✁☎✩✼✪✭✎✭✧❈✑✰✯✲✱✟✤✳☛✏✴✍✵✶✎✭✧☎✞✸✷✹✪✭✎✬✺✻✎✭✆✟✞✡✪❉✑✰❊✗✱
✑ ✚ ❇ ✕

(7.23)

➪ therefore denotes a unique combination and can be used for inference of characteristic ➹ by Equation
7.22:

�✂✁☎✄❋✆✟✞✂✠❂✠✿☛✍✌✗✎✼✑●✓ ✕✗✖✍✘❂✚✍✜❃✢✙✤✻✥❄✧❃✁☎✩✼✪✭✎✬✧❈✑✰✯❍✤■☛✏✴✍✵✶✎✭✧☎✞✸✷✹✪✬✎✭✺✻✎✭✆✟✞✡✪✼✑❏✆✾✱✾✤✲✠▲❑✰✑✰✥▼✱✡✱
✑ �✂✁☎✄❋✆✟✞✂✠❂✠✿☛✍✌✗✎✼✑●✓ ✕✗✖✍✘❂✚✍✜❃✢✙✤✻✥❄✧❃✁☎✩✼✪✭✎✬✧❈✑✰✯❍✤■☛✏✴✍✵✶✎✭✧☎✞✸✷✹✪✬✎✭✺✻✎✭✆✟✞✡✪✼✑❏❊❁✱◆ ✠✡✠☞☛✙✌✗✎✫✑❀✓ ✕✗✖✙✘✛✚✙✜✣✢✣✤✻✥❄✧❃✁☎✩✼✪✭✎✭✧❈✑✽✯❆✱✾✤❆✠▲❑✰✑❅✥▼✱✡✱✡✱❇ �✂✁☎✄❋✆✟✞✂✠❂✠✿☛✍✌✗✎✼✑✔✓ ✕✗✖✍✘❂✚✙✜✣✢✍✤✻✥❄✧❃✁☎✩✼✪✭✎✬✧✮✑❅✯❆✱✟✤✦☛✶✴✍✵✏✎✬✧☎✞✸✷✹✪✭✎✭✺✦✎✭✆✟✞✡✪❉✑✰❊❁✱
✑ ✚ ❇ ✕

(7.24)

The example uses an individual tracker for the positive compromise of the statistical database (concerning

the user known by the pseudonym b) which must be found for every user (i.e. row) of the table. For many

databases there is a general tracker which can be used for requests affecting arbitrary rows of the table

(see [DDS79, p. 83] and [Denn88, p. 348]).

Several techniques have been developed to protect statistical databases from similar attacks (see

[CFMS94, Chap. 5], [HDW97], [AW89], and [PL92]):
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❖ the lattice model [DS83],

❖ conceptual clustering [CO81],

❖ query set size control (partially described above, see [Fel72] and [Chi78]),

❖ cell suppression [Cox80],

❖ data swapping (see [Schl81] and [Rei80]),

❖ non-overlapping queries [DJL79],

❖ data perturbation [Mat86], etc.

Despite their complexity, all techniques are alike in their inability to protect data from all attacks simul-

taneously. Inference integrity in statistical databases (i.e., the assurance that inferences that are intended

can be drawn but not unintended inferences) therefore depends on the combination of several techniques

[CFMS94, p. 339]:

“In general, we can conclude that no single protection technique alone provides high security

and low information loss at low cost. Moreover, no technique that can prevent both exact and

partial compromise exists. Since no one technique is superior to another in all aspects, the

choice of suitable protection technique(s) should be guided by the protection requirements

and the characteristics of the environment protected.”

7.2.2.5 Constraint Integrity

Several constraints can be imposed on the user model which are collateral rather than being central to

user modeling. For instance, the anonymity66 requirement is a constraint which actually limits the user

model’s range of functions, e.g., by limiting data sets from which inferences can be drawn.

Particularly with regard to the constraints of environmental anonymity67 (e.g., that the characteristics of

more than one user must be maintained within the user modeling server) and contextual anonymity (e.g.,

as a very minimum requirement, no unique combination of characteristics within all user models should

be observable, see Chapter 6.1.2, Content-based Anonymity, and Chapter 7.2.2.4, Inference Integrity)

no single user model can ascertain whether the requirements are met. Anonymity often benefits from an

anonymity set of similar entities which prevents a single entity from being singled out. For this reason,

user modeling servers (see [Orw95], [Pohl98], [Fink98], and [FK2000]) are advantageous, because they

could ensure that a survey of all user models will not lead to the formation of a unique combination of

characteristics for a particular user. Unfortunately, this runs counter to Allen’s demand (see p. 11) for

differentiation across users.

66See Chapter 4, Requirements for Anonymity and Pseudonymity, and Chapter 7.2.2.4, Inference Integrity.
67See Chapter 6.1.1, Environmental Anonymity.
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7.2.2.6 Semantic Integrity

Semantic integrity of a user model has so far been considered only to the extent that it is important for

user model developers (see system integrity68 and data integrity69). The user modeling systems which

are described in the literature offer no possibilities for users to specify semantic constraints on their

characteristics (for instance, “My characteristics regarding skills should only be processed if they don’t

deviate from the mean by 30%.”).

Whether the semantic integrity of the user model data can be preserved depends on the domain of the

user adaptive system and the means provided by the user modeling system; means for ensuring semantic

integrity cannot be discussed in general.

7.2.2.7 Alteration Integrity

Ways of using authorization to protect user model entries from alteration were discussed in Chapter

7.2.1.5, Authorization, and in Chapter 7.1.2, Secrecy through Selective Access. In a similar manner, user

models which do not authorize application systems are able to detect changes of particular attributes by

monitoring the authenticity (see above) of the entries via signatures70 .

7.2.3 Summary

In contrast to Chapter 7.1, Solutions for Secrecy, where general measures for ensuring secrecy were

proposed, this chapter has offered no general solutions for meeting the requirements for integrity in user

modeling. Rather, solutions which have been implemented in user modeling systems were presented for

the particular requirements described in Chapter 5.2, Requirements for Integrity.

The integrity of a user model was broken down into external integrity (regarding the application of the

user model by a user adaptive system) and internal integrity (regarding solutions provided by the user

modeling system). It was shown that factors which improve the confidentiality of a user model (e.g., iden-

tification, authentication, and authorization) also help to improve its external integrity. Other solutions for

the requirements regarding consistency, correctness, adequacy, functionality, timeliness, accountability,

and supervision were discussed with regard to examples taken from particular user modeling systems.

Measures for improving the internal integrity of a user model through data integrity, system integrity, and

inference integrity were discussed in connection with production systems which enhance the set of user

model entries by inferring further assumptions about the user. We have shown that few attempts have

been made to support these types of integrity within implemented user modeling shell systems, despite

the fact that they are crucial for the user’s privacy. However, when security models are employed, the con-

fidentiality of user model information and its integrity can be maintained (e.g., through Biba’s integrity

model) and in some cases, confidentiality and integrity can be maintained simultaneously. Concerning

the security models proposed in Chapter 7.1.2, Secrecy through Selective Access, the most suitable ones

to support both the confidentiality and the integrity of the user model are access control models as well

as the role-based access control model, which I have implemented in my research. Ways of meeting the

68See Chapter 7.2.2.2, System Integrity.
69See Chapter 7.2.2.1, Data Integrity.
70See Chapter 6.2.2.1, The Knowledge Query and Manipulation Language (KQML), and p. 66.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

130 7.2. SOLUTIONS FOR INTEGRITY

requirements for transition integrity, constraint integrity, semantic integrity, and alteration integrity are

dependent on the particular user modeling system and were therefore not discussed in detail.
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Chapter 8

Selected User Modeling Components

This chapter covers several components of user modeling systems which deal with security and privacy

requirements. Doppelgänger and BGP-MS will be presented as two instances of user modeling servers

with different focuses. As examples, the security features implemented in these systems will be described

and the ways in which the respective designs can affect security will be discussed.

The component called User Model Reference Monitor is included here because it combines the three

solutions which have been implemented within this thesis and therefore gives an overview of their inter-

action and their applicability for particular security requirements in user modeling.

The AVANTI system is a user adaptive system especially designed to handle sensitive information about

users. It is presented here as an example of an application of the proposed solutions and the limits of

previously available solutions for security and anonymity.

A brief description of the current Platform for Privacy Preferences Project (P3P) shows how security

measures can support the user’s privacy. The dependence of privacy on security, which was posited in

the introduction, is illustrated by the definition of policies for data usage. The access control model

implemented within this thesis can be used to specify the required access control for user model clients.

8.1 Doppelgänger

Doppelgänger, the “generalized tool for gathering, processing, and providing information about users”

consists at its core “of a server, a toolkit of learning techniques, and a database of user models” (see

[Orw94], [Orw95], and [Orw96]). Data gathered from sensors (both hardware and software) is stored

and augmented by machine learning techniques and statistical methods in order to provide application

systems with a pragmatic model1 of the user.

In addition to sensors and application systems, the user is also given considerable attention as a part

of the user adaptive system (for the definition of a user adaptive system used in this thesis see p. 13).

Special interfaces which allow for inspection and modification of user model entries (see Chapter 7.2.1.2,

Correctness, and [Orw94, p. 152]) are included in the design. The inclusion of the user has also been

1See [Kay91], [Kay93], and [SASE97].
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134 8.1. DOPPELGÄNGER

considered in the design phase of the interface to the user modeling server [Orw94, p. 155]:

“The underlying principles of interface design in DOPPELGÄNGER are as follows:

◗ Let the user know what the system is doing.◗ Let the user choose the degree of interactivity with the system: different amounts will

be appropriate at different times.◗ Model the user’s understanding of the system’s operation, and provide explanations

appropriate to that level. If in doubt, simplify.◗ Provide an interface that highlights the unusual inferences and actions made by the

system.◗ Integrate communications between the user and the user modeling system into normal

daily activities.”

The listing above shows the user’s ability to supervise2 the system, for instance, through knowledge

about what the system is doing and the ability to choose the degree of interactivity.

By means of analogical modeling, Doppelgänger is also able to supply application systems with mean-

ingful information3 about the user if the user model is incomplete (see Orwant quotation on p. 12).

However, means for ensuring the limitation of possible inferences4 and anonymity have not been imple-

mented. As a user modeling server which hosts models of many users and which employs a variety of sta-

tistical methods, Doppelgänger could check for unique combinations of user model entries which allow

for deanonymization and could prevent such combinations (see Chapter 7.2.2.5, Constraint Integrity).

Aspects of confidentiality and integrity (i.e., authentication and authorization) have also been emphasized

as a basis for the user’s privacy [Orw95, p. 110]:

“An integral part of the user modeling system as server paradigm are safeguards for notions

of data security and privacy. Potentially harmful, sensitive, or damaging information is

stored in DOPPELGÄNGER, and in an environment where many workstations are making

use of network services, users and applications might be able to falsify their identity to a

remote service. This is a serious risk and requires some means of access control.”

From the levels of anonymity5, identification and super-identification have been implemented by means

of the Kerberos authentication system (see [SNS88] and [Sum97, p. 487]). Through the Kerberos au-

thentication system, the identity of an application system, the user, and also the user modeling server

can be authenticated while information is exchanged between them. It is not possible for an application

system to authenticate a particular user model entry after it has been accepted by Doppelgänger. With

the proposed extensions to the KQML language (i.e., SKQML6), the proof of origin is available to the

user model by means of the :signature value which can be stored with the user model entry. With this

2See Chapter 7.2.1.9, Supervision.
3See Chapter 5.2.1, Requirements for External Integrity, and Chapter 7.2.2.4, Inference Integrity.
4See Chapter 7.2.2.4, Inference Integrity.
5See Chapter 4.1.1, Levels of Anonymity.
6See Chapter 6.2.2, The Secure Knowledge Query and Manipulation Language (SKQML).
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value, another application system is able to verify that a user model entry has been inserted by a particu-

lar application system (and has not been modified in the meantime) without the help of the user modeling

system.

The confidentiality7 of the user model can be attained by assigning the user model entries to four cate-

gories [Orw95, p. 110]:

Users modeled by DOPPELGÄNGER can control the access to any and all parts of their

user model, tagging them entirely private, entirely public, or a gray area in between, which

can be expressed as either “everyone but certain users,” or “no one but certain users”.

As a basis for the access control model, the Andrew File System (see [AFS98] and [Sum97, p. 542])

has been included in the implementation. The Andrew File System uses access control lists8 to relate

user model entries and user model clients by access modes, thereby authorizing user model clients. The

user interface defining the authorization, which is essential for an effective assignment of the clients’

responsibility for parts of the user model, is not described in the literature (compare the description

for the authorization through the role-based access control model, Figures 7.11 – 7.14 on pp. 113 –

115). With the four categories private, entirely public, everyone but certain users9, and no one but

certain users, an access control model10 can be established which allows for the definition of simple

requirements regarding confidentiality11 while several user model clients are maintaining a (shared) user

model. Using this access control model, groups of application systems (for instance, “no one but certain

users”) can be related to single user model entries. In [San97], it is shown that access control by groups

is less flexible and more complicated to manage than the role-based access control model proposed in

this thesis.

Secrecy of the user model data while in transit from sensors to the user model server or from the user

model server to the application system has been implemented by means of encryption12 . For encryp-

tion, the PGP encryption algorithm [Gar95] has been used to protect the communication carried out via

electronic mail.

In addition, secrecy through temporary denial of access13 to the user model has been implemented by

giving the user not only computational ownership (as in the solutions proposed in Chapter 6.2, Pro-

cedural Anonymity through Mixes, or Chapter 7.1.1.2, Secrecy through Encryption) but also physical

ownership [Orw95, p. 110]:

“Another method of guaranteeing privacy is to ensure that the user retains not only com-

putational ownership of the data [...], but physical ownership as well. To this end, DOP-

PELGÄNGER can store user models on PCMCIA cards as well as on disks.”

7See Chapter 5.1.2, Secrecy through Selective Access, and Chapter 7.1.2, Secrecy through Selective Access.
8See p. 98.
9Users corresponds in this context to user model clients, e.g., application systems.

10This access control model does not distinguish different access modes (for instance, read, write) and is therefore not

suitable for defining requirements regarding confidentiality and integrity (see Chapter 7.2.2.1, Data Integrity).
11See Chapter 5.1.2, Secrecy through Selective Access, and Chapter 7.1.2, Secrecy through Selective Access.
12See Chapter 5.1.1.2, Secrecy through Encryption.
13See Chapter 5.1.1, Secrecy through Denial of Access.
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136 8.2. BGP-MS

The timeliness14 of inferences and membership in communities in Doppelgänger is given by a recalcula-

tion on a daily basis.

Among the user modeling servers discussed in this thesis, Doppelgänger combines the highest number of

security mechanisms. As described above, it provides mechanisms for ensuring the secrecy of user model

information while in transit between Doppelgänger and the application systems, a basic access control

model for authorization, means for supervision, and the ability to cope with incomplete information about

the user. Further mechanisms which improve the system’s security could be added to Doppelgänger, for

instance, a more detailed access control model for defining the user’s demands regarding confidentiality

of the user model information, a decentralized mechanism for authentication (in contrast to the Kerberos

system), and means for protecting the authenticity of each user model entry. In addition, mechanisms

which support the users’ anonymity, and thereby their privacy, could be added, for instance, through

prevention of deanonymization of user model entries, limitation of possible inferences, and the inclusion

of anonymous remailers15.

8.2 BGP-MS

The BGP-MS16 user modeling shell system “can assist interactive software systems in adapting to users

based on assumptions about their knowledge, beliefs, and goals” [KP95, p. 4]. Knowledge about the

user can be represented and processed via various formalisms: terminological, first-order, and modal

logic [Pohl98, Chap. 6]. BGP-MS was expanded to a user modeling server which can host models of

several users maintained by different application systems [Pohl98, p. 199]. Pohl and Höhle suggest the

domain-based user modeling by which user model entries do not relate application systems and users

(i.e., an (A,U) environment) but domains and users (i.e., a (D,U) environment), see [PH97, p. 412] and

[Pohl98, Chap. 7.3.3]):

“Therefore, the ❙▲❚✳❯☎❱❳❲ environments, which were suggested above as containers for run

time UMKBs, should better be regarded as ❙▲❨❩❯☎❱❳❲ environments that store the assumptions

about a user ❱ concerning a domain ❨ together with other domain-specific data. There is

no reason to constrain an application ❚❈❬ to one domain only; user modeling data could be

modularized into several domains ❨❪❭❃❯❃❫❴❫❴❫❴❯✂❨✻❵ . Vice versa, there is no reason to constrain a

domain to be used by one application only.”

Domains as well as views (see [KP95, Chap. 4] and [Pohl98, Chap. 2.3.3]) as implemented in BGP-MS

allow for the shared maintenance of parts of the user model17. Domains as well as views of BGP-MS

can directly be mapped to roles of the proposed role-based access control model18. In the following, this

mapping is given for the example of [PH97, p. 413]:

For a more illustrative example, imagine two applications “Adaptex” (a text processor) and

“IntelliDraw” (a drawing tool), which both employ a centralized BGP-MS instance for user

14See Chapter 7.2.1.4, Timeliness.
15Anonymous remailers can be used with PGP to achieve some of the mechanisms provided by the KQMLmix component

(see p. 59 and Chapter 6.2.3, KQMLmix) for procedural anonymity.
16Belief, Goal, and Plan Maintenance System
17See the modes CONT-SEP, CONT-INCL, and CONT-SHAR in Figure 5.1 on p. 47.
18See Chapter 7.1.4, Implementation of a Role-Based Access Control Model.
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modeling. They make use of the domains “text-processing” and “vector-graphics”, respec-

tively, and share the domain “printing”.

The notation of the role-based access control model19 for this example is given by:

❜ ❝ ❞✙❡❣❢❋❤✣✐❦❥❄❧✣♠♦♥❦♣rqs❥❄❧✙t▲t☞✉❂✈❆✇✗❤❋①③②④ ❝ ❞✣❥❄❧✣♠✾❥
-
✐✾✇✗⑤✏⑥❃❧✙⑦✶⑦✣✉✹q⑨⑧❦♥✟⑩✝❧✣⑥✭❥❄⑤✶✇

-
⑧r✇✗❤✣✐❷❶❸✉✡⑥❃⑦❁♥❁✐✾✇✏✉✹qs❥❂✉✡q⑨⑧❸②❹ ❝ ❞✣❥✿✐

-
❤✝⑦✶❺❷♥❸❥☞✐

-
❥❄❧✙t▲t❂♥✟⑩r⑧

-
❤❻⑦✶❺❷♥✟⑩❁⑧

-
❥★❧✣t▲t✛♥✗✐✾✇

-
❤❻⑦✍❺❷♥✗✐❦✇

-
❥★❧✣t▲t❂②❜❼❡ ❝ ❞❋❽▲❡❣❢❋❤✣✐❦❥❄❧✣♠♦♥✾❥★❧❃♠❦❥

-
✐❦✇✏⑤✏⑥❃❧✙⑦✶⑦✙✉✹q⑨⑧❻❾✬♥❿❽▲♣rqs❥❄❧✙t➀t➀✉✡✈✲✇✗❤r①✳♥❸⑩✝❧✙⑥✭❥✛⑤✶✇

-
⑧r✇✗❤✣✐⑨❶✟✉✡⑥❃⑦✏❾▼②④❳➁ ❝ ❞❋❽➂✐✾✇✏✉✹qs❥✛✉✹q⑨⑧✾♥★❥★❧❃♠✾❥

-
✐✾✇✗⑤✏⑥❃❧✙⑦✶⑦✣✉✡q⑨⑧❻❾✬♥❿❽➂✐✾✇✏✉✹qs❥✛✉✹q⑨⑧✾♥✟⑩❻❧✣⑥✭❥✛⑤✶✇

-
⑧r✇✗❤✙✐❷❶✟✉❂⑥☎⑦✏❾▼②❹③❡ ❝ ❞❋❽➀❥❄❧✣♠✾❥

-
✐✾✇✗⑤✏⑥❃❧✙⑦✶⑦✣✉✹q⑨⑧❦♥❸❥✿✐

-
❤❻⑦✶❺❸❾✬♥❿❽➀❥❄❧✣♠✾❥

-
✐✾✇✗⑤✏⑥❃❧✙⑦✶⑦✣✉✹q⑨⑧❦♥✟❥✿✐

-
❥★❧✣t▲t✹❾✬♥❽➀⑩✝❧✙⑥✭❥✛⑤✶✇

-
⑧r✇✗❤✙✐❷❶✟✉✡⑥❃⑦r♥❸⑩❁⑧

-
❤❻⑦✍❺❸❾✬♥♦❽➀⑩❻❧✣⑥✭❥✛⑤✶✇

-
⑧r✇✗❤✙✐❷❶✟✉❂⑥☎⑦r♥✾⑩r⑧

-
❥★❧✣t▲t✹❾✬♥❽➂✐✾✇✏✉✹qs❥✛✉✹q⑨⑧✾♥✗✐❦✇

-
❤❻⑦✍❺❸❾✬♥➃❽➂✐✾✇✏✉✹qs❥❂✉✡q⑨⑧✾♥✏✐✾✇

-
❥❄❧✙t▲t✸❾▼②

(8.1)

Permissions20 regarding KQML messages sent from the application system to BGP-MS are defined as:

❹③✈➄❝➅❞ ❽➀❥☞✐
-
❤✝⑦✶❺❷♥

"\(ask-if .*:domain text-processing.*\)"
❾✬♥❽➀❥☞✐

-
❥❄❧✙t▲t❂♥

"\(tell .*:domain text-processing.*\)"
❾✬♥❽➀⑩❁⑧

-
❤✝⑦✶❺❷♥

"\(ask-if .*:domain vector-graphics.*\)"
❾✬♥❽➀⑩❁⑧

-
❥❄❧✙t▲t❂♥

"\(tell .*:domain vector-graphics.*\)"
❾✬♥❽➂✐✾✇

-
❤❻⑦✍❺❷♥

"\(ask-if .*:domain printing.*\)"
❾✬♥❽➂✐✾✇

-
❥★❧✣t▲t✛♥

"\(tell .*:domain printing.*\)"
❾ ②

(8.2)

For a given (sample) message,

m = (ask-if :sender Adaptex :content (...) :domain text-processing ...)

the authorization21 of the sender is determined as follows:

1. determining the user: ➆ ❝ ➆ ⑦✍❧✣✇✟❽ m ❾➇❝➈❡❼❢r❤✙✐✾❥❄❧✣♠
2. determining the set of roles assigned to user ➆ :

✇❁⑦✣➉✟❝➅❞✣✇✏➉➋➊❻❽ ➆ ♥★✇✏➉➌❾➎➍❏❜❼❡■②❼❝➅❞✣❥★❧❃♠✾❥
-
✐✾✇✗⑤✏⑥❃❧✙⑦✶⑦✣✉✡q⑨⑧❸②

3. enhancing the set of roles with roles which inherit to the roles within
✇❁⑦✣➉

:✇❁⑦➏❝➐✇❁⑦ ➉✗➑ ❞✣✇❆➊✟❽➀✇✶♥★✇ ➉ ❾✒➍➒④❳➁❩♥★✇ ➉ ➍➓✇✗⑦ ➉ ②➏❝➔❞✣❥❄❧✣♠✾❥
-
✐✾✇✗⑤✏⑥❃❧✙⑦✶⑦✣✉✹q⑨⑧❦♥✏✐✾✇✏✉✹qs❥❂✉✡q⑨⑧❸②

4. determining the set of permissions for all roles within
✇❁⑦

:✐⑨⑦❼❝➅❞★✐✽➊✟❽➀✇✍♥▲✐s❾✒➍→❹③❡✳♥★✇➣➍➓✇❁⑦✗②❼❝➅❞✣❥☞✐
-
❤❻⑦✶❺❷♥✟❥✿✐

-
❥★❧✣t▲t✛♥✏✐✾✇

-
❤❻⑦✍❺❷♥✏✐✾✇

-
❥★❧✣t▲t❂②

5. checking whether at least one permission definition (
✐❦❢✲➍↔❹③✈

) for the permission
✐❩➍✻✐❷⑦

matches the message m (for this example, the permission definition❽➀❥☞✐
-
❤❻⑦✍❺❷♥

"\(ask-if .*:domain text-processing.*\)"
❾

matches the message)

19See ↕➛➙✼➜➃➝❿➞ on p. 100, Chapter 7.1.3, Confidentiality through the Role-Based Access Control Model, and Chapter 7.1.4,

Implementation of a Role-Based Access Control Model.
20See Figure 7.12 on p. 114.
21See Chapter 7.1.3, Confidentiality through the Role-Based Access Control Model, and Chapter 7.1.4, Implementation of a

Role-Based Access Control Model.
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138 8.2. BGP-MS

6. if a match can be found, process the message.

The above example illustrates the authorization of application systems for parts of the user model (in

this example, domains). By means of authorization, the responsibility of several application systems for

parts of a user model can be defined and enforced. The confidentiality of particular user model entries

can thereby be established. In this simple example, user model entries of the domain ➟★➠❃➡❦➟ -➢❦➤✏➥✏➦❃➠✙➧✶➧✙➨✹➩⑨➫
can only be read or modified by application systems which are authorized via their assignment to the

respective role (e.g., the ➭❣➯❋➲✣➢❦➟❄➠✣➡ application system). A similar protection exists for the user model

entries of the domain ➳❻➠✣➦✭➟✛➥✶➤ - ➫r➤✗➲✙➢❷➵✟➨❂➦☎➧ . This example represents the mode of cooperation CONT-SHAR

(see Figure 5.1 on p. 47) with the user model entries of the ➢✾➤✏➨✹➩s➟✛➨✹➩⑨➫ domain in the intersection of➦☎➥✶➩s➟☎➸▲➭❳➺ and ➦☎➥✶➩s➟❃➸▲➻➼➺ , for this example, ➦☎➥✶➩s➟☎➸▲➭❼➯r➲✙➢✾➟★➠❃➡s➺ and ➦☎➥✶➩s➟☎➸▲➽r➩s➟❄➠✙➾▲➾☞➨❂➚❆➤✗➲❋➪➏➺ . In the above example,

the application systems ➭❣➯❋➲✣➢❦➟❄➠✣➡ and ➽❁➩s➟★➠✣➾▲➾➀➨✡➚✲➤✏➲❋➪ can share information from the ➢✾➤✏➨✹➩s➟✛➨✹➩⑨➫ domain but

not information from the ➟❄➠✣➡✾➟ -➢✾➤✗➥✏➦☎➠✍➧✍➧✙➨✹➩⑨➫ and ➳✝➠✙➦✬➟❄➥✶➤ - ➫r➤✗➲✣➢⑨➵✟➨✡➦❃➧ domains.

The role-based access control model not only supports confidentiality but can also be applied to improve

the integrity of the user model information. To extend the example above, we can add another role➧✙➶❁➢❷➠✣➤✶➳❋➨❂➧✍➥✍➤ ➹➏➘✾➴➐➹❀➷❩➬ ➧✣➶r➢❷➠❃➤✏➳❋➨❂➧✙➥✶➤✝➮ (8.3)

which can be assumed by an application system ➱✃➩➋➥✶➪❣➾✸➠✙➯✗➫✝➠✗❐❉➢❦➯❋➲r➟★➠ of which the user (or the developer

of the user adaptive system) is convinced that it improves the integrity of the entries of all three domains

by keeping them up to date. An enhancement of the permission assignment

❒ ➭ ➘ ➴ ❒ ➭ ➷↔➬ ➸✸➧✣➶r➢❷➠❃➤✏➳r➨✛➧✙➥✶➤✶❮✾➟☞➢ - ➟❄➠✙➾▲➾✸➺✬❮✙➸✸➧✙➶❁➢⑨➠❃➤✏➳r➨❂➧✍➥✶➤✍❮✾➳❁➫ - ➟❄➠✙➾➀➾✹➺✬❮✙➸✸➧✙➶❁➢❷➠✣➤✏➳r➨❂➧✍➥✶➤✍❮✗➢❦➤ - ➟★➠✣➾▲➾✹➺▼➮ (8.4)

enables the application system ➱❩➩➋➥✶➪❼➾▲➠✙➯✗➫✝➠✗❐❉➢❦➯❋➲r➟★➠ to update all entries in the three domains without

acquiring knowledge about the insertions made by other application systems. Thereby, it is able to

improve the integrity of the user model without weakening confidentiality.

The secrecy of the data while in transit between the application system and BGP-MS can be secured by

means of SKAPI22 through encryption. Authentication of the application systems and the user model

server, and the authenticity of the exchanged user model entries can also be guaranteed. Like Dop-

pelgänger, BGP-MS supports identification and super-identification. For BGP-MS, super-identification

is provided by means of X.509 certificates which can be issued by different trust centers. The components

of the user adaptive system can choose freely among trust centers to verify their identity. This process

model therefore offers more flexibility than the Kerberos system (see the previous section). Using the

SKQML23 keyword :signature24 , the user model entries could also be authenticated by other application

systems. Furthermore, BGP-MS is able to support procedural anonymity through sender anonymity as

well as through receiver anonymity25 if it is connected to the application system by a mix network26.

As a user model server, BGP-MS could also provide environmental and content-based anonymity if

means for detecting a unique combination of user model entries and other identifying entries were added.

22See Chapter 7.1.1.2, Secrecy through Encryption.
23See Chapter 6.2.2, The Secure Knowledge Query and Manipulation Language (SKQML).
24The value of this keyword (see p. 66) must also be stored with the user model entry and must be retrievable for application

systems.
25See Chapter 4.1.3, Types of Anonymity, Chapter 6.2.5, Receiver Anonymity, and Chapter 6.2.5, Receiver Anonymity.
26See Chapter 6.2.6, Mix Network, and Chapter 8.3, User Model Reference Monitor.
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The confidentiality of the user model information can be protected by the proposed role-based access

control model27. This model has been proposed28 because of its general applicability as a filter which

controls the information flow between the user model and the application systems. It is therefore not de-

pendent on internal mechanisms of the user modeling system. With respect to a particular user modeling

system, improvements to this access control model can be made. Moreover, it might be advantageous

to replace the proposed (external) access control model with another (internal) security model29. The

strong inferential capabilities of BGP-MS (for instance, the ability to process modal logic expressions,

see [Pohl98, Chap. 5.2.6], [Pohl98, Chap. 6.3.4], [Schr95], and [Simo95]) would permit the user model-

ing system to define the desired information flow between parts of the user model by internal means of

the user modeling system30.

Measures for increasing the external integrity of BGP-MS (e.g., consistency, timeliness, authorization,

identification, and authentication) are described above and in Chapter 7.2.1, External Integrity. Measures

for increasing internal integrity (e.g., data, system, transition, and inference integrity) are described in

Chapter 7.2.2, Internal Integrity.

Supervision measures (e.g., inspection and correction) are not emphasized by BGP-MS. However, a

function is provided which returns all user model entries, thereby enabling the application system to

conduct a dialog with users about their user model.

A detailed description of all features of the user modeling shell system BGP-MS can be found in [KP95]

and [Pohl98].

8.3 User Model Reference Monitor

The User Model Reference Monitor31 is not discussed here as a component implemented within a user

adaptive system, but rather as an illustration of the interplay of the implementations developed within

this thesis. Each of the three implementations SKAPI32, KQMLmix33, and the role-based access control

model34 is suited to different requirements35 of user adaptive systems and should be regarded as an

initial set of modules which are applicable to a wide range of user adaptive systems. Depending on

the user’s and developer’s requirements for the adaptive system and the user modeling agent, a different

range of security measures is adequate. For instance, a user adaptive system with only one user might

provide procedural and content-based anonymity. While environmental anonymity cannot be guaranteed

27See the above example and the following section.
28See Chapter 7.1.2.5, Applicability of Security Models to User Modeling.
29See Chapter 7.1.2, Secrecy through Selective Access.
30A discussion of the matter of inference security in knowledge-based systems (for instance, a logic-based system like BGP-

MS) would exceed the scope of this thesis. The reader interested in the implementation of a knowledge-based system

with inference control based on logic should refer to [BL87a], [Cup91], [Cup93], [CT94], [GL91], [GMN84], [Mor87],

[Mor88], [Per94], [Row89], and [SO87].
31See [LoSh87] for the definition of a reference monitor: ”In computer security, a security control concept in which an

abstract machine mediates access to objects by subjects. [...]”.
32See Chapter 7.1.1.2.2.
33See Chapter 6.2.3, KQMLmix.
34See Chapter 7.1.4, Implementation of a Role-Based Access Control Model.
35See Chapter 4, Requirements for Anonymity and Pseudonymity, and Chapter 5, Requirements for Security.
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with only one (identifiable) user, measures for the two other types36 of anonymity might turn out to be

futile, thus causing unnecessary effort (for instance, computational effort for encryption, user effort for

configuration, latency, etc.) without providing a benefit. Similar considerations have to be taken into

account for the limiting conditions of other security measures and their reciprocal action37. This is often

only possible with respect to the user adaptive system and the user modeling agent employed. Only a few

general solutions are feasible. These concentrate on the connection between the application system and

the user model (for instance, by manipulating the information flow between them through access control

and anonymization) without considering internal features of the systems. With respect to the design of

the user adaptive system, the user model, and the user’s demands for security and privacy the necessary

security features for a given user adaptive system should be discussed on a case-by-case basis.

In the following paragraphs, the interaction of the three implementations will be discussed and a sugges-

tion for arranging them between the user adaptive application system (UM client in Figure 8.1) and the

user model will be made. This arrangement can serve as a default security architecture for user adaptive

systems and can be modified or extended according to the requirements of the particular user adaptive

system.

In Figure 6.5 on p. 76 we showed how application dependent anonymization techniques38 and appli-

cation independent anonymization by means of the KQMLmix39 component must be combined in a

user adaptive system. The following figure focuses on the application independent anonymization40 ,

super-identification41 , encryption42 , authorization43 and includes further components necessary for basic

security services (for instance, a certificate directory) which are described in the following figure:

36See Chapter 4.1.3, Types of Anonymity.
37See, for instance, the necessity of super-identification for anonymity emerging through the mix technique (see Chapter

6.2.3.3, Known Attacks to Mixes) or the conflict between confidentiality and integrity discussed in Chapter 7.1.2.5, Appli-

cability of Security Models to User Modeling.
38For instance, Anonymizers, LPWA, Anonymous Remailers, Onion Routing, and Crowds (see Chapter 6.1.3, Procedural

Anonymity).
39See Chapter 6.2.3, KQMLmix.
40See the righthand side of Figure 6.5 on p. 76.
41See Chapter 6.2.3.1, Message Encryption, Chapter 7.1.1.2.2, Chapter 7.1.4, Implementation of a Role-Based Access Con-

trol Model, and Chapter 7.2.1.6, Identification.
42See Chapter 5.1.1.2, Secrecy through Encryption, Chapter 6.2.3.1, Message Forwarding, and Chapter 7.1.1.2.2.
43See Chapter 5.1.2, Secrecy through Selective Access, Chapter 5.2.1, Requirements for External Integrity, Chapter 7.1.2.4,

Role-Based Access Control Model, and Chapter 7.2.1.5, Authorization.
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Figure 8.1: User Model Reference Monitor

UM client: The client of a user model (UM) can be either one or several user adaptive application sys-

tems or the user. The UM clients as well as the UM are connected44 to the User Model Reference

Monitor via an electronic network and operate on a TCB45.

certificate directory: The certificate directory contains an X.509 certificate46 for the UM and for each

UM client which can be used to verify their identity. It can also be used to verify the authenticity

of the information which is exchanged between the UM clients and the User Model Reference

Monitor.

role server: The role server provides an interface for the definition of the roles for a role-based ac-

cess control model47 and the arrangement of roles48 into a hierarchy49. Furthermore, it manages

the assignment50 of clients to roles. Since the role server is based on a common web server51,

communication can take place with encryption and authentication by means of SSL52. With the

(authenticated) name or pseudonym of the UM client, the roles which have been assigned53 to it

are ascertained.

permission server: The permission server, which is also based on a common web server, handles the re-

lation Ð③Ñ 54 of the role-based access control model Ò❳Ó✻Ñ➏Ô❈Õ 55. For a given set of roles (see above),

44For instance, through TCP, see Chapter 7.1.1.2.1.
45Trusted computing base, see [Pfl89] and [Sum97].
46See Table 7.1 on p. 83.
47See Chapter 7.1.4, Implementation of a Role-Based Access Control Model.
48See Figure 7.8 on p. 110.
49See Figure 7.9 on p. 111.
50See Figure 7.10 and the relation Ö➃× as described in the role-based access control model Ø➛Ù✼×➃Ú❿Û on p. 100.
51See Chapter 7.1.4, Implementation of a Role-Based Access Control Model.
52See p. 82.
53See Figure 7.8 on p. 110 and the example on p. 137 for the definition and processing of the assigned roles and Chapter

7.1.5, Motivation for Roles in RBAC, for the rationale of the role hierarchies.
54See p. 100, Figure 7.12 on p. 114, and Figure 7.14 on p. 115.
55See p. 100.
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142 8.3. USER MODEL REFERENCE MONITOR

the set of permissions assigned to the roles and to roles inheriting to them can be determined by

this server. For each permission in the set, the permission definition56 is ascertained and the set of

permission definitions is returned to the User Model Reference Monitor. If the UM client’s request

matches57 one of the permission definitions, the request is authorized and can be processed.

mix: By connecting the User Model Reference Monitor through a mix network with the user model,

procedural anonymity can be achieved. The mix network58 consists of KQMLmix59 components

which provide sender anonymity as well as receiver anonymity.

User Model Reference Monitor: It manipulates the information flow between the UM clients and the

user model. It can be placed between the UM clients and the UM which exchange UM entries via

KQML60. Since it imposes no demands on the internal mechanisms of the user modeling agent

which hosts the UM, it is applicable to a wide range of such systems. It performs the following

actions:

Ü Parsing of the KQML messages: Messages from UM clients must be accepted and parsed.Ü Handling of protocol aspects: The message has to be stored and either be answered with the

reply by the UM or with an error message.Ü Authentication: The sender of the message (and its content) can be authenticated through

super-identification by means of certificates. Also, senders acting under a (controlled or

uncontrolled) pseudonym can be authenticated if their certificate contains the pseudonym61 .

If no authentication is demanded, this step can be omitted.Ü Authorization: The compliance of the UM client’s request with the definitions for access to

the UM entries is verified62.Ü Anonymization: The routing of KQML messages containing the user model entries through

a mix network63 provides procedural anonymity. Thereby, the relationship between the iden-

tity of the user (i.e., the User Model Reference Monitor instance) and the user model is

hidden.

user model (UM): The user model processes only requests which are authenticated, authorized, dis-

patched, and anonymized by the User Model Reference Monitor.

Using a mix network to isolate the User Model Reference Monitor and the user model ensures procedural

anonymity or procedural pseudonymity of the user (model client) against the user model. As long as

content-based and environmental anonymity64 are also given, the user’s identity cannot be ascertained by

the user model (or the user modeling agent). Alternatively, the mix network could be used to isolate the

UM client from the User Model Reference Monitor which hides the user’s identity from the UM client.

56See p. 113 and Figure 7.13 on p. 114.
57See the example on p. 137.
58See Chapter 6.2.6, Mix Network.
59See Chapter 6.2.3, KQMLmix.
60See Chapter 6.2.2.1, The Knowledge Query and Manipulation Language (KQML).
61See (11) and (12) in Table 7.1 on p. 83.
62See the example on p. 137.
63See Chapter 6.2.6, Mix Network.
64See Chapter 4.1.3, Types of Anonymity, and Chapter 6.1, Anonymity.
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Both methods can be combined to hide the user’s identity from both components (see Figure 6.5 on p.

76).

As the User Model Reference Monitor proposed in this section can enhance the security of user adaptive

systems without making far-reaching presuppositions about the user modeling agent, it can be applied

to a wide range of agents exchanging information about the user by KQML messages. For reduced se-

curity requirements, several components may be omitted, for instance, the encryption through SSL, the

certificate directory, authorization through the access control model, or the mix network. Single compo-

nents can be provided either as software packages (e.g., for encryption and authentication) to be included

into user model clients or as services (e.g., authorization of information requests or anonymization of

exchanged messages).
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144 8.4. THE AVANTI SYSTEM

8.4 The AVANTI system

An example of a user adaptive system in which the User Model Reference Monitor (see previous section)

can be applied is the AVANTI system [FKS97] to be described below. It provides user adapted hypermedia

information about a metropolitan area (e.g., about public services, transportation, sights) for a variety of

users with different needs (e.g., tourists, citizens, time-restricted visitors, travel agency clerks, and people

who are elderly, vision-impaired, or wheelchair-bound).

An initial amount of user information is gathered by an interview which is carried out prior to using the

system. Further information about the current user is collected during the interaction with the system by

the Hyperstructure Adaptor and processed by the User Model Server (i.e., the BGP-MS user modeling

shell system, see Chapter 8.2, BGP-MS). Based on the assumptions about the user, the content as well as

its presentation is adapted to the user. An overview of the system’s architecture is given in the following

figure (see below and [FKS97] for a description of all system components):

Þ ß❂àrá â✸ã▲ä➀å➀æ✿ç å✿ç è é☞ê✏ëíì❴î ï✿ðâ✛ñíð ï➀ò✹ó★é✿ä➀ï☞îô é➀êõð ç ò ìíö➌ç è é☞ê✏ë❴ìíî ï✿ð
÷➀øúù❄û▼ü✙ý✡þ✛ù❄ÿ� ù❄û ✁☞ù✛û

✂☎✄✝✆✟✞✠ ✡☞☛ ✆✟✞ ✌ ✍✏✎✑✆ ✒☎✓✕✔✏✖✗ ✘☞✙ ✔✏✖ ✚ ✛✟✜✢✔

✣☎✤☎✥✢✦✏✧ ★✪✩ ✧ ✫✭✬✮✩ ✫✯✧ ✦✱✰✳✲✟✴✏✥✑✩ ✵✏✧

✶ ✷✸ ✹
✺ ✷✻✼
✽ ✾
✿
❀ ❁✽✸
✺ ❂✷
❃ ✺ ✼
❄ ❅❆ ✷
❇✸ ❈

❉✟❊☎❋❍● ■☎❋❏●❑✏❊▼▲▼■☎◆
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Figure 8.2: The AVANTI user adaptive system

The AVANTI system can be used by means of a common web browser (see the top left corner of

Figure 8.2) as well as by means of a specially-developed user interface which has been adapted for

users with certain kinds of physical disabilities (i.e, the AVANTI web browser, see the top right corner,

[SPSSMLPK98], and [SPKS97]). In both cases, the information which is collected and processed within
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the system might be considered as sensitive by the user. Therefore, measures have been proposed which

maintain the system’s security and protect the privacy of the user being modeled [FKS97, Chap.6].

If used with a common web browser, anonymous or pseudonymous access to the system can be achieved

for the user by the services described in Chapter 6.1.3, Procedural Anonymity, (e.g., through Anonymiz-

ers, LPWA, Crowds, Onion Routing, or also KQMLmix, see Figure 6.5 on p. 76). If no anonymity is

required (or possible) for the user, the secrecy of the information exchanged between the web browser

and the Hyperstructure Adaptor can be secured through such well-known technologies as the Secure

Sockets Layer (SSL, see p. 82). The secrecy of the information exchanged between the Hyperstruc-

ture Adaptor and the User Model Server can be ensured by the SKAPI65 implementation which permits

end-to-end encryption of the communication and authentication of the involved components.

Assuming that only one Hyperstructure Adaptor is connected to one User Model Server, an encrypted

tunnel which is independent of the application system’s protocol can be established by such implemen-

tations as the Secure Shell66 or IPv667.

If the system is accessed through the AVANTI web browser, information flows occur not only between

the browser and the Hyperstructure Adaptor but also between the browser and the User Model Server

(see Figure 8.2). The AVANTI web browser monitors the user’s interaction and reports anomalies to the

User Model Server (e.g., user idle or high error rate [SPKS97]). Based on this information, assump-

tions inserted by the Hyperstructure Adaptor, and inferences drawn by the User Model Server, further

assumptions are forwarded (notified) to the AVANTI web browser by the (shared) user model in order

to adapt the browser to the user’s needs. Therefore, the two information flows from the Hyperstructure

Adaptor and the AVANTI web browser must be coordinated before being processed by the User Model

Server.

The services discussed in Chapter 6.1.3, Procedural Anonymity, are not sufficient for this purpose for

several reasons. With Onion Routing68, the physical network address of the User Model Server must

be known to the Hyperstructure Adaptor and to the AVANTI web browser and vice versa. Therefore,

procedural anonymity cannot be present because receiver anonymity69 is not given for the browser with

respect to the User Model Server. This means that the User Model Server is able to determine the network

node70 on which the browser is running, which may in turn provide hints to the user’s identity. Using the

KQMLmix71 component, it is possible to provide not only sender anonymity but also receiver anonymity

by means of the :RPI72 keyword which allows the User Model Server to send replies and notifications to

65See Chapter 7.1.1.2, Secrecy through Encryption.
66The Secure Shell (see http://www.ietf.org/html.charters/secsh-charter.html,

http://www.openssh.com/, and http://www.ssh.org) provides a proxy over a TCP socket for the

communication partner. Communication over a network is performed in encrypted form by means similar to the Secure

Sockets Layer (SSL, see p. 82). The application system is neither able to change the X.509 certificate which it expects

of its communication partner nor is it able to access information about it – which is possible with SKAPI (see p. 82).

Likewise, the User Model Server must either establish a distinct Secure Shell proxy for each communication partner (i.e. a

Hyperstructure Adaptor) or use the same cryptographic keys for all of them. This approach is therefore only appropriate

for a very simple structure of the user adaptive system.
67See [FKS97], [Hui96], and the comments on the Secure Shell.
68See Chapter 6.1.3, Procedural Anonymity.
69See Chapter 6.2.5, Receiver Anonymity.
70See the KQML example on p. 63.
71See Chapter 6.2.3, KQMLmix.
72See Chapter 6.2.2.2, Extensions to KQML, and Chapter 6.2.5, Receiver Anonymity.
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a browser whose network address (and thereby user’s identity) is not known.

If the AVANTI system contains not only one application system (i.e., the Hyperstructure Adaptor), but

several systems which share a common user model on a per user basis, the User Model Reference Mon-

itor73 is particularly valuable. Included as a filter which manipulates the information flow between the

User Model Server and its clients (for instance, several instances of the Hyperstructure Adaptor and the

AVANTI web browser), it can ensure the secrecy of the exchanged information, verify the authorization

of the different clients and anonymize the relationship between the users and their user models. This

approach is also appropriate if the AVANTI system is only part of a broader user adaptive system with the

same (shared) user model.

8.5 The Platform for Privacy Preferences Project (P3P)

In the previous chapters (see Chapter 6, Solutions for Anonymity and Pseudonymity, and Chapter 7, So-

lutions for Security) proposals for advancing the security of user adaptive systems were made. Although

no concrete policies74 for the processing of data within user adaptive systems were formulated, ways of

defining and enforcing security requirements were discussed as a basis for the formulation of policies

which would enhance the user’s privacy (see Chapter 2, Privacy). Examples of policies for dealing with

user model data were given along with descriptions of well-known security models (see Chapter 7.1.2,

Secrecy through Selective Access) and an access control model was proposed (see Chapter 7.1.3, Confi-

dentiality through the Role-Based Access Control Model, Chapter 7.1.5, Motivation for Roles in RBAC,

and Chapter 8.2, BGP-MS).

The Platform for Privacy Preferences Project (P3P)75 enables user agents (i.e., implementations com-

pliant with the P3P specification) to take advantage of a previous agreement or to negotiate on behalf of

the user with adaptive application systems (e.g., web servers) in order to reach an agreement between the

application system’s requirements and the user’s preferences concerning his user model and its use (see

[RC99] and [Cra98]).

73See Chapter 8.3, User Model Reference Monitor.
74Some policies have been given as examples, for instance, the Chinese Wall Security Policy (see p. 90), the mandatory

security model of Bell and La-Padula (see p. 92), and the flow policy of the Denning model (see p. 95). Nevertheless, the

proposed role-based access control model (see Chapter 7.1.2.4, Role-Based Access Control Model) is policy neutral (see

the quotation on p. 98).
75The Platform for Privacy Preferences Project is being carried out by the World Wide Web Consortium (see

http://www.w3c.org/) in cooperation with several software companies.
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The P3P specification defines the following data categories [P3P2000, Chap. 3.4] as a basis for a content-

dependent76 access control model:

category = "<physical/>" | ; Physical Contact Information
"<online/>" | ; Online Contact Information
"<uniqueid/>" | ; Unique Identifiers
"<purchase/>" | ; Purchase Information
"<financial/>" | ; Financial Information
"<computer/>" | ; Computer Information
"<navigation/>" | ; Navigation and Click-stream Data
"<interactive/>" | ; Interactive Data
"<demographic/>" | ; Demographic and Socioeconomic Data
"<content/>" | ; Content
"<state/>" | ; State Management Mechanisms
"<political/>" | ; Political Information
"<health/>" | ; Health Information
"<preference/>" | ; Preference Data
"<other/>" ; Other

In order to structure the user data, a hierarchy is defined for which the first level and the respective cat-

egory are given in the following table (for instance, user.home.postal.postalcode represents

the postal code of the user’s home address, see [P3P2000, Chap. 4.5.1]):

Short display name Category

user.name User’s Name physical, demographic

user.bdate User’s Birth Date demographic

user.cert User’s Identity certificate uniqueid

user.gender User’s gender demographic

user.employer User’s Employer demographic

user.department Department or division of organization where

user is employed

demographic

user.jobtitle User’s Job Title demographic

user.home-info User’s Home Contact Information physical, online, demographic

user.business-info User’s Business Contact Information physical, online, demographic

Table 8.1: P3P user data structure

In the negotiation phase, proposals which describe the affected user data (i.e., the category) and intended

use (e.g., personalization of service, market research, etc.) are exchanged. As soon as an agreement has

been reached, the proposal can be assigned to a proposal ID (propID, [RC99, p. 51]) for further use.

The combination of application system, proposal, and user agent can be summarized by a temporary or

session ID (TUID, see transaction pseudonym in Chapter 4.2.1, Types of Pseudonyms) which is valid

for the current session for maintaining state (i.e., the relationship between the application system and

the user agent in the current session). It can also be extended to a pairwise or site ID (PUID, see

application pseudonym in Chapter 4.2.1, Types of Pseudonyms) which makes the combination persistent

and reusable for further sessions, thus avoiding renegotiation of the achieved agreement. Furthermore, a

P3P user agent might manage different sets of user data (i.e. personae) which are suitable to represent

different user roles ([RC99, p. 54], see also Chapter 7.1.5, Motivation for Roles in RBAC, and p. 23):

76See Chapter 7.1.5, Motivation for Roles in RBAC.
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“Some user agents might also allow users to specify multiple personae and associate a dif-

ferent set of data element values with each persona. Thus, users might specify different work

and home personae, specify different personae for different kinds of transactions, and even

make up a set of completely fictitious personae. By storing the data values that correspond

to each personae in their repository, users will not have to keep track of which values go

with each personae to maintain persistent relationships with services.”

With the P3P proposal, it would be possible to negotiate with the adaptive application systems about

which user data should be used in the adaptation process. Agreements can be stored as temporarily or

permanently associated with an application system which establishes either a transaction pseudonym

or an application pseudonym (see Chapter 4.2.1, Types of Pseudonyms). The categories defined with

the P3P proposal can be mapped directly to the role-based access control model which can provide the

enforcement of the privacy requirements defined by the user (for instance, to exchange no information in

the physical or uniqueid categories).

Unfortunately, the P3P specification does not mention in detail:

Authentication: The required method by which application systems are identified and authenticated

(see Chapter 7.1, Solutions for Secrecy).

Authorization: The procedure which assigns distinct access modes (e.g., read, write, update, etc.) to

application systems, propIDs, TUID, PUID, or personae (see Chapter 7.1.2, Secrecy through

Selective Access).

Secrecy: The user’s expectation regarding the secrecy of the data while it is being transported (see

Chapter 5.1, Requirements for Secrecy, and Chapter 7.1, Solutions for Secrecy).

Anonymity: While transaction pseudonyms and application pseudonyms are provided for

pseudonymity, no requirements regarding procedural and environmental anonymity (see

Chapter 4.1.3, Types of Anonymity) are specified. Content-based anonymity is considered in the

specification via the categories of user data (see Table 8.1 on p. 147).

P3P is therefore of only limited value in closing the gap between the security mechanisms offered (e.g.,

access control) and the user’s expectations regarding privacy. In addition to the other aspects of security

that were discussed in chapters 2, 4, and 5, the above-mentioned aspects are especially important from

the user’s point of view and should also be taken into account in the definition of privacy preferences.

Wolf and Pfitzmann ([WP99], see also [PSWWWZ98]) propose a user interface which is intended to

assist the user in defining protection goals for communication (for instance, confidentiality, anonymity,

integrity, and accountability) and which offers only plausible combinations of these protection goals

for general purpose information systems. As described in [WP99], the user interface can define but not

enforce the protection goals in an information system. Lau et al. [LEW99] describe a privacy interface

which enables users to define which bookmarks for web pages should be private and which should be

public. They summarize the experience they gained while designing different versions of the privacy

interface [LEW99, p. 94]:

“In summary, our experience has led to the following general conclusions:
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➓ Privacy interfaces should facilitate the creation, inspection, modification, and monitor-

ing of privacy policies.

➓ Privacy policies should apply automatically to objects as they are encountered.

➓ One way of achieving these goals is the use of an intensional [sic] representation of

privacy policies.”
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Chapter 9

Summary and Conclusion

In the introduction, the importance of security in user modeling was emphasized for several reasons.

First, user adaptive systems process user-related information (i.e., personal data) in order to adapt to the

user’s characteristics. The processing of user related information is subject to mandatory and voluntary

regulations (e.g., laws and guidelines) which demand security mechanisms. Second, the secrecy or

confidentiality of personal information is crucial for many users when deciding whether or not to use a

user modeling system.

Two complementary approaches to security in user modeling have been described in this thesis. The

anonymization or pseudonymization of the user’s information processed in a user adaptive system re-

duces it to data which cannot be traced to an identifiable person. This means that there is no longer any

rationale for many of the laws and user concerns summarized in the introduction. Measures for providing

super-identification, identification, pseudonymity, and anonymity were described. Furthermore, several

types of anonymity (environmental, content-based, and procedural anonymity) in user adaptive systems

were explored.

The second approach follows the prevailing definition of security as being composed of secrecy, integrity,

and availability. Because the requirements regarding availability of user modeling systems do not go

beyond those of general information systems, they have not been covered in this thesis. Factors pertaining

to secrecy and integrity have been considered in detail from the perspective of user modeling. Secrecy of

the user’s information was examined from the perspective of secrecy through denial of access, involving

encryption and anonymity, and secrecy through selective access, which deals with the confidentiality of

information shared between particular application systems. Selective access was discussed with regard

to well-known security models, such as noninterference models, information flow control models, and

access control models. With these models, both the confidentiality and the integrity of the user model

can be advanced through the authorization of application systems for particular areas of the user model,

though not simultaneously. From the perspective of the application system, the integrity of a user model

was analyzed as external integrity; i.e., internal details of the user modeling system were not considered.

The discussion of internal integrity covered the factors of integrity which depend on the user modeling

system and its particular representation and inference mechanisms.

Proposals for meeting the security requirements described in chapters 6 and 7 were dealt with in relation

to the particular aspects on which the security measures focus (e.g., anonymity, confidentiality, and

151
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integrity). Security measures can also be categorized according to the number of components involved.

In the following table, some of the security measures presented in this thesis are divided into three

groups according to the number of components which are necessary for their implementation. Unilateral

security measures can be applied on the side of the user model itself, bilateral security measures require

an additional component, and for multilateral security measures several components of the system must

act jointly (see Table 9.1):

Type of security

measure

Examples Covered in chapter

unilateral

access control 5.1.2, 7.1.2

identification 4, 6

content-based anonymity 4.1.3, 6.1.2

authorization 5.2.1, 7.1.2, 7.2.1.5

internal integrity 5.2.2, 7.2.2

noninterference 7.1.2.1

information flow control 7.1.2.2

bilateral

authentication of communication partners 5.2.1, 7.2.1.7, 7.1.1.2.2

secrecy of communication 5.1.1.2, 7.1.1

super-identification 4.1.1, 6.2.6, 7.1.1.2.2, 7.2.1.6

multilateral

certificates 6.2.3.1, 4.1.1, 7.1.1.2.2

procedural anonymity 4.1.3, 6.1.3, 6.2

environmental anonymity 4.1.3, 6.1.1

confidentiality 5.1.2, 7.1.2, 7.1.3

external integrity 5.2.1, 7.2.1

Table 9.1: Grouping security measures according to the number of components involved

Within this thesis, three new methods for increasing the security of user modeling systems have been

proposed. First, extending the KQML Application Programmer’s Interface to include the Secure Sockets

Layer (SKAPI) makes possible encrypted and authenticated communication between the components of

a user adaptive system without appreciably modifying them. Second, by applying SKQML and integrat-

ing the KQMLmix implementation into the application system, procedural anonymity and pseudonymity

can be achieved to various degrees. Furthermore, user model entries can be stored with a proof of their

origin and authenticity which was not possible with the previously available implementations. Third,

the implementation of a role-based access control model (RBAC model) enables us to assign areas of

responsibility on a user model to application systems, thereby making it possible to define and to sat-

isfy the user’s requirements for confidentiality and integrity of the data. The interaction of these three

implementations was demonstrated by combining them via the User Model Reference Monitor which

interconnects application systems with the user model. This combination can serve as a default security

architecture for user adaptive systems. It can be modified or extended according to the requirements of

the particular user adaptive systems. Single components of this architecture can be provided either as

software packages (e.g., to be used locally) or as services (e.g., of trust centers).

The roles of the RBAC model used in the User Model Reference Monitor can be defined with respect to

the application systems which could potentially request user information, thereby establishing a context-
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dependent access control. The roles can be defined equally well with respect to the users’ roles they

assume when interacting with the user adaptive system, thereby establishing a content-dependent access

control. The RBAC model is therefore more flexible than any of the previously proposed access control

models for user modeling (e.g., the access control model used in Doppelgänger).

The discussion of selected user modeling components depicts the applicability of security measures

within user adaptive systems. Two well-known user modeling servers (Doppelgänger and BGP-MS)

have been discussed and their security features were pointed out. Also, the security measures these

servers provide were compared with those developed in this thesis. The AVANTI system was introduced

as a representative of user adaptive systems which process sensitive user information and security mea-

sures for this system were proposed. From this proposal, it is clear that previously available means for

security (e.g., for encryption) and for anonymity (e.g., the means for establishing procedural anonymity

as described in Chapter 6.1.3, Procedural Anonymity) were not adequate to meet the requirements of

user modeling which have been considered in this thesis. The description of the basics of the Platform

for Privacy Preferences Project (P3P) showed that P3P is suitable only for the definition of usage poli-

cies of personal information and the negotiation about these policies through the user and user adaptive

application systems. P3P neither supports the security of a user model(ing agent) (e.g., its secrecy or

integrity) nor does it provide means for the anonymization of the user model(ing agent). Therefore, P3P

cannot replace the solutions we presented but it can be included in the proposed security architecture

(see Chapter 8.3, User Model Reference Monitor), for instance, as part of the (role based) access control

model by establishing a role hierarchy with the data categories introduced with P3P (see p. 147).

In this thesis, requirements for security in user modeling systems have been analyzed on the basis of

a user adaptive system which consists of a user model, several application systems maintaining the

model, and the user, whereby the system operates on several trusted computing bases. Obviously, for

a user adaptive system which is under the complete control of the user or which has only one affected

application system, moderate security requirements may be sufficient. For instance, the requirements for

anonymity can be overstated in an electronic commerce scenario in which the user has to be identified,

either for billing or for the delivery of goods.

The predominance of logic-based approaches in user modeling has also influenced the focus of this the-

sis. Several examples of so-called security models have been formulated for logic-based user modeling

systems. This is partly because the mechanisms of these models lend themselves to the compartmented

representation of many such systems, and partly because the mechanisms are less applicable to other

approaches, for instance for sub-symbolic representation systems such as neural networks. Further de-

velopment of the models described (for instance, Denning’s information flow control model) or analysis

of other security models should be carried out in order to provide appropriate security models for those

user modeling systems whose internal structure is not as explicit as that of symbolic systems (e.g., user

modeling systems based on sub-symbolic representation mechanisms).

Several conclusions can be drawn from an analysis of the additional security requirements for user mod-

eling systems. Security is a composite of a multitude of concepts, most of which can only be applied to

a limited extent to a given user modeling system. Furthermore, security is expensive both in terms of

computational effort and in terms of design considerations. Designing security features to be included

in an existing user modeling system usually involves considerably more effort than creating a new sys-

tem which can be shaped to fit the security requirements. For some user adaptive systems, particular

combinations of security requirements cannot be fulfilled or can be met only to a limited degree due to
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contradictions inherent to the system (e.g., confidentiality vs. integrity, complexity of modeling vs. in-

telligibility and supervision, inferential power vs. inference security). Contradictions of this kind should

be identified in the design phase of the system and the requirements for security and user modeling must

be balanced against each other. There are also several requirements which cannot be imposed onto all of

the user modeling systems (e.g., content-based anonymity, consistency, or internal integrity).

In addition to augmenting a user adaptive system with security measures which are specifically designed

for user modeling mechanisms, I have also introduced a second approach toward safeguarding the user’s

privacy. Anonymization and pseudonymization reduce the user’s information to data to which reduced

requirements apply, as it cannot be traced to a person. Despite the effort involved in anonymization (e.g.,

computational effort for encryption, consecutive checks for possible deanonymization), this approach is

potentially very valuable, because it introduces a qualitative improvement where only a gradual improve-

ment could otherwise be achieved.

Two counter-intuitive conclusion can also be drawn: First, the centralization of users’ information within

a user modeling server can be valuable if not necessary for anonymization. Only knowledge about all user

models can prevent unique combinations of user model entries which would facilitate deanonymization.

Second, super-identification is necessary for the anonymization process using the mix method I have

proposed.

The security considerations covered in this thesis included instrumental factors which enable the sys-

tem designer and/or the user to define and enforce specific procedures (e.g., access control, authentica-

tion, encryption). Furthermore, descriptive factors were discussed (for instance, integrity, environmental

anonymity) which are dependent on the employed user modeling system and on its representation and

inference methods, and which cannot be modified by users according to their preferences. Nevertheless,

these considerations are important for an assessment of the system’s security and its ability to protect the

user’s privacy.

The specifications of the Platform for Privacy Preferences Project point to ways in which my work can be

applied in defining and enforcing privacy preferences. The role-based access control model in particular

provides a basis for converting specified privacy preferences into decisions about access to the user

model as well as making it possible to define access modes more flexibly (for instance, through access

permissions for anonymous user information only if the underlying system supports all or several types

of anonymity). On this basis, the user’s privacy preferences can be evaluated more thoroughly.

From the Platform for Privacy Preferences Project the advantages of a structured and standardized user

model (e.g., a hierarchical data structure and categories as in P3P) for the intelligibility as well as for

the underlying security mechanisms are also clear. However, user models often employ more complex

representation and inference methods in order to support adaptivity. User models which employ produc-

tion systems need to be analyzed with particular care to determine whether access control models are

sufficient or information flow control models must be added (within the user modeling systems).

In addition to the proposed access control models which allow for a qualitative decision about the admis-

sibility of an application system’s request, quantitative regulations can be used in specifying the amount

of information which might be exchanged between an application system and the user model. For exam-

ple, an application can be endowed with a certain sum in a virtual currency, from which the user model
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deducts a fee for each request1 the application system submits. In this way, an economic2 access control

could be achieved which would force the application system to make frugal use of information despite its

authorization to access particular information, and would facilitate refined access control and evaluation

of the adaptive application system on the basis of the amount transferred.

1To prevent the application system from reuse of previously requested and possibly outdated information, streams of user

model entries should rather be billed than single requests.
2See Posner quotation on p. 18.
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[Die90] Dierstein, Rüdiger: The Concept of Secure Information Processing Systems and

Their Basic Functions; in: Proceedings of the Sixth IFIP International Conference

on Computer Security and Information Integrity in our Changing World IFIP/Sec’90,

Espoo (Helsinki), Finland, May 23-25 (edited by Dittrich, Klaus; Rautakivi, Seppo;

Saari, Juhani); pp. 133–149; 1990.

[ECAI94] Cohn, Anthony G. (ed.): Proc. Eleventh European Conference on Artificial Intelli-

gence ECAI, Amsterdam, The Netherlands, August 8-12; 1994.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

162 BIBLIOGRAPHY

[ECDIR95] Directive 95/46/EC of the European Parliament and of the Council of 24 October

1995 on the protection of individuals with regard to the processing of personal data

and on the free movement of such data; Official Journal of the European Communi-

ties of 23 November 1995 No L. 281; p. 31.

[ESORICS92] Deswarte, Y.; Eizenberg, G.; Quisquater, J.-J. (eds.): Computer Security - ESORICS

92, Proc. 2nd European Symposium on Research in Computer Security, Toulouse,

France, November 23-25; Springer; 1992.

[ESORICS94] Gollmann, Dieter (ed.): Computer Security - ESORICS 94, Proc. 3rd European Sym-

posium on Research in Computer Security, Brighton, United Kingdom, November

7-9; Springer; 1994.

[ESORICS96] Bertino, Elisa; Kurth, Helmut; Martella, Giancarlo; Montolivo, Emilio (eds.): Com-

puter Security - ESORICS 96, Proc. 4th European Symposium on Research in Com-

puter Security, Rome, Italy, September 25-27; Springer; 1996.

[EUROCRYPT98] Nyberg, Kaisa (ed.): Advances in Cryptology, Proc. International Conference on

the Theory and Application of Cryptographic Techniques EUROCRYPT ’98, Espoo,

Finnland, May 31 - June 4; Springer; 1998.

[EV93] Eydner, Gerold; Vergara, Harald: Die Benutzermodellierungsshell PROTUM

basierend auf PROLOG und KN-PART ; in: Arbeitspapiere des Workshops Adap-

tivität und Benutzermodellierung in interaktiven Softwaresystemen, Berlin, 13.-

15.9.93 (edited by Kobsa, Alfred; Pohl, Wolfgang); Universität Konstanz, Bericht

Nr. 30/93 (WIS-Memo 7); Berlin, Germany; pp. 136–143; 1993.

[Egg93] Egger, Edeltraud: Considering Privacy-Aspects in Designing CSCW-Applications;

in: NetWORKing: Connecting Workers In and Between Organizations, Proceedings

of the IFIP WG9.1 Working Conference on NetWORKing, Vienna, Austria, June 16-

18 (edited by Clement, A.; Kolm, P.; Wagner, I.); North-Holland; pp. 133–141; 1993.

[FBK99] Ferraiolo, David F.; Barkley, John F.; Kuhn, D. Richard: A Role-Based Access Con-

trol Model and Reference Implementation Within a Corporate Intranet; ACM Trans-

actions on Information and Systems Security; 2(1):pp. 34–64; 1999.

[FC97] Hirschfeld, Rafael (ed.): Financial Cryptography, Proc. First International Confer-

ence FC’97, Anguilla, British West Indies, February 24-28; Springer; 1997.

[FGJP98] Franz, Elke; Graubner, Andreas; Jerichow, Anja; Pfitzmann, Andreas: Einsatz von

dummies im Mixnetz zum Schutz der Kommunikationsbeziehungen; in: [SIS98]; pp.

65–94; 1998.

[FJP97] Franz, Elke; Jerichow, Anja; Pfitzmann, Andreas: Systematisierung und Model-

lierung von Mixen; in: [VIS97]; pp. 171–190; 1997.

[FK2000] Fink, Josef; Kobsa, Alfred: A Review and Analysis of Commercial User Modeling

Servers for Personalization on the World Wide Web; Modeling and User-Adapted

Interaction, Ten Year Anniversary Issue; 10(2/3):pp. 209–249; 2000.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

BIBLIOGRAPHY
↕

163

[FKN98] Fink, Josef; Kobsa, Alfred; Nill, Andreas: Adaptable and adaptive information pro-

vision for all users, including disabled and elderly people; in: The New Review

of Hypermedia and Multimedia, Volume 4; Taylor Graham, London; pp. 163–214;

1998.

[FKS97] Fink, Josef; Kobsa, Alfred; Schreck, Jörg: Personalized Hypermedia Information

Provision through Adaptive and Adaptable System Features: User Modelling, Pri-

vacy and Security Issues; in: [ISN97]; pp. 459–467; 1997.

[FL75] Farber, D.J.; Larson, K.C.: Network Security Via Dynamic Process Renaming, Octo-

ber 7-9; in: Fourth Data Communication Symposium; Quebec, Canada; pp. 8–13 –

8–18; 1975.

[FM95] Flinn, Bill; Maurer, Hermann: Levels of Anonymity; Journal of Universal Computer

Science; 1(1):pp. 35–47; 1995.

[FMT95] Finin, Tim; Mayfield, James; Thirunavukkarasu, Chelliah: Secret Agents – A Se-

curity Architecture for the KQML Agent Communication Language; in: Intelligent

Information Agents Workshop held in conjunction with Fourth International Confer-

ence on Information and Knowledge Management CIKM’95, Baltimore; 1995.

[Fel72] Fellegi, I. P.: On the Question of Statistical Confidentiality; Journal of the American

Statistical Association; 67(337):pp. 7–18; 1972.

[Fin89] Finin, Timothy W.: GUMS - A General User Modeling Shell; in: [KW89]; pp. 411–

430; 1989.

[Fink98] Fink, Josef: Implikationen aus dem Datenbank- und Transaktionsmanagement für

anwendungsorientierte Serversysteme zur Benutzermodellierung; in: [ABIS98]; pp.

7–15; 1998.

[Fink99] Fink, Josef: Transactional Consistency in User Modeling Systems; in: [UM99]; pp.

191–200; 1999.

[Fox2000] Fox, Susannah: Trust and privacy online: Why Americans want to rewrite the rules;

Tech. rep.; The Pew Internet & American Life Project, Washington, D.C.; 2000.

[GB98] Gavrila, Serban I.; Barkley, John F.: Formal Specification for Role Based Access

Control User/Role and Role/Role Relationship Management; in: [RBAC98]; pp.

81–90; 1998.

[GG98] Gavish, B.; Gerdes Jr., J.H.: Anonymous mechanisms in group decision support sys-

tems communication; Decision Support Systems; 23(4):pp. 297–328; 1998.

[GGKMM99] Gabber, Eran; Gibbons, Phillip B.; Kristol, David M.; Matias, Yossi; Mayer, Alain:

Consistent, Yet Anonymous, Web Access with LPWA; Communications of the ACM;

42(2):pp. 42–47; 1999.



in
fo

@
se

cu
ri

ty
-a

n
d
-p

ri
v
ac

y
-i

n
-u

se
r-

m
o
d
el

in
g
.i
n
fo

 (
n
o
. 
1
)

164 BIBLIOGRAPHY

[GGMM97] Gabber, Eran; Gibbons, Phillip B.; Matias, Yossi; Mayer, Alain: How to Make Per-

sonalized Web Browsing Simple, Secure, and Anonymous; in: [FC97]; pp. 17–31;

1997.

[GHR93] Gabbay, Dov M.; Hogger, C.J.; Robinson, J.A.: Handbook of Logic in Artificial

Intelligence and Logic Programming; Clarendon Press; 1993.

[GI95] Gesellschaft für Informatik: Ethische Leitlinien der Gesellschaft für Informatik;

http://www.gi-ev.de/; Germany; 1995.

[GL91] Garvey, Thomas D.; Lunt, Teresa F.: Multilevel Security for Knowledge Based Sys-

tems; Tech. Rep. SRI-CSL-91-01; Menlo Park, California; 1991.

[GM82] Goguen, J.A.; Meseguer, J.: Security Policies and Security Models; in: [SSP82]; pp.

11–20; 1982.
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Crowds, 59, 145

Cryptix, 65

cryptographic system, 44, 46

hybrid, 66

cryptography

asymmetric, 61, 87

public key, 61

data

accumulation, 43

in context, 33

personal, see personal data

data abstraction, 98

database

management system, 124

security, 126

DC network, 60

deanonymization, 37, 39, 43, 57, 58, 62, 126,

134

dominance relation, 93, 95, 96, 100, 103, 123

Doppelgänger, 12, 122, 133

encryption, 45, 81, 135, 138, 145

end-to-end, 82, 83

enforcement, 89

ethics, 20

EU Data Protection Directive, 19

functionality, 42

GRUNDY, 12

guidelines, 25

GUMAC, 12

GUMS, 12, 118

GVU user survey, 21

identification, 34, 42, 49, 120

anonymous, 35, 120

latent, 34, 78, 120

pseudonymous, 34, 78, 120

super, 34, 78, 84, 86, 120, 134, 138

identity, 33

implicit addresses, 60

inference, 125

information, 33

data in context, 33, 43

user, 33

information flow, 45

information flow control, 92

Information Technology Security Evaluation

Criteria, 26

Informations- und Kommunikationsdienste-

Gesetz, 19

inheritance, 103

inspection, 119, 133, 139

integrity, 41, 48, 88, 117

alteration, 51, 129

constraint, 51, 128

data, 50, 122

external, 49, 118, 139

inference, 51, 125

internal, 50, 122, 139

model, 123

semantic, 51, 129

system, 50, 124

transition, 51, 124

interdictions, 89

ITSEC, see Information Technology Security

Evaluation Criteria

IuKDG, see Informations- und

Kommunikationsdienste-Gesetz

JatLite, 65

Java, 65

KAPI, 82, 87

knowledge-based system, 20, 118, 125

KQML, 63, 82

extensions, 64

KQMLmix, 65, 78, 120

least privilege, 98
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LPWA, 58, 145

mix, 59–61, 64

attacks, 72

network, 73, 78

sequence, 64, 78

length, 78

mix-it, 64, 68

model

integrity, 123

security, see security model

modification, 133

noninterference, 90

notification, 37, 73, 118, 119, 123, 145, 146

OECD Guidelines for the Security of Informa-

tion Systems, 26

Onion Routing, 59, 145

OTTER, 124

ownership

computational, 135

physical, 135

P3P, 78, 146, 154

partition, 116

performative, 63, 64

mix-it, see mix-it

permission, 89, 98, 106

definition, 113

name, 113

personal data, 3, 5, 19, 25, 33, 43, 57, 99

Platform for Privacy Preferences Project, see

P3P

plausibility, 42

policy, 17, 18, 21, 28, 102, 116, 146

privacy, 17, 22

need, 19

privacy systems, 44

production system, 49, 50, 118, 122, 125, 154

PROTUM, 12

pseudonym

application, 147

controlled, 34, 78

person, 39

anonymous, 39

closed, 39

public, 39

registrar, 36, 78

role, 39

application, 39

transaction, 39

transaction, 147

uncontrolled, 34, 78

pseudonymity, 38, 77, 78

types, 39

pseudonymization, 78, 81

RBAC, 98, 102, 141➡➤➢➦➥➤➧➩➨
, 99➡➤➢➦➥➤➧❾➫
, 100, 103➡➤➢➦➥➤➧➩➭
, 100

implementation, 109

motivation, 116

role hierarchies, 116

recovery, 42

registrar, 78

reliability, 42

return path information, 70, 75, see :RPI

robustness, 42

role, 35, 98, 136

administrator, 109

hierarchy, 103, 105

role based access control model, 98

RSA, 83

secrecy, 41, 42, 81, 87, 88, 135, 138, 145

anonymization, 45, 81

denial of access, 135

encryption, 45

in user modeling, 44, 45

secrecy systems, 44

true, 44

Secure Sockets Layer, 82, 84, 117, 121, 145

security, 41, 81

database, 126

introduction, 25

knowledge-based system, 125

lattice, 94

necessity, 17

need, 19
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security model, 88, 124

access control, 97, 135

access control lists, 98

access matrix model, 97

applicability for user modeling, 100

Bell-LaPadula, 92

capability lists, 98

Chinese Wall, 90, 101

DAC, 97

Denning, 94

discretionary, 100

discretionary access control model, 97

Goguen-Meseguer, 91

information flow control, 92, 101, 125

Lattice, 94

MAC, 94, 102

mandatory, 94, 100, 102

multi-level, 92

noninterference, 90, 101

RBAC, 98

role based access control, 98, 136

separation of duty, 98

dynamic, 99, 100, 108, 109

static, 99, 100, 108, 109

signature, 34, 64, 78, 121, 129

RIPEMD160, 66

SKAPI, 82, 84, 87, 120, 121, 138, 145

SKQML, 63, 65, 121, 138

SSL, 82, 84, 121, 145

SSLeay, 84

steganographic systems, 44

supervision, 13, 42, 50, 121, 134, 139

TAGUS, 12, 122, 123

TCSEC, see Trusted Computer System Evalua-

tion Criteria

TDDSG, see Teledienstedatenschutzgesetz

TDG, see Teledienstegesetz

Teledienstedatenschutzgesetz, 19

Teledienstegesetz, 19

Teleservices Act, see Teledienstegesetz

Teleservices Data Protection Act, see Teledien-

stedatenschutzgesetz

timeliness, 49, 119

trust center, 36, 84, 107, 138

trust level, 101, 103, 116

Trusted Computer System Evaluation Criteria,

26

trustworthiness, 42

um, 12, 120–124

UMFE, 12

UMT, 12, 118, 123

user adaptive

application, 13

application system, 13

system, 13

user adaptive system, 144

user awareness, 27

user model, 3, 11, 13

entry, 4

aging, 120

pragmatic, 133

reference monitor, see user model reference

monitor

server, 13, 37, 124, 138, 144

user model reference monitor, 138, 139, 144,

152, 153

user modeling

agent, 13

analogical, 134

definitions, 11

long-term, 35

server, 13, 124

shell system, 13

short-term, 35

system, 13

verification, 89

X.509, 34, 138

certificate, 83, 88, 140, 141


