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1. Introduction
1.1 Summary of Contents of Document

This meno specifies the base architecture for |Psec conpliant

systems. The goal of the architecture is to provide various security
services for traffic at the IP layer, in both the IPv4 and | Pv6
environnents. This docunent describes the goals of such systens,
their conponents and how they fit together with each other and into
the IP environnent. It also describes the security services offered
by the I Psec protocols, and how t hese services can be enployed in the
| P environnent. This docunment does not address all aspects of |Psec
architecture. Subsequent docunents will address additiona
architectural details of a nore advanced nature, e.g., use of |Psec

i n NAT environments and nore conpl ete support for IP nmulticast. The
followi ng fundanental conmponents of the | Psec security architecture
are discussed in terns of their underlying, required functionality.
Addi tional RFCs (see Section 1.3 for pointers to other docunents)
define the protocols in (a), (c), and (d).

a. Security Protocols -- Authentication Header (AH) and
Encapsul ati ng Security Payl oad (ESP)

b. Security Associations -- what they are and how t hey work,
how t hey are nanaged, associ ated processing
c. Key Managenent -- manual and automatic (The Internet Key

Exchange (1KE))
d. Algorithns for authentication and encryption

Thi s docunent is not an overall Security Architecture for the
Internet; it addresses security only at the |IP layer, provided
through the use of a conbination of cryptographic and protoco
security mechani sms.

The keywords MJST, MJST NOT, REQUI RED, SHALL, SHALL NOT, SHOULD
SHOULD NOT, RECOMMENDED, MAY, and OPTI ONAL, when they appear in this
docunent, are to be interpreted as described in RFC 2119 [Bra97].

1.2 Audi ence

The target audience for this document includes inplenmenters of this
| P security technol ogy and others interested in gaining a genera
background understanding of this system |In particular, prospective
users of this technology (end users or system admnistrators) are
part of the target audience. A glossary is provided as an appendi X
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to help fill in gaps in background/vocabul ary. This docunent assumnes
that the reader is famliar with the Internet Protocol, related
net wor ki ng technol ogy, and general security terns and concepts.

1.3 Rel ated Docunents

As mentioned above, other docunents provide detailed definitions of
sonme of the conponents of IPsec and of their inter-relationship.
They include RFCs on the foll ow ng topics:

a. "I P Security Docunent Roadmap" [TD®&7] -- a docunent
provi di ng gui delines for specifications describing encryption
and authentication algorithnms used in this system

b. security protocols -- RFCs describing the Authentication
Header (AH) [KA98a] and Encapsul ating Security Payl oad (ESP)
[ KA98b] protocols.

c. algorithnms for authentication and encryption -- a separate
RFC for each al gorithm

d. autonatic key managenent -- RFCs on "The Internet Key
Exchange (I KE)" [HC98], "Internet Security Association and

Key Management Protocol (1SAKMP)" [ MSST97], " The QAKLEY Key
Determ nation Protocol” [OnmB7], and "The Internet |IP
Security Domain of Interpretation for |SAKMP" [Pip98].

2. Design (Objectives
2.1 CGoal s/ Obj ecti ves/ Requi renent s/ Probl em Descri ption

| Psec is designed to provide interoperable, high quality,

crypt ographi cal | y-based security for I Pv4 and | Pv6. The set of
security services offered includes access control, connectionless
integrity, data origin authentication, protection against replays (a
formof partial sequence integrity), confidentiality (encryption),
and limted traffic flow confidentiality. These services are
provided at the IP |layer, offering protection for |IP and/or upper

| ayer protocols.

These objectives are nmet through the use of two traffic security
protocol s, the Authentication Header (AH) and the Encapsul ating
Security Payload (ESP), and through the use of cryptographic key
managemnment procedures and protocols. The set of |Psec protocols
enpl oyed in any context, and the ways in which they are enpl oyed,
will be determ ned by the security and systemrequirenments of users,
applications, and/or sites/organizations.

When these nmechani sns are correctly inplenmented and depl oyed, they

ought not to adversely affect users, hosts, and other I|nternet
conmponents that do not enploy these security nechanisns for
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protection of their traffic. These nechanisns al so are designed to
be al gorithmindependent. This nodularity permts selection of
different sets of algorithns without affecting the other parts of the
i mpl enentation. For exanple, different user conmunities nmay sel ect
different sets of algorithns (creating cliques) if required.

A standard set of default algorithnms is specified to facilitate
interoperability in the global Internet. The use of these
algorithms, in conjunction with IPsec traffic protection and key
managenment protocols, is intended to pernmit system and application
devel opers to deploy high quality, Internet |ayer, cryptographic
security technol ogy.

2.2 Caveats and Assunptions

The suite of |Psec protocols and associated default algorithns are
designed to provide high quality security for Internet traffic.
However, the security offered by use of these protocols ultimtely
depends on the quality of the their inplenentation, which is outside
the scope of this set of standards. Mreover, the security of a
conmput er systemor network is a function of many factors, including
personnel, physical, procedural, comnprom sing emanations, and
computer security practices. Thus IPsec is only one part of an
overall system security architecture

Finally, the security afforded by the use of IPsec is critically
dependent on many aspects of the operating environment in which the
| Psec inplenmentation executes. For exanple, defects in OS security,
poor quality of random number sources, sloppy system managenent
protocol s and practices, etc. can all degrade the security provided
by I Psec. As above, none of these environnental attributes are
within the scope of this or other |Psec standards.

3. System Overvi ew

This section provides a high | evel description of how | Psec works,
the conponents of the system and how they fit together to provide
the security services noted above. The goal of this descriptionis
to enable the reader to "picture" the overall process/system see how
it fits into the IP environment, and to provide context for |ater
sections of this docunment, which describe each of the conponents in
nore detail.

An | Psec inplenmentation operates in a host or a security gateway
environnent, affording protection to IP traffic. The protection
offered is based on requirenments defined by a Security Policy
Dat abase (SPD) established and mai ntained by a user or system
adm ni strator, or by an application operating within constraints
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established by either of the above. |In general, packets are sel ected
for one of three processing nodes based on I P and transport |ayer
header information (Selectors, Section 4.4.2) nmatched agai nst entries
in the database (SPD). Each packet is either afforded | Psec security
services, discarded, or allowed to bypass |Psec, based on the
appl i cabl e dat abase policies identified by the Sel ectors.

3.1 What | Psec Does

| Psec provides security services at the IP layer by enabling a system
to select required security protocols, deternmine the algorithm(s) to
use for the service(s), and put in place any cryptographic keys
required to provide the requested services. |[|Psec can be used to
protect one or nore "paths" between a pair of hosts, between a pair

of security gateways, or between a security gateway and a host. (The
term"security gateway" is used throughout the |Psec docunents to
refer to an internediate systemthat inplenents |IPsec protocols. For
exanple, a router or a firewall inplenenting IPsec is a security

gat eway. )

The set of security services that |Psec can provide includes access
control, connectionless integrity, data origin authentication
rejection of replayed packets (a formof partial sequence integrity),
confidentiality (encryption), and linited traffic fl ow
confidentiality. Because these services are provided at the IP

| ayer, they can be used by any higher |ayer protocol, e.g., TCP, UDP
| CVWP, BGP, etc.

The I Psec DA al so supports negotiation of |IP conpression [ SMPT98],
notivated in part by the observation that when encryption is enployed
within IPsec, it prevents effective conpression by |ower protoco

| ayers.

3.2 How | Psec Works

| Psec uses two protocols to provide traffic security --

Aut henti cation Header (AH) and Encapsul ating Security Payl oad (ESP).
Both protocols are described in nore detail in their respective RFCs
[ KA98a, KA98b].

o The I P Authentication Header (AH) [KA98a] provides
connectionless integrity, data origin authentication, and an
optional anti-replay service

o The Encapsul ating Security Payl oad (ESP) protocol [KA98b] may
provide confidentiality (encryption), and linmted traffic flow
confidentiality. It also nmay provide connectionl ess
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integrity, data origin authentication, and an anti-repl ay
service. (One or the other set of these security services
must be applied whenever ESP is invoked.)

o Both AH and ESP are vehicles for access control, based on the
di stribution of cryptographic keys and the managenent of
traffic flows relative to these security protocols.

These protocols nay be applied alone or in conbination with each
other to provide a desired set of security services in |Pv4d and | Pv6.
Each protocol supports two nodes of use: transport node and tunne
node. In transport node the protocols provide protection primarily
for upper layer protocols; in tunnel node, the protocols are applied
to tunneled I P packets. The differences between the two nodes are

di scussed in Section 4.

| Psec allows the user (or systemadm nistrator) to control the
granularity at which a security service is offered. For exanple, one
can create a single encrypted tunnel to carry all the traffic between
two security gateways or a separate encrypted tunnel can be created
for each TCP connection between each pair of hosts conmunicating
across these gateways. |Psec nanagenent nust incorporate facilities
for specifying:

o which security services to use and in what conbinations

o the granularity at which a given security protection should be
appl i ed

o the algorithnms used to effect cryptographic-based security

Because these security services use shared secret val ues
(cryptographic keys), IPsec relies on a separate set of nechanisns
for putting these keys in place. (The keys are used for

aut hentication/integrity and encryption services.) This docunent
requires support for both manual and automatic distribution of keys.
It specifies a specific public-key based approach (IKE -- [ MSST97,

O nD7, HC98]) for automatic key managenent, but other automated key
di stribution techni ques MAY be used. For exanple, KDC-based systens
such as Kerberos and ot her public-key systens such as SKIP coul d be
enpl oyed.

3.3 Were I Psec May Be | npl enent ed
There are several ways in which I Psec may be inplenented in a host or
in conjunction with a router or firewall (to create a security
gateway). Several commopn exanpl es are provided bel ow
a. Integration of IPsec into the native IP inplenmentation. This

requires access to the IP source code and is applicable to
both hosts and security gateways.
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b. "Bump-in-the-stack"” (BITS) inplenmentations, where IPsec is
i mpl enent ed "underneath" an existing inplenentation of an IP
protocol stack, between the native IP and the | ocal network
drivers. Source code access for the |IP stack is not required
in this context, making this inplenentation approach
appropriate for use with | egacy systenms. This approach, when
it is adopted, is usually enployed in hosts.

c. The use of an outboard crypto processor is a comon design
feature of network security systenms used by the nilitary, and
of sone comercial systens as well. It is sonetines referred
to as a "Bunp-in-the-wire"” (BITW inplenmentation. Such
i npl enent ati ons may be designed to serve either a host or a
gateway (or both). Usually the BITWdevice is IP
addressabl e. \When supporting a single host, it may be quite
anal ogous to a BITS i npl ementation, but in supporting a
router or firewall, it must operate |ike a security gateway.

4. Security Associations

This section defines Security Associati on managenent requirenents for
all 1Pv6 inplenentations and for those | Pv4 inplenentations that

i mpl ement AH, ESP, or both. The concept of a "Security Association"
(SA) is fundanental to IPsec. Both AH and ESP nake use of SAs and a
maj or function of IKE is the establishment and nai ntenance of
Security Associations. All inplenmentations of AH or ESP MJST support
the concept of a Security Association as described below. The

remai nder of this section describes various aspects of Security
Associ ati on managenent, defining required characteristics for SA
pol i cy managenent, traffic processing, and SA managenent techni ques.

4.1 Definition and Scope

A Security Association (SA) is a sinplex "connection" that affords
security services to the traffic carried by it. Security services
are afforded to an SA by the use of AH, or ESP, but not both. If
both AH and ESP protection is applied to a traffic stream then two
(or nore) SAs are created to afford protection to the traffic stream
To secure typical, bi-directional comrunicati on between two hosts, or
bet ween two security gateways, two Security Associations (one in each
direction) are required.

A security association is uniquely identified by a triple consisting
of a Security Parameter Index (SPl), an |P Destination Address, and a
security protocol (AH or ESP) identifier. In principle, the
Destinati on Address may be a uni cast address, an |P broadcast

address, or a multicast group address. However, |Psec SA managenent
mechani sms currently are defined only for unicast SAs. Hence, in the
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di scussions that follow, SAs will be described in the context of
poi nt -t o- poi nt conmuni cati on, even though the concept is applicable
in the point-to-multipoint case as well.

As noted above, two types of SAs are defined: transport node and
tunnel node. A transport node SA is a security association between

two hosts. In IPv4, a transport node security protocol header
appears inmediately after the I P header and any options, and before
any hi gher |ayer protocols (e.g., TCP or UDP). In IPv6, the security

prot ocol header appears after the base | P header and extensions, but
may appear before or after destination options, and before higher

| ayer protocols. In the case of ESP, a transport node SA provides
security services only for these higher layer protocols, not for the
| P header or any extension headers preceding the ESP header. |In the

case of AH, the protection is also extended to selected portions of
the I P header, selected portions of extension headers, and sel ected
options (contained in the |IPv4 header, |Pv6 Hop-by-Hop extension
header, or | Pv6 Destination extension headers). For nore details on
the coverage afforded by AH see the AH specification [ KA98a].

A tunnel nmode SA is essentially an SA applied to an I P tunnel

Whenever either end of a security association is a security gateway,
the SA MUST be tunnel node. Thus an SA between two security gateways
is always a tunnel npde SA, as is an SA between a host and a security
gateway. Note that for the case where traffic is destined for a
security gateway, e.g., SNMP conmands, the security gateway is acting
as a host and transport node is allowed. But in that case, the
security gateway is not acting as a gateway, i.e., not transiting
traffic. Two hosts MAY establish a tunnel node SA between

thensel ves. The requirement for any (transit traffic) SA involving a
security gateway to be a tunnel SA arises due to the need to avoid
potential problems with regard to fragnentation and reassenbly of

| Psec packets, and in circunstances where multiple paths (e.g., via
di fferent security gateways) exist to the same destination behind the
security gateways.

For a tunnel node SA, there is an "outer"” |IP header that specifies
the | Psec processing destination, plus an "inner" |IP header that
specifies the (apparently) ultimte destination for the packet. The
security protocol header appears after the outer |IP header, and
before the inner IP header. |If AHis enployed in tunnel nobde,
portions of the outer |IP header are afforded protection (as above),
as well as all of the tunneled IP packet (i.e., all of the inner IP
header is protected, as well as higher |ayer protocols). |If ESPis
enpl oyed, the protection is afforded only to the tunnel ed packet, not
to the outer header.
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In summary,
a) A host MUST support both transport and tunnel node.
b) A security gateway is required to support only tunne
node. |If it supports transport node, that should be used
only when the security gateway is acting as a host, e.g.
for network managemnent.

4.2 Security Association Functionality

The set of security services offered by an SA depends on the security
protocol selected, the SA node, the endpoints of the SA and on the
el ection of optional services within the protocol. For exanple, AH
provi des data origin authentication and connectionless integrity for

| P datagrams (hereafter referred to as just "authentication"). The
"precision" of the authentication service is a function of the
granularity of the security association with which AH is enployed, as
di scussed in Section 4.4.2, "Selectors".

AH al so offers an anti-replay (partial sequence integrity) service at
the discretion of the receiver, to help counter denial of service
attacks. AH is an appropriate protocol to enpl oy when
confidentiality is not required (or is not permtted, e.g , due to
government restrictions on use of encryption). AH also provides

aut hentication for selected portions of the I P header, which may be
necessary in some contexts. For exanple, if the integrity of an |IPv4
option or |Pv6 extension header nust be protected en route between
sender and receiver, AH can provide this service (except for the

non- predi ctabl e but nutable parts of the |IP header.)

ESP optional ly provides confidentiality for traffic. (The strength
of the confidentiality service depends in part, on the encryption

al gorithmenpl oyed.) ESP also may optionally provi de authentication
(as defined above). |If authentication is negotiated for an ESP SA,
the receiver also may elect to enforce an anti-replay service with
the sane features as the AH anti-replay service. The scope of the
aut hentication offered by ESP is narrower than for AH, i.e., the IP
header (s) "outside" the ESP header is(are) not protected. |If only
the upper |ayer protocols need to be authenticated, then ESP

aut hentication is an appropriate choice and is nore space efficient
than use of AH encapsul ating ESP. Note that although both
confidentiality and authentication are optional, they cannot both be
omtted. At |east one of them MJUST be sel ected.

If confidentiality service is selected, then an ESP (tunnel node) SA
bet ween two security gateways can offer partial traffic flow
confidentiality. The use of tunnel node allows the inner |IP headers
to be encrypted, concealing the identities of the (ultimate) traffic
source and destination. Moreover, ESP payl oad paddi ng al so can be
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i nvoked to hide the size of the packets, further concealing the
external characteristics of the traffic. Simlar traffic flow
confidentiality services may be offered when a nobile user is
assigned a dynanic |P address in a dialup context, and establishes a
(tunnel node) ESP SA to a corporate firewall (acting as a security
gateway). Note that fine granularity SAs generally are nore

vul nerable to traffic analysis than coarse granularity ones which are
carrying traffic from many subscri bers.

4.3 Conbining Security Associations

The | P datagrans transmtted over an individual SA are afforded
protection by exactly one security protocol, either AH or ESP, but
not both. Sonetimes a security policy may call for a conbination of
services for a particular traffic flow that is not achievable with a
single SA. In such instances it will be necessary to enmploy multiple
SAs to inplenment the required security policy. The term"security
associ ation bundle” or "SA bundle" is applied to a sequence of SAs

t hrough which traffic nmust be processed to satisfy a security policy.
The order of the sequence is defined by the policy. (Note that the
SAs that conprise a bundle may term nate at different endpoints. For
exanpl e, one SA may extend between a nobile host and a security
gateway and a second, nested SA nay extend to a host behind the

gat eway. )

Security associations may be conmbined into bundles in two ways:
transport adjacency and iterated tunneling.

o Transport adjacency refers to applying nore than one
security protocol to the sane | P datagram wi thout invoking
tunneling. This approach to conbining AH and ESP al | ows
for only one | evel of conbination; further nesting yields
no added benefit (assum ng use of adequately strong
algorithms in each protocol) since the processing is
performed at one | Psec instance at the (ultimte)
desti nati on.

Host 1 --- Security ---- Internet -- Security --- Host 2
|| Gy 1 Gy 2 | |

o Iterated tunneling refers to the application of multiple
| ayers of security protocols effected through IP tunneling.
This approach allows for multiple | evels of nesting, since
each tunnel can originate or termnate at a different |Psec
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site along the path. No special treatnment is expected for

| SAKMP traffic at internediate security gateways other than
what can be specified through appropriate SPD entries (See

Case 3 in Section 4.5)

There are 3 basic cases of iterated tunneling -- support is
required only for cases 2 and 3.

1. both endpoints for the SAs are the sane -- The inner and
outer tunnels could each be either AH or ESP, though it
is unlikely that Host 1 would specify both to be the
same, i.e., AH inside of AH or ESP inside of ESP

Host 1 --- Security ---- Internet -- Security --- Host 2
|| Gy 1 Gny 2 I

2. one endpoint of the SAs is the same -- The inner and
uter tunnels could each be either AH or ESP

Host 1 --- Security ---- Internet -- Security --- Host 2
| I Gw 1 GMT 2 |

| |
| ----Security Association 1 (tunnel)---- |
| |

3. neither endpoint is the same -- The inner and outer
tunnel s could each be either AH or ESP

Host 1 --- Security ---- Internet -- Security --- Host 2
I Gw 1 Gy 2 I

I I I I
| --Security Assoc 1 (tunnel)- |
I I

These two approaches al so can be conbined, e.g., an SA bundle could
be constructed from one tunnel nmode SA and one or two transport node
SAs, applied in sequence. (See Section 4.5 "Basic Conbinations of
Security Associations.") Note that nested tunnels can al so occur
where neither the source nor the destination endpoints of any of the
tunnels are the same. |In that case, there would be no host or
security gateway with a bundle corresponding to the nested tunnels.
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For transport node SAs, only one ordering of security protocols seens
appropriate. AHis applied to both the upper |ayer protocols and
(parts of) the IP header. Thus if AHis used in a transport node, in
conjunction with ESP, AH SHOULD appear as the first header after |P,
prior to the appearance of ESP. |In that context, AHis applied to
the ciphertext output of ESP. 1In contrast, for tunnel node SAs, one
can i magi ne uses for various orderings of AH and ESP. The required
set of SA bundl e types that MJST be supported by a compliant |Psec

i mpl enentation is described in Section 4.5.

4.4 Security Association Databases

Many of the details associated with processing IP traffic in an | Psec
i mpl enentation are largely a local matter, not subject to
standardi zati on. However, sonme external aspects of the processing
must be standardized, to ensure interoperability and to provide a

m ni mum managenment capability that is essential for productive use of
| Psec. This section describes a general nodel for processing IP
traffic relative to security associations, in support of these
interoperability and functionality goals. The nodel described bel ow
is nomnal; conpliant inplementations need not match details of this
nodel as presented, but the external behavior of such inplenentations
must be mappable to the externally observable characteristics of this
nodel .

There are two noninal databases in this nodel: the Security Policy
Dat abase and the Security Associ ati on Dat abase. The former specifies
the policies that determ ne the disposition of all IP traffic inbound
or outbound froma host, security gateway, or BITS or Bl TWI Psec

i mpl ementation. The |atter database contains paranmeters that are
associated with each (active) security association. This section

al so defines the concept of a Selector, a set of |IP and upper |ayer
protocol field values that is used by the Security Policy Database to
map traffic to a policy, i.e., an SA (or SA bundle).

Each interface for which IPsec is enabled requires nomnally separate
i nbound vs. outbound dat abases (SAD and SPD), because of the
directionality of many of the fields that are used as sel ectors.
Typically there is just one such interface, for a host or security
gateway (SG. Note that an SG woul d al ways have at |east 2
interfaces, but the "internal"™ one to the corporate net, usually
woul d not have | Psec enabled and so only one pair of SADs and one
pair of SPDs would be needed. On the other hand, if a host had
multiple interfaces or an SG had multiple external interfaces, it
m ght be necessary to have separate SAD and SPD pairs for each

i nterface.
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4.4.1 The Security Policy Database (SPD)

Utimately, a security association is a nanagenent construct used to
enforce a security policy in the |Psec environnent. Thus an
essential element of SA processing is an underlying Security Policy
Dat abase (SPD) that specifies what services are to be offered to IP
datagrans and in what fashion. The form of the database and its
interface are outside the scope of this specification. However, this
section does specify certain mni mum managenent functionality that
nmust be provided, to allow a user or system adm nistrator to contro
how I Psec is applied to traffic transmtted or received by a host or
transiting a security gateway.

The SPD rmust be consulted during the processing of all traffic

(1 NBOUND and QUTBOUND), including non-IPsec traffic. In order to
support this, the SPD requires distinct entries for inbound and
outbound traffic. One can think of this as separate SPDs (i nbound
vs. outbound). In addition, a nomnally separate SPD nust be
provi ded for each | Psec-enabl ed interface.

An SPD rnust discrimnate anong traffic that is afforded | Psec
protection and traffic that is allowed to bypass |Psec. This applies
to the I Psec protection to be applied by a sender and to the | Psec
protection that must be present at the receiver. For any outbound or
i nbound datagram three processing choices are possible: discard,
bypass | Psec, or apply IPsec. The first choice refers to traffic
that is not allowed to exit the host, traverse the security gateway,
or be delivered to an application at all. The second choice refers
to traffic that is allowed to pass w thout additional |Psec
protection. The third choice refers to traffic that is afforded

| Psec protection, and for such traffic the SPD nust specify the
security services to be provided, protocols to be enpl oyed,
algorithms to be used, etc.

For every | Psec inplenentation, there MIST be an administrative
interface that allows a user or system adm nistrator to manage the
SPD. Specifically, every inbound or outbound packet is subject to
processing by | Psec and the SPD nust specify what action will be
taken in each case. Thus the adninistrative interface nust allowthe
user (or systemadm nistrator) to specify the security processing to
be applied to any packet entering or exiting the system on a packet
by packet basis. (In a host |IPsec inplenentation making use of a
socket interface, the SPD may not need to be consulted on a per
packet basis, but the effect is still the sane.) The managenent
interface for the SPD MJUST all ow creation of entries consistent with
the selectors defined in Section 4.4.2, and MJUST support (total)
ordering of these entries. It is expected that through the use of

Wi | dcards in various selector fields, and because all packets on a
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single UDP or TCP connection will tend to match a single SPD entry,
this requirement will not inpose an unreasonably detailed | evel of
SPD specification. The selectors are anal ogous to what are found in
a stateless firewall or filtering router and which are currently
manageabl e this way.

In host systens, applications MAY be allowed to sel ect what security
processing is to be applied to the traffic they generate and consune.
(Means of signalling such requests to the I Psec inplenmentation are
out side the scope of this standard.) However, the system

adm ni strator MJST be able to specify whether or not a user or
application can override (default) systempolicies. Note that
application specified policies may satisfy systemrequirenents, so
that the system nay not need to do additional |Psec processing beyond
that needed to nmeet an application's requirements. The form of the
managemnment interface is not specified by this docunment and nay differ
for hosts vs. security gateways, and within hosts the interface may
differ for socket-based vs. BITS inplenentations. However, this
docunent does specify a standard set of SPD elements that all |Psec

i mpl enent ati ons MJST support.

The SPD contains an ordered list of policy entries. Each policy
entry is keyed by one or nore selectors that define the set of IP
traffic enconpassed by this policy entry. (The required sel ector
types are defined in Section 4.4.2.) These define the granularity of
policies or SAs. Each entry includes an indication of whether

traffic matching this policy will be bypassed, discarded, or subject
to I Psec processing. |f IPsec processing is to be applied, the entry
i ncludes an SA (or SA bundl e) specification, listing the |Psec

protocol s, nodes, and algorithnms to be enpl oyed, including any
nesting requirenents. For exanple, an entry may call for al

mat ching traffic to be protected by ESP in transport node using
3DES-CBC with an explicit 1V, nested inside of AH in tunnel node
usi ng HVAC/ SHA-1. For each selector, the policy entry specifies how
to derive the corresponding values for a new Security Association

Dat abase (SAD, see Section 4.4.3) entry fromthose in the SPD and the
packet (Note that at present, ranges are only supported for IP
addresses; but w ldcarding can be expressed for all selectors):

a. use the value in the packet itself -- This will limt use
of the SA to those packets which have this packet's val ue
for the selector even if the selector for the policy entry
has a range of allowed values or a wildcard for this
sel ector.

b. use the value associated with the policy entry -- If this
were to be just a single value, then there would be no
di fference between (b) and (a). However, if the all owed
val ues for the selector are a range (for |IP addresses) or
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wi | dcard, then in the case of a range, (b) woul d enabl e use
of the SA by any packet with a selector value within the
range not just by packets with the sel ector value of the
packet that triggered the creation of the SA. In the case
of a wildcard, (b) would allow use of the SA by packets
with any value for this selector.

For exanpl e, suppose there is an SPD entry where the all owed val ue
for source address is any of a range of hosts (192.168.2.1 to
192.168.2.10). And suppose that a packet is to be sent that has a
source address of 192.168.2.3. The value to be used for the SA could
be any of the sanple val ues bel ow dependi ng on what the policy entry
for this selector says is the source of the sel ector value:

source for the exanple of

val ue to be new SAD

used in the SA selector val ue

a. packet 192.168. 2. 3 (one host)

b. SPD entry 192.168.2.1 to 192.168.2.10 (range of hosts)

Note that if the SPD entry had an all owed val ue of wildcard for the
source address, then the SAD sel ector value could be wldcard (any
host). Case (a) can be used to prohibit sharing, even anong packets
that match the sane SPD entry.

As described below in Section 4.4.3, selectors may include "w | dcard”
entries and hence the selectors for two entries may overlap. (This
is anal ogous to the overlap that arises with ACLs or filter entries
in routers or packet filtering firewalls.) Thus, to ensure

consi stent, predictable processing, SPD entries MJST be ordered and
the SPD MJUST al ways be searched in the same order, so that the first
mat ching entry is consistently selected. (This requirenent is
necessary as the effect of processing traffic against SPD entries
nmust be deterministic, but there is no way to canonicalize SPD
entries given the use of wildcards for sone selectors.) More detai
on mat ching of packets against SPD entries is provided in Section 5.

Note that if ESP is specified, either (but not both) authentication
or encryption can be omitted. So it MJST be possible to configure
the SPD value for the authentication or encryption algorithnms to be
"NULL". However, at |east one of these services MJIST be sel ected,
i.e., it MUST NOT be possible to configure both of themas "NULL".

The SPD can be used to map traffic to specific SAs or SA bundl es.
Thus it can function both as the reference database for security
policy and as the map to existing SAs (or SA bundles). (To
accomodat e the bypass and discard policies cited above, the SPD al so

Kent & AtKkinson St andards Track [ Page 16]



RFC 2401 Security Architecture for IP Novenber 1998

MJST provide a neans of mapping traffic to these functions, even
though they are not, per se, |IPsec processing.) The way in which the
SPD operates is different for inbound vs. outbound traffic and it
also may differ for host vs. security gateway, BITS, and Bl TW

i mpl ementations. Sections 5.1 and 5.2 describe the use of the SPD
for outbound and i nbound processing, respectively.

Because a security policy may require that nore than one SA be
applied to a specified set of traffic, in a specific order, the
policy entry in the SPD nmust preserve these ordering requirenents,
when present. Thus, it mnmust be possible for an I Psec inplenentation
to determ ne that an outbound or inbound packet nust be processed

t horough a sequence of SAs. Conceptually, for outbound processing,
one mght imagine links (to the SAD) froman SPD entry for which
there are active SAs, and each entry would consist of either a single
SA or an ordered list of SAs that conprise an SA bundle. Wen a
packet is matched agai nst an SPD entry and there is an existing SA or
SA bundl e that can be used to carry the traffic, the processing of
the packet is controlled by the SA or SA bundle entry on the list.

For an inbound | Psec packet for which multiple IPsec SAs are to be
applied, the | ookup based on destination address, |Psec protocol, and
SPI should identify a single SA

The SPD is used to control the flow of ALL traffic through an | Psec
system including security and key managenent traffic (e.g., | SAKMP)
fromto entities behind a security gateway. This neans that | SAKMP
traffic nmust be explicitly accounted for in the SPD, else it will be
di scarded. Note that a security gateway could prohibit traversal of
encrypted packets in various ways, e.g., having a DI SCARD entry in
the SPD for ESP packets or providing proxy key exchange. 1In the
|atter case, the traffic would be internally routed to the key
managenment nodule in the security gateway.

4.4.2 Selectors

An SA (or SA bundle) may be fine-grained or coarse-grai ned, depending
on the selectors used to define the set of traffic for the SA.  For
exanple, all traffic between two hosts may be carried via a single
SA, and afforded a uniformset of security services. Alternatively,
traffic between a pair of hosts night be spread over nultiple SAs,
dependi ng on the applications being used (as defined by the Next
Protocol and Port fields), with different security services offered
by different SAs. Simlarly, all traffic between a pair of security
gat eways could be carried on a single SA, or one SA could be assigned
for each conmunicating host pair. The follow ng sel ector paraneters
MJUST be supported for SA management to facilitate control of SA
granularity. Note that in the case of receipt of a packet with an
ESP header, e.g., at an encapsul ating security gateway or BITW
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i npl enentation, the transport |ayer protocol, source/destination
ports, and Nane (if present) may be "OPAQUE', i.e., inaccessible
because of encryption or fragmentation. Note also that both Source
and Destination addresses should either be |Pv4 or |Pv6.

- Destination IP Address (IPv4 or IPv6): this may be a single IP
address (unicast, anycast, broadcast (I1Pv4 only), or nulticast
group), a range of addresses (high and | ow val ues (inclusive),
address + mask, or a wildcard address. The last three are used
to support nore than one destination system sharing the sane SA
(e.g., behind a security gateway). Note that this selector is
conceptually different fromthe "Destination | P Address" field
in the <Destination |IP Address, |Psec Protocol, SPI> tuple used
to uniquely identify an SA. Wen a tunnel ed packet arrives at
the tunnel endpoint, its SPlI/Destination address/Protocol are
used to look up the SA for this packet in the SAD. This
destination address cones fromthe encapsul ating | P header
Once t he packet has been processed according to the tunnel SA
and has cone out of the tunnel, its selectors are "looked up" in
the I nbound SPD. The I nbound SPD has a selector called
destinati on address. This IP destination address is the one in
the inner (encapsulated) IP header. 1In the case of a
transport'd packet, there will be only one I P header and this
ambi guity does not exist. [REQU RED for all inplenmentations]

- Source I P Address(es) (IPv4 or IPv6): this may be a single IP
address (unicast, anycast, broadcast (I1Pv4 only), or nulticast
group), range of addresses (high and | ow val ues inclusive),
address + mask, or a wildcard address. The last three are used
to support nore than one source system sharing the sane SA
(e.g., behind a security gateway or in a nultihomed host).

[ REQUI RED for all inplenentations]

- Nane: There are 2 cases (Note that these nanme forns are
supported in the IPsec DO .)
1. User ID
a. afully qualified user nane string (DNS), e.gqg.
nozart @ oo. bar. com
b. X. 500 distinguished name, e.g., C = US, SP = M
O = GIE Internetworking, CN = Stephen T. Kent.
2. System nanme (host, security gateway, etc.)
a. a fully qualified DNS nanme, e.g., foo.bar.com
b. X. 500 distinguished nanme
c. X.500 general nane

NOTE: One of the possible values of this selector is "OPAQUE".
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[ REQUI RED for the followi ng cases. Note that support for name
forms other than addresses is not required for manually keyed
SAs.
o User ID
- native host inplenentations
- BITWand BITS i npl ementati ons acting as HOSTS
with only one user
- security gateway inplenentations for | NBOUND
processi ng.
0 System nanes -- all inplenentations]

Data sensitivity level: (1PSO ClPSO | abel s)
[ REQUI RED for all systens providing information flow security as
per Section 8, OPTIONAL for all other systens.]

Transport Layer Protocol: Ootained fromthe I Pv4 "Protocol” or
the IPv6 "Next Header" fields. This nmay be an i ndividua
protocol nunber. These packet fields nay not contain the
Transport Protocol due to the presence of |P extension headers,
e.dg., a Routing Header, AH, ESP, Fragnmentation Header
Destinati on Options, Hop-by-hop options, etc. Note that the
Transport Protocol may not be available in the case of receipt
of a packet with an ESP header, thus a value of "OPAQUE" SHOULD
be supported.

[ REQUI RED for all inplenentations]

NOTE: To |l ocate the transport protocol, a systemhas to chain
t hrough the packet headers checking the "Protocol"” or "Next

Header" field until it encounters either one it recognizes as a
transport protocol, or until it reaches one that isn't on its
list of extension headers, or until it encounters an ESP header

that renders the transport protocol opaque.

Source and Destination (e.g., TCP/UDP) Ports: These may be

i ndi vidual UDP or TCP port values or a wildcard port. (The use
of the Next Protocol field and the Source and/or Destination
Port fields (in conjunction with the Source and/or Destination
Address fields), as an SA selector is sonetines referred to as
"session-oriented keying."). Note that the source and
destination ports may not be available in the case of receipt of
a packet with an ESP header, thus a value of "OPAQUE' SHOULD be
support ed.

The following table sunmarizes the rel ationship between the
"Next Header" value in the packet and SPD and the derived Port
Sel ector value for the SPD and SAD.
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Next Hdr Transport Layer Derived Port Selector Field

i n Packet Protocol in SPD Value in SPD and SAD

ESP ESP or ANY ANY (i.e., don't look at it)

-don't care- ANY ANY (i.e., don't look at it)

speci fic value specific value NOT ANY (i.e., drop packet)
f ragnent

speci fic value specific value actual port selector field

not fragnent

If the packet has been fragnented, then the port information may
not be available in the current fragnent. |If so, discard the
fragnent. An I CMP PMIU should be sent for the first fragnment,
which will have the port information. [MAY be support ed]

The | Psec inplenmentation context determ nes how sel ectors are used.
For exanple, a host inplenmentation integrated into the stack nay nake
use of a socket interface. Wen a new connection is established the
SPD can be consulted and an SA (or SA bundl e) bound to the socket.
Thus traffic sent via that socket need not result in additiona

| ookups to the SPDY SAD. 1In contrast, a BITS, BITW or security
gateway inplenmentati on needs to | ook at each packet and perform an
SPDY SAD | ookup based on the selectors. The all owabl e val ues for the
selector fields differ between the traffic flow, the security

associ ation, and the security policy.

The follow ng table summari zes the kinds of entries that one needs to
be able to express in the SPD and SAD. It shows how they relate to
the fields in data traffic being subjected to | Psec screening.

(Note: the "wild" or "wildcard" entry for src and dst addresses

i ncludes a mask, range, etc.)

Field Traffic Val ue SAD Entry SPD Entry
src addr single I P addr single, range,wild single,range, wldcard
dst addr single I P addr single,range,wild single,range,wldcard
xpt protocol * xpt protocol single,w | dcard single,w | dcard
Src port* single src port single,wldcard single,w | dcard
dst port* single dst port single,wildcard single,w ldcard
user id* single user id single, wildcard single,w ldcard
sec. | abels si ngl e val ue single,w | dcard single,w | dcard

* The SAD and SPD entries for these fields could be "OPAQUE"
because the traffic value is encrypted.

NOTE: In principle, one could have sel ectors and/or sel ector val ues

in the SPD which cannot be negotiated for an SA or SA bundl e.
Exanpl es m ght include selector values used to select traffic for
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di scarding or enumerated lists which cause a separate SA to be
created for each itemon the list. For now, this is left for future
versions of this docunent and the |list of required selectors and

sel ector values is the sanme for the SPD and the SAD. However, it is
acceptabl e to have an adnministrative interface that supports use of
sel ector val ues which cannot be negoti ated provided that it does not
m sl ead the user into believing it is creating an SA with these

sel ector values. For exanple, the interface may all ow the user to
specify an enunerated |ist of values but would result in the creation
of a separate policy and SA for each itemon the list. A vendor

m ght support such an interface to make it easier for its custoners
to specify clear and concise policy specifications.

4.4.3 Security Association Database (SAD)

In each I Psec inplenentation there is a nom nal Security Associ ation
Dat abase, in which each entry defines the paraneters associated with
one SA. Each SA has an entry in the SAD. For outbound processing,
entries are pointed to by entries in the SPD. Note that if an SPD
entry does not currently point to an SA that is appropriate for the
packet, the inplenentation creates an appropriate SA (or SA Bundle)
and links the SPD entry to the SAD entry (see Section 5.1.1). For

i nbound processing, each entry in the SAD is indexed by a destination
| P address, |Psec protocol type, and SPI. The follow ng paraneters
are associated with each entry in the SAD. This description does not
purport to be a MB, but only a specification of the mninml data
items required to support an SA in an | Psec inplenentation

For inbound processing: The foll owi ng packet fields are used to | ook
up the SA in the SAD:

0 Quter Header's Destination |IP address: the IPv4 or |Pv6
Desti nati on address.

[ REQUI RED for all inplenentations]

o I Psec Protocol: AH or ESP, used as an index for SA | ookup
in this database. Specifies the |IPsec protocol to be
applied to the traffic on this SA
[ REQUI RED for all inplenentations]

0 SPI: the 32-bit value used to distinguish anong different
SAs terminating at the sane destination and using the sane
| Psec protocol
[ REQUI RED for all inplenentations]

For each of the selectors defined in Section 4.4.2, the SA entry in
the SAD MUST contain the val ue or val ues which were negotiated at the
time the SA was created. For the sender, these values are used to
deci de whether a given SAis appropriate for use with an outbound
packet. This is part of checking to see if there is an existing SA
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that can be used. For the receiver, these values are used to check
that the selector values in an inbound packet match those for the SA
(and thus indirectly those for the matching policy). For the
receiver, this is part of verifying that the SA was appropriate for
this packet. (See Section 6 for rules for |CW nessages.) These
fields can have the form of specific values, ranges, wldcards, or
"OPAQUE" as described in section 4.4.2, "Selectors”. Note that for
an ESP SA, the encryption algorithmor the authentication algorithm
could be "NULL". However they MJIST not both be "NULL".

The followi ng SAD fields are used in doing |IPsec processing:

0 Sequence Number Counter: a 32-bit value used to generate the
Sequence Nunber field in AH or ESP headers.

[ REQUI RED for all inplenentations, but used only for outbound
traffic.]

0 Sequence Counter Overflow a flag indicating whether overfl ow
of the Sequence Nunber Counter should generate an auditable
event and prevent transm ssion of additional packets on the
SA.

[ REQUIRED for all inplenentations, but used only for outbound
traffic.]

0 Anti-Replay Wndow. a 32-bit counter and a bit-nmap (or

equi val ent) used to determ ne whether an inbound AH or ESP
packet is a replay.
[REQUIRED for all inplenentations but used only for inbound
traffic. NOTE: |If anti-replay has been disabled by the
receiver, e.g., in the case of a manually keyed SA, then the
Anti-Replay Wndow is not used.]

0 AH Aut hentication algorithm keys, etc.

[ REQUI RED for AH inpl enmentations]
o ESP Encryption algorithm keys, 1V node, |V, etc.
[ REQUI RED for ESP inplenentations]

o ESP authentication algorithm keys, etc. If the
aut hentication service is not selected, this field will be
nul | .

[ REQUI RED for ESP inplenmentations]

o Lifetime of this Security Association: a tinme interval after
whi ch an SA nust be replaced with a new SA (and new SPI) or
term nated, plus an indication of which of these actions
shoul d occur. This nmay be expressed as a tinme or byte count,
or a sinmultaneous use of both, the first lifetine to expire
taki ng precedence. A conpliant inplenentati on MUST support
both types of lifetinmes, and must support a sinultaneous use
of both. If tine is enployed, and if |KE enpl oys X 509
certificates for SA establishment, the SA lifetinme nust be
constrained by the validity intervals of the certificates,
and the NextlssueDate of the CRLs used in the |IKE exchange
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for the SA. Both initiator and responder are responsible for
constraining SAlifetinme in this fashion
[ REQUI RED for all inplenentations]

NOTE: The details of how to handl e the refreshing of keys
when SAs expire is a local natter. However, one reasonable
approach is:

(a) If byte count is used, then the inplenentation
SHOULD count the number of bytes to which the |Psec
algorithmis applied. For ESP, this is the encryption
al gorithm (including Null encryption) and for AH,
this is the authentication algorithm This includes
pad bytes, etc. Note that inplenentations SHOULD be
able to handl e having the counters at the ends of an
SA get out of synch, e.g., because of packet |oss or
because the inplenentations at each end of the SA
aren't doing things the sane way.

(b) There SHOULD be two kinds of lifetine -- a soft
lifetime which warns the inplenmentation to initiate
action such as setting up a replacenment SA and a
hard lifetime when the current SA ends.

(c) If the entire packet does not get delivered during
the SAs lifetime, the packet SHOULD be di scarded.

| Psec protocol node: tunnel, transport or w | dcard.

I ndi cat es which node of AH or ESP is applied to traffic on
this SA° Note that if this field is "wildcard" at the
sendi ng end of the SA, then the application has to specify
the node to the I Psec inplenentation. This use of wldcard
allows the same SA to be used for either tunnel or transport
node traffic on a per packet basis, e.g., by different
sockets. The receiver does not need to know the node in
order to properly process the packet's |Psec headers.

[ REQUI RED as follows, unless inplicitly defined by context:
- host inplenmentations must support all nodes
- gateway inplenmentations nust support tunnel node]

NOTE: The use of wildcard for the protocol node of an inbound
SA may add conplexity to the situation in the receiver (host
only). Since the packets on such an SA could be delivered in
ei ther tunnel or transport node, the security of an incom ng
packet coul d depend in part on which node had been used to
deliver it. |If, as a result, an application cared about the
SA node of a given packet, then the application would need a
mechani smto obtain this node information.
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o Path MIU. any observed path MIU and agi ng vari ables. See
Section 6.1.2.4
[ REQUI RED for all inplenmentations but used only for outbound
traffic]

4.5 Basi c Conbi nations of Security Associ ations

This section describes four exanples of conbinations of security
associ ati ons that MJST be supported by conpliant |Psec hosts or
security gateways. Additional comnbinations of AH and/or ESP in
tunnel and/or transport nodes MAY be supported at the discretion of
the inplementor. Conpliant inplenentations MJUST be capabl e of
generating these four conbinations and on recei pt, of processing
them but SHOULD be able to receive and process any conbination. The
di agrams and text bel ow describe the basic cases. The legend for the
di agrans is:

==== = one Or nore security associations (AH or ESP, transport
or tunnel)
connectivity (or if so labelled, adm nistrative boundary)

Hx = host x
SGx = security gateway X
X* = X supports | Psec

NOTE: The security associ ations bel ow can be either AH or ESP. The
node (tunnel vs transport) is determ ned by the nature of the

endpoi nts. For host-to-host SAs, the node can be either transport or
tunnel .

Case 1. The case of providing end-to-end security between 2 hosts
across the Internet (or an Intranet).

H1* ------ (Inter/Intranet) ------ H2*

Note that either transport or tunnel node can be selected by the
hosts. So the headers in a packet between HL and H2 coul d | ook
i ke any of the foll ow ng:

Transport Tunnel
1. [1P1][AH [upper] 4. [1P2] [ AH[IP1][ upper]
2. [IP1][ESP][upper] 5. [I'P2][ESP][IP1] [ upper]
3. [IP1][AH] [ ESP] [ upper]
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Note that there is no requirement to support general nesting,
but in transport node, both AH and ESP can be applied to the
packet. In this event, the SA establishnent procedure MJST
ensure that first ESP, then AH are applied to the packet.

Case 2. This case illustrates sinple virtual private networks
support.
I I
_____________________ |____ ___|_______________________
I [ || I
| HL -- (Local --- SGLl* |--- (Internet) ---| S&* --- (Local --- H2
| I ntranet) | | I ntranet) |
adm n. boundary adm n. boundary

Only tunnel node is required here. So the headers in a packet
bet ween SG1 and S& could | ook like either of the foll ow ng:

Tunnel
4. [1P2][AH [1PL] [ upper]
5. [IP2][ESP][IP1] [ upper]

Case 3. This case conmbines cases 1 and 2, adding end-to-end security
bet ween the sending and receiving hosts. It inposes no new
requi renments on the hosts or security gateways, other than a
requi rement for a security gateway to be configurable to pass
| Psec traffic (including | SAKMP traffic) for hosts behind it.

|| I (I
| HL* -- (Local --- SGl* |-- (Internet) --| S&* --- (Local --- H2*
I I I I

I ntranet) I ntranet)
adm n. boundary adm n. boundary

Case 4. This covers the situation where a renote host (Hl) uses the
Internet to reach an organization's firewall (S&) and to then
gai n access to sone server or other machine (H2). The renpote
host could be a nobile host (Hl) dialing up to a |ocal PPP/ ARA
server (not shown) on the Internet and then crossing the
Internet to the home organization's firewall (S&), etc. The
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details of support for this case, (how Hl | ocates S&2,
authenticates it, and verifies its authorization to represent
H2) are discussed in Section 4.6.3, "Locating a Security

Gat eway"
I I
I S S S S S S C |
| I I
|| I R EEEEEEPEREEEE | ---
| (I |
HL* ----- (I'nternet) ------ | S&* ---- (Local ----- H2*
n | I ntranet) |
| ..............................
coul d be dial up admi n. boundary (optional)

to PPP/ ARA server

Only tunnel node is required between HL and S&. So the choices
for the SA between H1 and S& woul d be one of the ones in case
2. The choices for the SA between Hl1 and H2 woul d be one of the
ones in case 1.

Note that in this case, the sender MJST apply the transport
header before the tunnel header. Therefore the nanagenent
interface to the | Psec inplenentati on MIST support configuration
of the SPD and SAD to ensure this ordering of |Psec header
application.

As noted above, support for additional conbinations of AH and ESP is
optional. Use of other, optional conbinations may adversely affect
i nteroperability.

4.6 SA and Key Managenent

| Psec mandat es support for both nmanual and aut omated SA and
cryptographi c key managenent. The |Psec protocols, AH and ESP, are
| argel y i ndependent of the associ ated SA managenent techni ques,

al t hough the techni ques invol ved do affect sone of the security
services offered by the protocols. For exanple, the optional anti-
repl ay services available for AH and ESP require automated SA
management. Moyreover, the granularity of key distribution enployed
with | Psec determnes the granularity of authentication provided.
(See also a discussion of this issue in Section 4.7.) 1n general
data origin authentication in AH and ESP is linited by the extent to
whi ch secrets used with the authentication algorithm (or with a key
management protocol that creates such secrets) are shared anong
mul ti pl e possi bl e sources.
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The foll owi ng text describes the m ninmumrequirenments for both types
of SA managenent.

4.6.1 Manual Techni ques

The sinplest formof managenent i s nmanual managenent, in which a
person manual |y configures each systemw th keying material and
security association managenent data relevant to secure conmunication
with other systens. Mnual techniques are practical in small, static
environnents but they do not scale well. For exanple, a conpany
could create a Virtual Private Network (VPN) using IPsec in security
gateways at several sites. |If the nunber of sites is small, and
since all the sites cone under the purview of a single admnistrative
domain, this is likely to be a feasible context for manual nanagenent
techniques. In this case, the security gateway m ght selectively
protect traffic to and fromother sites within the organi zati on using
a manual |y configured key, while not protecting traffic for other
destinations. It also mght be appropriate when only sel ected
conmuni cati ons need to be secured. A similar argument might apply to
use of IPsec entirely within an organization for a small nunber of
hosts and/or gateways. WManual managenent techni ques often enpl oy
statically configured, symretric keys, though other options also

exi st.

4.6.2 Automated SA and Key Managenent

W despread depl oynent and use of |IPsec requires an |Internet-standard,
scal abl e, autonmated, SA management protocol. Such support is
required to facilitate use of the anti-replay features of AH and ESP
and to accommodat e on-demand creation of SAs, e.g., for user- and
session-oriented keying. (Note that the notion of "rekeying" an SA
actually inplies creation of a new SAwith a new SPI, a process that
generally inplies use of an autonated SA/ key nmanagenent protocol.)

The default automated key managenent protocol selected for use with

| Psec is IKE [ MSST97, O mB7, HC98] under the | Psec domain of
interpretation [Pip98]. Oher automated SA nanagenent protocols MAY
be enmpl oyed.

When an automated SA/ key managenent protocol is enployed, the output
fromthis protocol may be used to generate multiple keys, e.g., for a
single ESP SA. This may ari se because:

o the encryption algorithmuses multiple keys (e.g., triple DES)

o the authentication algorithmuses nultiple keys
0 both encryption and authentication algorithns are enpl oyed
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The Key Managenent System may provi de a separate string of bits for
each key or it may generate one string of bits fromwhich all of them
are extracted. |If a single string of bits is provided, care needs to
be taken to ensure that the parts of the systemthat map the string
of bits to the required keys do so in the sanme fashion at both ends
of the SA. To ensure that the IPsec inplenmentations at each end of
the SA use the sane bits for the sane keys, and irrespective of which
part of the systemdivides the string of bits into individual keys,
the encryption key(s) MJST be taken fromthe first (left-nost, high-
order) bits and the authentication key(s) MJST be taken fromthe
remai ning bits. The nunber of bits for each key is defined in the
rel evant al gorithmspecification RFC. In the case of multiple
encryption keys or multiple authentication keys, the specification
for the algorithmmust specify the order in which they are to be
selected froma single string of bits provided to the algorithm

4.6.3 Locating a Security Gateway

This section discusses issues relating to how a host |earns about the
exi stence of relevant security gateways and once a host has contacted
these security gateways, how it knows that these are the correct
security gateways. The details of where the required information is
stored is a local matter.

Consi der a situation in which a renote host (Hl) is using the
Internet to gain access to a server or other machine (H2) and there
is a security gateway (S&), e.g., a firewall, through which Hl's
traffic nmust pass. An exanple of this situation would be a nobile
host (Road Warrior) crossing the Internet to the home organization's
firewall (S&). (See Case 4 in the section 4.5 Basic Conbi nations of
Security Associations.) This situation raises several issues:

1. How does Hl know | earn about the existence of the security
gat eway SQ2?

2. How does it authenticate S&, and once it has authenticated
S&2, how does it confirmthat S& has been authorized to
represent H2?

3. How does S& authenticate HL and verify that HL is authorized
to contact H2?

4. How does Hl know | earn about backup gat eways whi ch provide
alternate paths to H2?

To address these problens, a host or security gateway MJST have an
adm nistrative interface that allows the user/admnistrator to
configure the address of a security gateway for any sets of
destination addresses that require its use. This includes the ability
to configure:
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o the requisite information for |ocating and authenticating the
security gateway and verifying its authorization to represent
the destination host.

o the requisite information for |ocating and authenticating any
backup gateways and verifying their authorization to represent
the destination host.

It is assuned that the SPD is also configured with policy informtion
that covers any other |Psec requirements for the path to the security
gat eway and the destination host.

Thi s docunent does not address the i ssue of how to automate the
di scovery/verification of security gateways.

4.7 Security Associations and Milticast

The receiver-orientation of the Security Association inplies that, in
the case of unicast traffic, the destination systemw || normally

sel ect the SPI value. By having the destination select the SP

val ue, there is no potential for manually configured Security
Associations to conflict with automatically configured (e.g., via a
key management protocol) Security Associations or for Security
Associations frommultiple sources to conflict with each other. For
multicast traffic, there are multiple destination systens per
mul ti cast group. So some systemor person will need to coordinate
anong all multicast groups to select an SPI or SPIs on behalf of each
mul ti cast group and then comuni cate the group's I Psec information to
all of the legitimate nenbers of that multicast group via nmechani sns
not defined here.

Mul tiple senders to a nmulticast group SHOULD use a single Security
Associ ation (and hence Security Paraneter Index) for all traffic to
that group when a symmetric key encryption or authentication
algorithmis enployed. In such circunstances, the receiver knows only
that the message cane froma system possessing the key for that
mul ti cast group. |In such circunstances, a receiver generally wll

not be able to authenticate which systemsent the multicast traffic.
Specifications for other, nore general nulticast cases are deferred
to later |Psec docunents.

At the time this specification was published, autonated protocols for
mul ti cast key distribution were not considered adequately mature for
standardi zation. For nmulticast groups having relatively few nmenbers,
manual key distribution or multiple use of existing unicast key

di stribution algorithnms such as nodified Diffie-Hell man appears
feasible. For very |large groups, new scal able techniques will be
needed. An exanple of current work in this area is the G oup Key
Management Protocol (GKMP) [ HWR7].
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5.

I P Traffic Processing

As nmentioned in Section 4.4.1 "The Security Policy Database (SPD)",
the SPD nust be consulted during the processing of all traffic

(1 NBOUND and QUTBOUND), i ncluding non-IPsec traffic. |If no policy is
found in the SPD that matches the packet (for either inbound or
outbound traffic), the packet MJST be di scarded.

NOTE: All of the cryptographic algorithns used in | Psec expect their
i nput in canonical network byte order (see Appendix in RFC 791) and
generate their output in canonical network byte order. |P packets
are also transmtted in network byte order

5.1 Qutbound I P Traffic Processing

5.1.1 Selecting and Using an SA or SA Bundl e

In a security gateway or BI TWinplenmentation (and in many BITS

i mpl enent ati ons), each outbound packet is conpared against the SPD to
det erm ne what processing is required for the packet. |f the packet
is to be discarded, this is an auditable event. |If the traffic is

al l oned to bypass | Psec processing, the packet continues through
"normal " processing for the environment in which the | Psec processing
is taking place. |If IPsec processing is required, the packet is

ei ther mapped to an existing SA (or SA bundle), or a new SA (or SA
bundle) is created for the packet. Since a packet's selectors m ght
mat ch multiple policies or multiple extant SAs and since the SPD is
ordered, but the SAD is not, |Psec MJST:

1. Match the packet's selector fields against the outbound
policies in the SPD to |ocate the first appropriate
policy, which will point to zero or nore SA bundles in the
SAD.

2. Match the packet's selector fields against those in the SA
bundl es found in (1) to locate the first SA bundle that

matches. |If no SAs were found or none match, create an
appropriate SA bundle and |ink the SPD entry to the SAD
entry. |f no key managenent entity is found, drop the
packet .

3. Use the SA bundle found/created in (2) to do the required
| Psec processing, e.g., authenticate and encrypt.

In a host |Psec inplenentation based on sockets, the SPD will be
consul ted whenever a new socket is created, to determ ne what, if
any, |Psec processing will be applied to the traffic that will flow
on that socket.
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NOTE: A conpliant inplenmentation MJST not allow instantiation of an
ESP SA that enploys both a NULL encryption and a NULL authentication
algorithm An attenmpt to negotiate such an SA is an auditable event.

5.1.2 Header Construction for Tunnel Nbde

This section describes the handling of the inner and outer IP
headers, extension headers, and options for AH and ESP tunnels. This
i ncl udes how to construct the encapsul ating (outer) |IP header, how to
handl e fields in the inner | P header, and what other actions should
be taken. The general idea is nodeled after the one used in RFC
2003, "I P Encapsulation with IP"

o The outer |IP header Source Address and Destination Address
identify the "endpoints" of the tunnel (the encapsul ator and
decapsul ator). The inner |IP header Source Address and
Destinati on Addresses identify the original sender and
reci pient of the datagram (fromthe perspective of this
tunnel), respectively. (see footnote 3 after the table in
5.1.2.1 for nore details on the encapsul ating source |IP
address.)

o The inner |P header is not changed except to decrenent the TTL
as noted bel ow, and remai ns unchanged during its delivery to
the tunnel exit point.

o No change to I P options or extension headers in the inner
header occurs during delivery of the encapsul ated dat agram
t hrough the tunnel

o If need be, other protocol headers such as the IP
Aut henti cati on header may be inserted between the outer IP
header and the inner |P header

The tables in the followi ng sub-sections show the handling for the

di fferent header/option fields (constructed = the value in the outer

field is constructed independently of the value in the inner).
5.1.2.1 I Pv4 -- Header Construction for Tunnel Mode

<-- How Quter Hdr Relates to Inner Hdr -->

Quter Hdr at | nner Hdr at

| Pv4 Encapsul at or Decapsul at or

Header fields: = -------------“------ oo
versi on 4 (1) no change
header | ength constructed no change
TGOS copied frominner hdr (5) no change
total |ength constructed no change
I D constructed no change
flags (DF, MF) constructed, DF (4) no change
fragnt offset constructed no change
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TTL constructed (2) decrenent (2)
pr ot ocol AH, ESP, routing hdr no change
checksum constructed constructed (2)
src address constructed (3) no change
dest address constructed (3) no change

Opti ons never copied no change

1. The IP version in the encapsul ati ng header can be different
fromthe value in the inner header.

2. The TTL in the inner header is decrenented by the
encapsul ator prior to forwarding and by the decapsul ator if
it forwards the packet. (The checksum changes when the TTL
changes.)

Not e: The decrenenting of the TTL is one of the usual actions
that takes place when forwardi ng a packet. Packets
originating fromthe same node as the encapsul ator do not
have their TTL's decrenented, as the sending node is
originating the packet rather than forwarding it.

3. src and dest addresses depend on the SA, which is used to
determ ne the dest address which in turn determ nes which src
address (net interface) is used to forward the packet.

NOTE: In principle, the encapsulating |IP source address can
be any of the encapsulator's interface addresses or even an
address different fromany of the encapsulator's IP
addresses, (e.g., if it's acting as a NAT box) so long as the
address is reachabl e through the encapsul ator fromthe

envi ronnent into which the packet is sent. This does not
cause a probl em because | Psec does not currently have any

| NBOUND processing requirement that involves the Source
Address of the encapsulating |IP header. So while the

recei ving tunnel endpoint |ooks at the Destination Address in
the encapsulating I P header, it only | ooks at the Source
Address in the inner (encapsul ated) |P header

4. configuration determ nes whether to copy fromthe inner
header (I1Pv4 only), clear or set the DF

5. If Inner Hdr is IPv4 (Protocol = 4), copy the TCS. If Inner
Hdr is IPv6 (Protocol = 41), map the Cass to TOS

5.1.2.2 IPv6 -- Header Construction for Tunnel Mode

See previous section 5.1.2 for notes 1-5 indicated by (footnote
nunber) .
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<-- How Quter Hdr Relates Inner Hdr --->

Quter Hdr at I nner Hdr at

| Pv6 Encapsul at or Decapsul at or

Header fields: = --------mommmoma e
version 6 (1) no change
cl ass copi ed or configured (6) no change
flowid copi ed or configured no change
I en constructed no change
next header AH, ESP, rout i ng hdr no change

hop limt constructed (2) decrement (2)
src address constructed (3) no change
dest address constructed (3) no change
Ext ensi on headers never copied no change

6. If Inner Hdr is I Pv6 (Next Header = 41), copy the Cass. |If
Inner Hdr is IPv4d (Next Header = 4), map the TOS to C ass.

5.2 Processing Inbound IP Traffic

Prior to perform ng AH or ESP processing, any IP fragments are
reassenbl ed. Each inbound IP datagramto which |IPsec processing wll
be applied is identified by the appearance of the AH or ESP val ues in
the I'P Next Protocol field (or of AH or ESP as an extension header in
the I Pv6 context).

Not e: Appendi x C contains sanple code for a bitmask check for a 32
packet wi ndow that can be used for inplenenting anti-replay service.

5.2.1 Selecting and Using an SA or SA Bundl e

Mappi ng the | P datagramto the appropriate SAis sinplified because
of the presence of the SPI in the AH or ESP header. Note that the
sel ector checks are nmade on the inner headers not the outer (tunnel)
headers. The steps foll owed are:

1. Use the packet's destination address (outer |P header),
| Psec protocol, and SPI to |look up the SAin the SAD. |If
the SA |l ookup fails, drop the packet and | og/report the
error.

2. Use the SA found in (1) to do the I Psec processing, e.qg.
aut henti cate and decrypt. This step includes matching the
packet's (lnner Header if tunnel ed) selectors to the
selectors in the SA. Local policy deternines the
specificity of the SA selectors (single value, list,
range, wildcard). 1In general, a packet's source address
MJUST match the SA selector value. However, an | CVMP packet
received on a tunnel node SA may have a source address

Kent & AtKkinson St andards Track [ Page 33]



RFC 2401 Security Architecture for IP Novenber 1998

ot her than that bound to the SA and thus such packets
shoul d be permtted as exceptions to this check. For an

| CMP packet, the selectors fromthe encl osed problem
packet (the source and destination addresses and ports
shoul d be swapped) shoul d be checked agai nst the selectors
for the SA. Note that sone or all of these selectors may
be inaccessi bl e because of limtations on how many bits of
the probl em packet the | CWMP packet is allowed to carry or
due to encryption. See Section 6.

Do (1) and (2) for every IPsec header until a Transport
Prot ocol Header or an | P header that is NOT for this
systemis encountered. Keep track of what SAs have been
used and their order of application

3. Find an incomng policy in the SPD that matches the
packet. This could be done, for exanple, by use of
backpointers fromthe SAs to the SPD or by matching the
packet's selectors (Inner Header if tunnel ed) agai nst
those of the policy entries in the SPD

4. Check whether the required | Psec processing has been
applied, i.e., verify that the SA's found in (1) and (2)
mat ch the kind and order of SAs required by the policy
found in (3).

NOTE: The correct "matching” policy will not necessarily
be the first inbound policy found. |If the check in (4)
fails, steps (3) and (4) are repeated until all policy
entries have been checked or until the check succeeds.

At the end of these steps, pass the resulting packet to the Transport
Layer or forward the packet. Note that any |IPsec headers processed
in these steps may have been renoved, but that this information,
i.e., what SAs were used and the order of their application, may be
needed for subsequent |Psec or firewall processing.

Note that in the case of a security gateway, if forwardi ng causes a
packet to exit via an | Psec-enabl ed interface, then additional |Psec
processi ng may be applied.

5.2.2 Handling of AH and ESP tunnels
The handling of the inner and outer |P headers, extension headers,

and options for AH and ESP tunnels should be perforned as described
in the tables in Section 5.1.
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6.

| CMP Processing (relevant to | Psec)

The focus of this section is on the handling of | CVP error nessages.
QO her ICW traffic, e.g., Echo/Reply, should be treated |ike other
traffic and can be protected on an end-to-end basis using SAs in the
usual fashi on.

An | CVP error message protected by AH or ESP and generated by a
router SHOULD be processed and forwarded in a tunnel node SA. Loca
policy determ nes whether or not it is subjected to source address
checks by the router at the destination end of the tunnel. Note that
if the router at the originating end of the tunnel is forwarding an

| CMP error nmessage from anot her router, the source address check
would fail. An ICWP nessage protected by AH or ESP and generated by
a router MJUST NOT be forwarded on a transport node SA (unless the SA
has been established to the router acting as a host, e.g., a Tel net
connection used to manage a router). An |ICWMP nessage generated by a
host SHOULD be checked agai nst the source |IP address sel ectors bound
to the SAin which the nmessage arrives. Note that even if the source
of an ICMP error nessage is authenticated, the returned |IP header
could be invalid. Accordingly, the selector values in the |IP header
SHOULD al so be checked to be sure that they are consistent with the
selectors for the SA over which the | CMP nessage was received.

The tabl e in Appendi x D characterize | CMP nessages as being either
host generated, router generated, both, unknown/unassi gned. |CW
nmessages falling into the | ast two categories should be handl ed as
determined by the receiver's policy.

An | CWMP nessage not protected by AH or ESP is unauthenticated and its
processi ng and/ or forwarding may result in denial of service. This

suggests that, in general, it would be desirable to ignore such
messages. However, it is expected that nany routers (vs. security
gateways) will not inplenment |IPsec for transit traffic and thus

strict adherence to this rule would cause many | CMP nessages to be
di scarded. The result is that sone critical |IP functions would be
| ost, e.g., redirection and PMIU processing. Thus it MJST be
possible to configure an IPsec inplenentation to accept or reject
(router) ICWP traffic as per local security policy.

The remai nder of this section addresses how PMIU processi ng MJUST be
performed at hosts and security gateways. |t addresses processing of
bot h authenti cated and unaut henticated | CMP PMIU nessages. However,
as noted above, unauthenticated | CMP nessages MAY be di scarded based
on local policy.
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6.1 PMIU DF Processing
6.1.1 DF Bit

In cases where a system (host or gateway) adds an encapsul ating
header (ESP tunnel or AH tunnel), it MJST support the option of
copying the DF bit fromthe original packet to the encapsul ating
header (and processing | CMP PMIU nessages). This means that it MJST
be possible to configure the systenmis treatnment of the DF bit (set,
clear, copy from encapsul ated header) for each interface. (See
Appendi x B for rationale.)

6.1.2 Path MIU Di scovery (PMru)

Thi s section discusses | Psec handling for Path MIU Di scovery
messages. | CWP PMIU is used here to refer to an | CMP nessage for:

| Pv4 (RFC 792):
- Type = 3 (Destination Unreachabl e)
- Code = 4 (Fragnmentation needed and DF set)
- Next-Hop MU in the | ow order 16 bits of the second
word of the I CMP header (| abelled "unused" in RFC
792), with high-order 16 bits set to zero

| Pv6 (RFC 1885):
- Type = 2 (Packet Too Big)
- Code = 0 (Fragnentati on needed)
- Next-Hop MU in the 32 bit MU field of the I CMP6
nmessage

6.1.2.1 Propagation of PMIU

The amount of information returned with the | CVP PMIU nessage (I Pv4
or IPv6) is limted and this affects what selectors are available for
use in further propagating the PMIU i nformati on. (See Appendi x B for
nore detail ed discussion of this topic.)

0 PMIU nessage with 64 bits of |IPsec header -- If the | CvP PMIU
nmessage contains only 64 bits of the |IPsec header (m ninmum for
| Pv4), then a security gateway MJIST support the foll owi ng options
on a per SPI/SA basis:

a. if the originating host can be determ ned (or the possible
sources narrowed down to a nanageabl e nunber), send the PM
information to all the possible originating hosts.

b. if the originating host cannot be determnmi ned, store the PMIU
with the SA and wait until the next packet(s) arrive fromthe
originating host for the relevant security association. |If
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the packet(s) are bigger than the PMIU, drop the packet(s),
and conpose | CVMP PMIU nessage(s) with the new packet(s) and
the updated PMIU, and send the | CMP nessage(s) about the
problemto the originating host. Retain the PMIU i nformation
for any nessage that mght arrive subsequently (see Section
6.1.2.4, "PMIU Agi ng").

o PMIU nessage with >64 bits of |Psec header -- If the | CVP nessage
contains nore information fromthe original packet then there nmay
be enough non-opaque information to imrediately determine to which
host to propagate the | CvP/ PMITU nessage and to provide that system
with the 5 fields (source address, destination address, source
port, destination port, transport protocol) needed to determ ne
where to store/update the PMIU. Under such circunstances, a
security gateway MJST generate an | CMP PMIU nessage i mredi ately
upon receipt of an I1CMP PMIU from further down the path.

o Distributing the PMIU to the Transport Layer -- The host nechani sm
for getting the updated PMIU to the transport |ayer is unchanged,
as specified in RFC 1191 (Path MIU Di scovery).

6.1.2.2 Calculation of PMIU

The cal cul ati on of PMIU froman | CMP PMIU MJUST take into account the
addition of any |Psec header -- AH transport, ESP transport, AH ESP
transport, ESP tunnel, AH tunnel. (See Appendix B for discussion of
i npl enent ation issues.)

Note: In some situations the addition of |Psec headers could result
in an effective PMIU (as seen by the host or application) that is
unacceptably small. To avoid this problem the inplenentation may
establish a threshold below which it will not report a reduced PMIU
In such cases, the inplementation would apply | Psec and then fragnent
the resulting packet according to the PMIU. This would result in a
nore efficient use of the avail abl e bandw dt h.

6.1.2.3 Ganularity of PMIU Processing

In hosts, the granularity with which | CMP PMIU processi ng can be done
differs depending on the inplenmentation situation. Looking at a
host, there are 3 situations that are of interest with respect to
PMIU i ssues (See Appendix B for additional details on this topic.):

a. Integration of IPsec into the native |IP inplenmentation

b. Bump-in-the-stack inplenentations, where |IPsec is inplenented
"underneat h" an existing inplenentation of a TCP/IP protoco
stack, between the native IP and the |ocal network drivers
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c. No IPsec inmplementation -- This case is included because it
is relevant in cases where a security gateway is sending PMIuU
i nformati on back to a host.

Only in case (a) can the PMIU data be nmintained at the sane

granul arity as comuni cati on associations. 1In (b) and (c), the IP
layer will only be able to maintain PMIU data at the granularity of
source and destination |IP addresses (and optionally TOS), as
described in RFC 1191. This is an inportant difference, because nore
than one conmuni cati on association may map to the sanme source and
destination | P addresses, and each comruni cati on associ ati on may have
a different amount of |Psec header overhead (e.g., due to use of
different transforns or different algorithns).

| mpl ement ati on of the cal culation of PMIU and support for PMIUs at
the granularity of individual comrunication associations is a |oca
matter. However, a socket-based inplenentation of IPsec in a host
SHOULD nmintain the informati on on a per socket basis. Bunp in the
stack systens MUST pass an |CVMP PMIU to the host I P inplementation
after adjusting it for any |IPsec header overhead added by these
systenms. The cal cul ation of the overhead SHOULD be determ ned by
anal ysis of the SPI and any other selector information present in a
returned | CMP PMIU nessage.

6.1.2.4 PMIU Agi ng

In all systens (host or gateway) inplenenting |IPsec and nmintai ning
PMIU i nformati on, the PMIU associated with a security association
(transport or tunnel) MJIST be "aged" and sone nechani smput in place
for updating the PMIU in a tinely manner, especially for discovering
if the PMIU is smaller than it needs to be. A given PMIU has to
remain in place |ong enough for a packet to get fromthe source end
of the security association to the systemat the other end of the
security association and propagate back an I CVMP error nessage if the
current PMIU is too big. Note that if there are nested tunnels,
mul ti pl e packets and round trip tines might be required to get an

| CMP nmessage back to an encapsul ator or originating host.

Systenms SHOULD use the approach described in the Path MIU Di scovery
document (RFC 1191, Section 6.3), which suggests periodically
resetting the PMIU to the first-hop data-1ink MU and then letting
the normal PMIU Di scovery processes update the PMIU as necessary.
The peri od SHOULD be configurable.
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7. Auditing

Not all systens that inplenent IPsec will inplenent auditing. For
the nost part, the granularity of auditing is a |local matter.
However, several auditable events are identified in the AH and ESP
speci fications and for each of these events a m ni mum set of

i nformati on that SHOULD be included in an audit log is defined.
Additional information al so MAY be included in the audit |og for each
of these events, and additional events, not explicitly called out in
this specification, also MAY result in audit log entries. There is
no requirement for the receiver to transmt any nmessage to the
purported transnmitter in response to the detection of an auditable
event, because of the potential to induce denial of service via such
action.

8. Use in Systens Supporting Information Fl ow Security

Informati on of various sensitivity levels may be carried over a
single network. Information labels (e.g., Unclassified, Conpany
Proprietary, Secret) [DoD85, DoD87] are often enployed to distinguish
such information. The use of labels facilitates segregation of

i nformation, in support of information flow security nodels, e.g.
the Bell-LaPadul a nmodel [BL73]. Such nodels, and correspondi ng
supporting technol ogy, are designed to prevent the unauthorized flow
of sensitive information, even in the face of Trojan Horse attacks.
Conventional, discretionary access control (DAC) nechanisns, e.qg.
based on access control lists, generally are not sufficient to
support such policies, and thus facilities such as the SPD do not
suffice in such environnents.

In the mlitary context, technol ogy that supports such nodels is
often referred to as multi-level security (M.S). Conmputers and
networks often are designated "multi-level secure" if they support
the separation of |abelled data in conjunction with information flow
security policies. Al though such technology is nore broadly
applicable than just mlitary applications, this docunent uses the
acronym "M.S" to designate the technol ogy, consistent with nuch
extant literature.

| Psec nechani sns can easily support MS networking. MS networking
requires the use of strong Mandatory Access Controls (MAC), which
unprivil eged users or unprivileged processes are incapabl e of
controlling or violating. This section pertains only to the use of
these I P security nechanisns in M.S (information flow security
policy) environments. Nothing in this section applies to systenms not
claimng to provide MS.
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As used in this section, "sensitivity information” m ght include
i mpl enent ati on-defined hierarchic |evels, categories, and/or
rel easability information.

AH can be used to provide strong authentication in support of

mandat ory access control decisions in MS environments. |[If explicit
IP sensitivity information (e.g., |PSO [Ken9l]) is used and
confidentiality is not considered necessary within the particul ar
operational environnent, AH can be used to authenticate the binding
bet ween sensitivity labels in the I P header and the | P payl oad
(including user data). This is a significant inprovenent over

| abel ed 1 Pv4 networks where the sensitivity information is trusted
even though there is no authentication or cryptographic binding of
the information to the I P header and user data. |Pv4 networks night
or mght not use explicit labelling. [IPv6 will normally use inplicit
sensitivity information that is part of the |IPsec Security

Associ ation but not transnmitted with each packet instead of using
explicit sensitivity information. Al explicit IP sensitivity

i nformati on MJUST be authenticated using either ESP, AH or both.

Encryption is useful and can be desirable even when all of the hosts
are within a protected environnent, for exanple, behind a firewall or
disjoint fromany external connectivity. ESP can be used, in
conjunction with appropriate key nmanagenent and encryption
algorithms, in support of both DAC and MAC. (The choice of
encryption and authentication algorithnms, and the assurance |evel of
an | Psec inplenentation will determ ne the environments in which an

i mpl enentati on nay be deemed sufficient to satisfy M.S requirenents.)
Key managenent can nake use of sensitivity information to provide
MAC. | Psec inplenmentations on systens clainming to provide M.S SHOULD
be capabl e of using IPsec to provide MAC for |P-based comuni cati ons.

8.1 Rel ationshi p Between Security Associations and Data Sensitivity

Both the Encapsul ati ng Security Payl oad and the Authentication Header
can be conbined with appropriate Security Association policies to
provide multi-level secure networking. 1In this case each SA (or SA
bundle) is normally used for only a single instance of sensitivity
information. For exanmple, "PROPRIETARY - |nternet Engineering" nust
be associated with a different SA (or SA bundle) from "PROPRI ETARY -
Fi nance"”.

8.2 Sensitivity Consistency Checking
An M.S inpl enentation (both host and router) MAY associate
sensitivity information, or a range of sensitivity information with

an interface, or a configured IP address with its associated prefix
(the latter is sometimes referred to as a logical interface, or an
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interface alias). |If such properties exist, an inplenentati on SHOULD
conpare the sensitivity information associated with the packet

agai nst the sensitivity information associated with the interface or
address/prefix fromwhich the packet arrived, or through which the
packet will depart. This check will either verify that the
sensitivities match, or that the packet's sensitivity falls within
the range of the interface or address/prefix.

The checki ng SHOULD be done on both inbound and out bound processi ng.
8.3 Additional M.S Attributes for Security Associ ati on Dat abases

Section 4.4 discussed two Security Associ ati on dat abases (the
Security Policy Database (SPD) and the Security Associ ation Dat abase
(SAD)) and the associated policy selectors and SA attributes. MS
net wor ki ng i ntroduces an additional selector/attribute:

- Sensitivity information.

The Sensitivity information aids in selecting the appropriate

al gorithms and key strength, so that the traffic gets a | evel of
protection appropriate to its inmportance or sensitivity as described
in section 8. 1. The exact syntax of the sensitivity information is
i mpl enent ati on defi ned.

8.4 Additional Inbound Processing Steps for MS NetworKking

After an inbound packet has passed through |Psec processing, an ML.S
i mpl enentati on SHOULD first check the packet's sensitivity (as
defined by the SA (or SA bundle) used for the packet) with the
interface or address/prefix as described in section 8.2 before
delivering the datagramto an upper-|layer protocol or forwarding it.

The M.S system MJST retain the binding between the data received in
an | Psec protected packet and the sensitivity information in the SA
or SAs used for processing, so appropriate policy decisions can be
made when delivering the datagramto an application or forwarding
engi ne. The nmeans for maintaining this binding are inplenentation
specific.

8.5 Additional Qutbound Processing Steps for M.S Networking
An M.S inplenmentation of |IPsec MIUST performtwo additional checks
besi des the normal steps detailed in section 5.1.1. When consulting

the SPD or the SAD to find an outbound security association, the M.S
i mpl enmentati on MUST use the sensitivity of the data to select an
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appropriate outbound SA or SA bundle. The second check conmes before
forwarding the packet out to its destination, and is the sensitivity
consi stency checking described in section 8. 2.

8.6 Additional MS Processing for Security Gateways

An MS security gateway MJUST follow the previously nmentioned i nbound
and out bound processing rules as well as perform sone additiona
processing specific to the intermediate protection of packets in an
M.S envi ronment .

A security gateway MAY act as an out bound proxy, creating SAs for M.S
systemnms that originate packets forwarded by the gateway. These M.S
systens may explicitly |abel the packets to be forwarded, or the
whol e originating network may have sensitivity characteristics
associated with it. The security gateway MJST create and use
appropriate SAs for AH, ESP, or both, to protect such traffic it

f orwards.

Simlarly such a gateway SHOULD accept and process inbound AH and/ or
ESP packets and forward appropriately, using explicit packet

| abeling, or relying on the sensitivity characteristics of the
destinati on network.

9. Perfornmance |ssues

The use of | Psec inposes conputational performance costs on the hosts
or security gateways that inplenment these protocols. These costs are
associ ated with the nenory needed for | Psec code and data structures,
and the conputation of integrity check val ues, encryption and
decryption, and added per-packet handling. The per-packet

comput ational costs will be nanifested by increased |atency and

possi bly, reduced throughout. Use of SA/ key managenent protocols,
especi ally ones that enploy public key cryptography, also adds
conput ati onal perfornance costs to use of |Psec. These per-

associ ation conputational costs will be manifested in terns of
i ncreased |l atency in association establishnent. For many hosts, it
is anticipated that software-based cryptography will not appreciably

reduce throughput, but hardware may be required for security gateways
(since they represent aggregation points), and for some hosts.

The use of | Psec also inposes bandwidth utilization costs on
transm ssion, switching, and routing components of the Internet

i nfrastructure, conponents not inplenenting IPsec. This is due to
the increase in the packet size resulting fromthe addition of AH
and/ or ESP headers, AH and ESP tunneling (which adds a second |IP
header), and the increased packet traffic associated with key
managemnment protocols. It is anticipated that, in npost instances,
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10.

11.

12.

this increased bandwi dth denmand will not noticeably affect the
Internet infrastructure. However, in sone instances, the effects may
be significant, e.g., transm ssion of ESP encrypted traffic over a
dialup link that otherw se would have conpressed the traffic.

Note: The initial SA establishnment overhead will be felt in the first
packet. This delay could inpact the transport |ayer and application
For exanple, it could cause TCP to retransnmit the SYN before the

| SAKMP exchange is done. The effect of the delay would be different
on UDP than TCP because TCP shouldn't transmt anything other than
the SYN until the connection is set up whereas UDP will go ahead and
transmt data beyond the first packet.

Not e: As discussed earlier, conpression can still be enployed at

| ayers above IP. There is an | ETF working group (IP Payl oad

Conpr ession Protocol (ippcp)) working on "protocol specifications
that make it possible to performl ossl ess conpression on individua
payl oads before the payload is processed by a protocol that encrypts
it. These specifications will allow for conpression operations to be
performed prior to the encryption of a payl oad by |Psec protocols."

Conf or mance Requirenents
Al 1Pv4d systens that claimto inplenment | Psec MIST conply with al
requi renments of the Security Architecture docunent. All |1Pv6 systens
MJUST conply with all requirenents of the Security Architecture
docunent .

Security Considerations

The focus of this docunent is security; hence security considerations
pernmeate this specification

Di fferences from RFC 1825

This architecture docunent differs substantially from RFC 1825 in
detail and in organization, but the fundanental notions are

unchanged. This document provides considerable additional detail in
terns of conpliance specifications. It introduces the SPD and SAD,
and the notion of SA selectors. It is aligned with the new versions

of AH and ESP, which also differ fromtheir predecessors. Specific
requi renents for supported combi nati ons of AH and ESP are newy
added, as are details of PMIU nmanagemnent.
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Appendi x A -- d ossary

This section provides definitions for several key ternms that are
enpl oyed in this docunment. O her docunents provide additiona
definitions and background information relevant to this technol ogy,
e.g., [VK83, HA94]. Included in this glossary are generic security
service and security mechanismtermnms, plus |Psec-specific termns.

Access Contro

Access control is a security service that prevents unauthorized
use of a resource, including the prevention of use of a resource
in an unauthorized manner. In the |IPsec context, the resource
to which access is being controlled is often:

o for a host, conputing cycles or data

o for a security gateway, a network behind the gateway
or

bandwi dt h on that network.

Anti-repl ay
[See "Integrity" bel ow

Aut hent i cati on
This termis used informally to refer to the conbination of two
nom nally distinct security services, data origin authentication
and connectionless integrity. See the definitions below for
each of these services.

Avail ability
Avail ability, when viewed as a security service, addresses the
security concerns engendered by attacks agai nst networks that
deny or degrade service. For exanple, in the |IPsec context, the
use of anti-replay mechanisnms in AH and ESP support
availability.

Confidentiality
Confidentiality is the security service that protects data from
unaut hori zed di scl osure. The primary confidentiality concern in
nost instances is unauthorized disclosure of application | eve
data, but disclosure of the external characteristics of
conmuni cati on al so can be a concern in sone circunstances.
Traffic flow confidentiality is the service that addresses this
| atter concern by concealing source and destinati on addresses,
nmessage | ength, or frequency of communication. 1In the |Psec
context, using ESP in tunnel node, especially at a security
gat eway, can provide sone |level of traffic flow confidentiality.
(See also traffic analysis, below)
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Encryption
Encryption is a security mechanismused to transformdata from
an intelligible form (plaintext) into an unintelligible form
(ciphertext), to provide confidentiality. The inverse

transformati on process is designated "decryption". Otines the
term"encryption” is used to generically refer to both
processes.

Data Origin Authentication
Data origin authentication is a security service that verifies
the identity of the claimed source of data. This service is
usual |y bundl ed with connectionless integrity service.

Integrity
Integrity is a security service that ensures that nodifications
to data are detectable. Integrity comes in various flavors to
mat ch application requirements. |Psec supports two forns of

integrity: connectionless and a formof partial sequence
integrity. Connectionless integrity is a service that detects
nodi fication of an individual |P datagram w thout regard to the
ordering of the datagramin a streamof traffic. The form of
partial sequence integrity offered in IPsec is referred to as
anti-replay integrity, and it detects arrival of duplicate IP
datagrans (within a constrained window). This is in contrast to
connection-oriented integrity, which inmposes nore stringent
sequenci ng requirenents on traffic, e.g., to be able to detect

| ost or re-ordered nessages. Al though authentication and
integrity services often are cited separately, in practice they
are intimately connected and al nost always offered in tandem

Security Association (SA)
A sinplex (uni-directional) |ogical connection, created for
security purposes. Al traffic traversing an SA is provided the
same security processing. In IPsec, an SAis an internet |ayer
abstraction inplenented through the use of AH or ESP

Security Gateway
A security gateway is an internediate systemthat acts as the
conmuni cations interface between two networks. The set of hosts
(and networks) on the external side of the security gateway is
viewed as untrusted (or less trusted), while the networks and
hosts and on the internal side are viewed as trusted (or nore
trusted). The internal subnets and hosts served by a security
gateway are presuned to be trusted by virtue of sharing a
conmon, |ocal, security administration. (See "Trusted
Subnet wor k" below.) In the |IPsec context, a security gateway is
a point at which AH and/or ESP is inplenented in order to serve
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a set of internal hosts, providing security services for these
hosts when they comunicate with external hosts al so enpl oyi ng
| Psec (either directly or via another security gateway).

SPI
Acronym for "Security Paranmeters Index". The conbination of a
destination address, a security protocol, and an SPI uniquely
identifies a security association (SA, see above). The SPI is
carried in AH and ESP protocols to enable the receiving system
to select the SA under which a received packet will be
processed. An SPI has only local significance, as defined by
the creator of the SA (usually the receiver of the packet
carrying the SPl); thus an SPI is generally viewed as an opaque
bit string. However, the creator of an SA may choose to
interpret the bits in an SPI to facilitate |ocal processing.

Traffic Analysis
The anal ysis of network traffic flow for the purpose of deducing
information that is useful to an adversary. Exanples of such
information are frequency of transmission, the identities of the
conversing parties, sizes of packets, flowidentifiers, etc.
[ Sch94]

Trust ed Subnetwork
A subnetwork containing hosts and routers that trust each other
not to engage in active or passive attacks. There also is an
assunption that the underlying communi cati ons channel (e.g., a
LAN or CAN) isn't being attacked by other neans.
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Appendi x B -- Anal ysi s/ Di scussion of PMIU DF/ Fragmentation |ssues
B.1 DF bit

In cases where a system (host or gateway) adds an encapsul ating
header (e.g., ESP tunnel), should/nust the DF bit in the origina
packet be copied to the encapsul ati ng header?

Fragmenting seens correct for some situations, e.g., it might be
appropriate to fragment packets over a network with a very small MU
e.g., a packet radio network, or a cellular phone hop to nobile node,
rat her than propagate back a very small PMIU for use over the rest of
the path. In other situations, it mght be appropriate to set the DF
bit in order to get feedback fromlater routers about PMIU
constraints which require fragnentation. The existence of both of
these situations argues for enabling a systemto deci de whet her or

not to fragnent over a particular network "link", i.e., for requiring
an inplenmentation to be able to copy the DF bit (and to process | CWvP
PMIU nessages), but making it an option to be selected on a per
interface basis. In other words, an administrator should be able to
configure the router's treatnent of the DF bit (set, clear, copy from
encapsul at ed header) for each interface.

Note: If a bunp-in-the-stack inplenentation of |IPsec attenpts to
apply different | Psec al gorithns based on source/destination ports,
it will be difficult to apply Path MIU adj ust nments.

B.2 Fragmentation

If required, IP fragnmentation occurs after |Psec processing within an
| Psec inplenmentation. Thus, transport nmode AH or ESP is applied only
to whole I P datagrans (not to IP fragnments). An |IP packet to which
AH or ESP has been applied nay itself be fragmented by routers en
route, and such fragments MJST be reassenbled prior to |IPsec
processing at a receiver. In tunnel nmode, AH or ESP is applied to an
| P packet, the payload of which may be a fragnmented |IP packet. For
exanpl e, a security gateway, "bunp-in-the-stack” (BITS), or "bump-
in-the-wire" (BITW I|Psec inplementation may apply tunnel node AH to
such fragnents. Note that BITS or Bl TWi npl enentati ons are exanpl es
of where a host |Psec inplenmentation mght receive fragments to which
tunnel node is to be applied. However, if transport node is to be
applied, then these inplenmentati ons MIST reassenbl e the fragnents
prior to applying IPsec.
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NOTE: | Psec always has to figure out what the encapsul ating | P header
fields are. This is independent of where you insert |IPsec and is
intrinsic to the definition of IPsec. Therefore any | Psec

i mpl enentation that is not integrated into an |P inplenmentation nust
i nclude code to construct the necessary |IP headers (e.g., |1P2):

0 AHtunnel --> [P2-AH | P1-Transport-Data
o ESP-tunnel --> [P2-ESP_hdr-1Pl-Transport-Data-ESP_trailer

EE R I R R I I I R I R R R I R R I I R R R R I R I R R I R I O

Overall, the fragmentation/reassenbly approach descri bed above works
for all cases exam ned.

AH Xpor t AH Tunnel ESP Xport ESP Tunne
I

| mpl erent at i on appr oach | Pv4 | Pv6 Pv4d 1Pv6 1Pv4 IPv6 |Pv4 | Pv6
Hosts (integr w 1P stack) Y Y Y Y Y Y Y Y
Hosts (betw 1P and drivers) Y Y Y Y Y Y Y Y
S. Gw (integr w |P stack) Y Y Y Y

Qut board crypto processor *

* | f the crypto processor systemhas its own |IP address, then it
is covered by the security gateway case. This box receives
t he packet fromthe host and perfornms |Psec processing. It
has to be able to handle the sane AH, ESP, and rel ated
| Pv4/1 Pv6 tunnel processing that a security gateway woul d have
to handle. If it doesn't have it's own address, then it is
simlar to the bunp-in-the stack inplenentation between |P and
the network drivers.

The foll owi ng anal ysis assunes that:

1. There is only one IPsec nodule in a given system s stack
There isn't an | Psec nodul e A (addi ng ESP/ encryption and
thus) hiding the transport protocol, SRC port, and DEST port
fromIPsec nodule B

2. There are several places where |IPsec could be inplenmented (as
shown in the table above).

a. Hosts with integration of IPsec into the native IP
i npl enentation. |nplenmenter has access to the source
for the stack.

b. Hosts with bunp-in-the-stack inplenmentations, where
| Psec is inmplemented between I P and the | ocal network
drivers. Source access for stack is not avail abl e;
but there are well-defined interfaces that allows the
| Psec code to be incorporated into the system
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c. Security gateways and outboard crypto processors with

i ntegration of

| Psec into the stack.

3. Not all of the above approaches are feasible in all hosts.
But it was assuned that for each approach, there are sone
hosts for whom the approach is feasible.

For each of the above 3 categories,

transport and tunne

nodes,

a total of 24 cases (3 x 2 x 4).

there are IPv4 and |1 Pv6, AH
and ESP transport and tunnel nodes -- for

Sone header fields and interface fields are |listed here for ease of

reference -- they're not

in the header

al | ow conpari son between the col ums.

aut henti cati on.
precede it.)

| Pv4
Version = 4
Header Len
*TOS

Packet Len
I D

*Fl ags
*OF f set
*TTL

Pr ot oco
*Checksum
Src Address
Dst Address
Opti ons?

| Pv6

Version = 6

Cl ass, Fl ow Lbl

Payl oad Len

*Hop Limt
Next Header

Src Address
Dst Address
Opti ons?

order, but instead |listed to

= not covered by AH

ESP aut henti cati on doesn't cover any headers that

| P/ Transport Interface
(RFC 1122 -- Sec 3.4)

TGS

Len

ID (optional)
DF

TTL

Src Address
Dst Address

Opt

? = AH covers Option-Type and Option-Length, but

m ght not cover Option- Data.

The results for each of the 20 cases is shown bel ow ("works"” = w ||

work if systemfragnents after
bef ore i nbound | Psec processing).

i ssues.

a. Hosts (integrated into I P stack)

0 AH-transport

- I Pv4 -- works
- IPv6 -- works
0 AHtunnel --> (1P2-AH I Pl-Transport-Data)
- IPv4 -- works
- IPv6 -- works

Kent & Atkinson
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out bound | Psec processing, reassenbles
Not es i ndicate inplenmentation

--> (1 P1l- AH Transport - Dat a)
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o ESP-transport --> (1P1-ESP_hdr-Transport-Data-ESP_trailer)
- I Pv4 -- works
- IPv6 -- works
o ESP-tunnel --> (1P2-ESP_hdr-1P1-Transport-Data-ESP_trailer)
- I Pv4d -- works
- IPv6 -- works

b. Hosts (Bump-in-the-stack) -- put |IPsec between IP | ayer and
network drivers. In this case, the | Psec nodul e woul d have to do
sonething |li ke one of the following for fragmentation and
reassenbl y.

- do the fragnentation/reassenbly work itself and
send/ recei ve the packet directly to/fromthe network
layer. In AH or ESP transport node, this is fine. In AH
or ESP tunnel nmode where the tunnel end is at the ultinate
destination, this is fine. But in AH or ESP tunnel nobdes
where the tunnel end is different fromthe ultimte
destinati on and where the source host is nulti-honmed, this
approach could result in sub-optinal routing because the
| Psec nodul e may be unable to obtain the information
needed (LAN interface and next-hop gateway) to direct the
packet to the appropriate network interface. This is not
a problemif the interface and next-hop gateway are the
same for the ultinmate destination and for the tunnel end.
But if they are different, then I Psec woul d need to know
the LAN interface and the next-hop gateway for the tunne
end. (Note: The tunnel end (security gateway) is highly
likely to be on the regular path to the ultinmate
destination. But there could also be nore than one path
to the destination, e.g., the host could be at an
organi zation with 2 firewalls. And the path being used
could involve the |l ess commonly chosen firewall.) OR

- pass the I Psec'd packet back to the IP | ayer where an
extra | P header would end up being pre-pended and the
| Psec modul e woul d have to check and let |Psec'd fragnents
go by.

OR

- pass the packet contents to the IP layer in a formsuch

that the I P layer recreates an appropriate | P header

At the network |layer, the |IPsec nodule will have access to the
follow ng selectors fromthe packet -- SRC address, DST address,
Next Protocol, and if there's a transport |ayer header --> SRC
port and DST port. One cannot assune |Psec has access to the
Nane. It is assumed that the available selector information is
sufficient to figure out the relevant Security Policy entry and
Security Association(s).
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0 AH-transport --> (IP1-AH Transport-Dat a)
- IPv4 -- works
- IPv6 -- works
o AH-tunnel --> (IP2-AH1P1-Transport-Data)
- I1Pv4 -- works
- IPv6 -- works
o ESP-transport --> (1P1-ESP_hdr-Transport-Data-ESP_trailer)
- IPv4 -- works
- IPv6 -- works
o ESP-tunnel --> (1P2-ESP_hdr-1P1-Transport-Data-ESP_trailer)
- IPv4 -- works
- IPv6 -- works

c. Security gateways -- integrate IPsec into the |IP stack

NOTE: The | Psec nmodule will have access to the foll ow ng

sel ectors fromthe packet -- SRC address, DST address, Next
Protocol, and if there's a transport |ayer header --> SRC port
and DST port. It won't have access to the User ID (only Hosts
have access to User ID information.) Unlike sone Bunp-in-the-
stack inplenmentations, security gateways nay be able to | ook up
the Source Address in the DNS to provide a System Nane, e.g., in
situations involving use of dynam cally assigned |IP addresses in
conjunction with dynanically updated DNS entries. It also won't
have access to the transport layer information if there is an ESP
header, or if it's not the first fragment of a fragnented
message. It is assunmed that the avail able selector infornation
is sufficient to figure out the relevant Security Policy entry
and Security Association(s).

0 AHtunnel --> (1P2-AH I Pl-Transport-Data)
- IPv4 -- works
- IPv6 -- works
o ESP-tunnel --> (1P2-ESP_hdr-1P1-Transport-Data-ESP_trailer)
- I Pv4 -- works
- IPv6 -- works

EE R I I I R R R R I S I S I S I R A R R S I R A R I R S I R R A R I O S I I R I O A O
B.3 Path MIuU Di scovery

As nentioned earlier, "ICWP PMIU' refers to an | CMP nessage used for
Pat h MU Di scovery.

The | egend for the diagrans belowin B.3.1 and B.3.3 (but not B.3.2)
i s:

==== = security association (AH or ESP, transport or tunnel)
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connectivity (or if so |labelled, adm nistrative boundary)
| CMP nessage (hereafter referred to as |1CMP PMIU) for

| Pv4:
- Type = 3 (Destination Unreachabl e)
- Code = 4 (Fragnentation needed and DF set)

- Next-Hop MU in the |oworder 16 bits of the second
word of the I CMP header (| abelled unused in RFC 792),
with high-order 16 bits set to zero

| Pv6 (RFC 1885):

- Type = 2 (Packet Too Big)

- Code = 0 (Fragnentation needed and DF set)

- Next-Hop MIU in the 32 bit MIU field of the I CMP6

host x

router x

security gateway Xx
X supports | Psec

TEE:

B.3.1 ldentifying the Originating Host(s)

The ampunt of information returned with the I1CVP nessage is limted
and this affects what selectors are available to identify security
associ ations, originating hosts, etc. for use in further propagating
the PMIU i nformati on.

In brief... An ICMP nessage nust contain the follow ng informtion
fromthe "of fendi ng" packet:
- IPv4 (RFC 792) -- | P header plus a minimmof 64 bits

Accordingly, in the IPv4 context, an ICMP PMIU may identify only the
first (outernmpost) security association. This is because the | CWP
PMIU may contain only 64 bits of the "of fending" packet beyond the IP
header, which would capture only the first SPI fromAH or ESP. In
the IPv6 context, an ICVMP PMIU wil| probably provide all the SPIs and
the selectors in the IP header, but maybe not the SRC/ DST ports (in
the transport header) or the encapsulated (TCP, UDP, etc.) protocol
Moreover, if ESP is used, the transport ports and protocol selectors
may be encrypted.

Looki ng at the diagram bel ow of a security gateway tunnel (as
menti oned el sewhere, security gateways do not use transport node)..
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Suppose that the security policy for SGL is to use a single SAto S&
for all the traffic between hosts HO, Hl, and H2 and hosts H3, H4,
and H5. And suppose HO sends a data packet to H5 which causes Rl to
send an | CVP PMIU nessage to SGL. |f the PMIU nmessage has only the
SPI, SGL will be able to look up the SA and find the Iist of possible
hosts (HO, Hl, H2, wildcard); but SGL will have no way to figure out
that HO sent the traffic that triggered the | CVP PMIU nessage.

ori gi nal after |Psec | CVP

packet processi ng packet
| P-3 header (S = Rl, D = SGl)
| CMP header (includes PMIU)

| P-2 header | P-2 header (S = SGl, D = S®&)
ESP header m ni mum of 64 bits of ESP hdr (*)
| P-1 header | P-1 header
TCP header TCP header
TCP data TCP data
ESP trailer
(*) The 64 bits will include enough of the ESP (or AH) header to

i nclude the SPI.
- ESP -- SPI (32 bits), Seq number (32 bits)
- AH -- Next header (8 bits), Payload Len (8 bits),
Reserved (16 bits), SPI (32 bits)

This limtation on the anmbunt of information returned with an | CVP
nmessage creates a problemin identifying the originating hosts for
the packet (so as to know where to further propagate the | CMP PMIU
information). If the |ICWP nmessage contains only 64 bits of the |IPsec
header (mnimum for 1Pv4), then the |IPsec selectors (e.g., Source and
Destinati on addresses, Next Protocol, Source and Destination ports,
etc.) will have been lost. But the ICVMP error nessage will stil
provide SGL with the SPI, the PMIU i nformati on and the source and
destination gateways for the rel evant security association

The destination security gateway and SPI uni quely define a security

associ ation which in turn defines a set of possible originating
hosts. At this point, SGL coul d:

Kent & AtKkinson St andards Track [ Page 54]



RFC 2401 Security Architecture for IP Novenber 1998

a. send the PMIU information to all the possible originating hosts.
This would not work well if the host list is awild card or if
many/ nost of the hosts weren't sending to SGL; but it mght work
if the SPI/destination/etc mapped to just one or a snall nunmber of
host s.

b. store the PMIU with the SPI/etc and wait until the next packet(s)
arrive fromthe originating host(s) for the relevant security
association. |If it/they are bigger than the PMIU, drop the
packet (s), and conpose | CMP PMIU nessage(s) with the new packet (s)
and the updated PMIU, and send the originating host(s) the |ICW
message(s) about the problem This involves a delay in notifying
the originating host(s), but avoids the problens of (a).

Since only the latter approach is feasible in all instances, a
security gateway MJST provide such support, as an option. However,

if the | CMP nmessage contains nore information fromthe origina
packet, then there nmay be enough infornmation to i mmedi ately determ ne
to which host to propagate the | CMP/ PMIU nessage and to provi de that
systemwith the 5 fields (source address, destination address, source
port, destination port, and transport protocol) needed to determ ne
where to store/update the PMIU. Under such circunstances, a security
gateway MUST generate an | CMP PMIU nessage i mmedi ately upon recei pt

of an 1CVMP PMIU from further down the path. NOTE: The Next Protoco
field may not be contained in the | CMP nessage and the use of ESP
encryption may hide the selector fields that have been encrypted.

B. 3.2 Cal cul ati on of PMIU

The cal cul ati on of PMIU froman |ICMP PMIU has to take into account
the addition of any |Psec header by HL -- AH and/or ESP transport, or
ESP or AH tunnel. Wthin a single host, multiple applications may
share an SPI and nesting of security associations may occur. (See
Section 4.5 Basic Conbi nations of Security Associations for
description of the conbinations that MJST be supported). The di agram
below il lustrates an exanple of security associations between a pair
of hosts (as viewed fromthe perspective of one of the hosts.) (ESPx
or AHX = transport node)

Socket 1 -------cmmiiii i |
I
Socket 2 (ESPx/SPI-A) ---------- AHx (SPI-B) -- Internet
In order to figure out the PMIU for each socket that maps to SPI-B

it will be necessary to have backpointers from SPI-B to each of the 2
paths that lead to it -- Socket 1 and Socket 2/SPI-A.
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B.3.3 Granul arity of Maintaining PMIU Dat a

In hosts, the granularity with which PMIU | CMP processi ng can be done
di ffers depending on the inplenentation situation. Looking at a
host, there are three situations that are of interest with respect to
PMIU i ssues:

a. Integration of IPsec into the native IP inplenmentation

b. Bump-in-the-stack inplenmentations, where |IPsec is inplenented
"underneath" an existing inplenentation of a TCP/IP protoco
stack, between the native IP and the |ocal network drivers

c. No IPsec inmplementation -- This case is included because it is
rel evant in cases where a security gateway is sendi ng PMIU
i nformati on back to a host.

Only in case (a) can the PMIU data be nmintained at the sane

granul arity as comuni cati on associations. |In the other cases, the
IP layer will maintain PMIU data at the granularity of Source and
Destination | P addresses (and optionally TOS/ C ass), as described in
RFC 1191. This is an inportant difference, because nore than one
comuni cation association nay nap to the sane source and destination
| P addresses, and each conmuni cati on associ ati on may have a different
anount of |Psec header overhead (e.g., due to use of different

transforns or different algorithns). The exanples belowillustrate
this.
In cases (a) and (b)... Suppose you have the follow ng situation

Hl is sending to H2 and the packet to be sent fromRlL to R2 exceeds
the PMIU of the network hop between them

If RL is configured to not fragnent subscriber traffic, then Rl sends
an | CVP PMIU nessage with the appropriate PMIU to HL. H1's
processing would vary with the nature of the inplenmentation. In case
(a) (native IP), the security services are bound to sockets or the
equivalent. Here the IP/IPsec inplenmentation in Hl can store/update
the PMIU for the associ ated socket. 1In case (b), the IP layer in HL
can store/update the PMIU but only at the granularity of Source and
Destinati on addresses and possibly TOS/ C ass, as noted above. So the
result may be sub-optimal, since the PMIU for a given

SRC/ DST/ TOS/ Cl ass will be the subtraction of the | argest amount of

| Psec header used for any comuni cation associ ati on between a given
source and desti nation.
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In case (c), there has to be a security gateway to have any |Psec
processing. So suppose you have the following situation. HL is
sending to H2 and the packet to be sent fromSGL to R exceeds the
PMIU of the network hop between them

As descri bed above for case (b), the IP layer in Hl can store/update
the PMIU but only at the granularity of Source and Destination
addresses, and possibly TOS/Class. So the result may be sub-opti nal
since the PMIU for a given SRC/ DST/ TOS/ Class will be the subtraction
of the largest anpbunt of |Psec header used for any conmunication
associ ation between a given source and destination

B. 3.4 Per Socket Mai ntenance of PMIU Dat a

| mpl emrent ation of the cal culation of PMIU (Section B.3.2) and support
for PMIUs at the granularity of individual "conmunication

associ ations" (Section B.3.3) is a local matter. However, a socket-
based i npl ementation of I Psec in a host SHOULD maintain the

i nformati on on a per socket basis. Bunmp in the stack systems MJST
pass an ICMP PMIU to the host I P inplenentation, after adjusting it
for any | Psec header overhead added by these systens. The

determi nation of the overhead SHOULD be deterni ned by anal ysis of the
SPI and any other selector information present in a returned | CWP
PMIU nessage.

B.3.5 Delivery of PMIU Data to the Transport Layer

The host nechani smfor getting the updated PMIU to the transport
l ayer is unchanged, as specified in RFC 1191 (Path MIU Di scovery).

B. 3.6 Aging of PMIU Data

This topic is covered in Section 6.1.2.4.
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Appendi x C -- Sequence Space W ndow Code Exanpl e

Thi s appendi x contains a routine that inplenments a bitnmask check for
a 32 packet window. It was provided by Janmes Hughes

(ji mhughes@tortek.com) and Harry Varnis (hgv@nubi s. network. con
and is intended as an inplenentation exanple. Note that this code
both checks for a replay and updates the wi ndow. Thus the algorithm
as shown, should only be called AFTER the packet has been
authenticated. Inplenmenters nmight wish to consider splitting the
code to do the check for replays before computing the ICV. If the
packet is not a replay, the code would then conpute the ICV, (discard
any bad packets), and if the packet is OK, update the w ndow.

#i ncl ude <stdio. h>
#i ncl ude <stdlib. h>
t ypedef unsigned |ong u_l ong;

enum {

ulong bitmap =0
u_long | astSeq =

Repl ayW ndowSi ze = 32

/* session state - nust be 32 bits */
/* session state */

/* Returns 0 if packet disallowed, 1 if packet permtted */
i nt ChkRepl ayW ndow(u_l ong seq);

i nt ChkRepl ayW ndow(u_Il ong seq) {

}

u_long diff;
if (seq == 0) return O; [* first == 0 or wapped */
if (seq > lastSeq) { /* new | arger sequence nunber */

diff = seq - | astSeq;
if (diff < ReplayWndowSize) { /* In w ndow */
bitmap <<= diff;

bitmap | = 1; /* set bit for this packet */
} else bitmap = 1; /* This packet has a "way |larger” */
| ast Seq = seq;
return 1; /* larger is good */

}

diff = lastSeq - seq;

if (diff >= ReplayW ndowSi ze) return O; /* too old or wapped */
if (bitmap & ((u_long)l << diff)) return 0; /* already seen */
bitmap | = ((u_long)l << diff); /* mark as seen */
return 1; /* out of order but good */

char string_buffer[512];
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#defi ne STRI NG_BUFFER_SI ZE si zeof (string_buffer)

int main() {
int result;
u_long last, current, bits;

printf("lnput initial state (bits in hex, last nsgnum:\n");
if (!fgets(string_buffer, STRING BUFFER SIZE, stdin)) exit(0);
sscanf(string _buffer, "% x %u", &its, & ast);

if (last = 0)

bits | = 1;
bitmap = bits;
| ast Seq = | ast;

printf("bits: %8I x last: % u\n", bitmap, |astSeq);
printf("lnput value to test (current):\n");

while (1) {
if (!fgets(string_buffer, STRING BUFFER SIZE, stdin)) break;
sscanf(string _buffer, "%u", &current);
result = ChkRepl ayW ndow(current);
printf("%3s", result ? "OK" : "BAD');
printf(" bits: %8l x last: % u\n", bitnmap, |astSeq);
}

return O;
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Appendi x D -- Categorization of |CVWP nessages

The tabl es bel ow characterize | CMP nessages as bei ng either host
generated, router generated, both, unassigned/ unknown. The first set
are | Pv4. The second set are |Pv6.

| Pv4
Type Nane/ Codes Ref erence
HOST GENERATED:
3 Desti nati on Unreachabl e
2 Protocol Unreachable [ RFC792]
3 Port Unreachabl e [ RFC792]
8 Source Host Isol ated [ RFC792]
14 Host Precedence Violation [ RFC1812]
10 Rout er Sel ection [ RFC1256]
Type Name/ Codes Ref er ence
ROUTER GENERATED:
3 Desti nati on Unreachabl e
0 Net Unreachabl e [ RFC792]
4 Fragmentati on Needed, Don't Fragnent was Set [ RFC792]
5 Source Route Failed [ RFC792]
6 Destination Network Unknown [ RFC792]
7 Destination Host Unknown [ RFC792]
9 Comm w Dest. Net. is Admnistratively Prohibited [RFC792]
11 Destination Network Unreachabl e for Type of Service[ RFC792]
5 Redi r ect
0 Redirect Datagramfor the Network (or subnet) [ RFC792]
2 Redirect Datagramfor the Type of Service & Networ k[ RFC792]
9 Rout er Adverti sement [ RFC1256]
18 Address Mask Reply [ RFC950]
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Ref er ence

BOTH ROUTER AND HOST GENERATED:

0
3

Echo Reply

Desti nati on Unreachabl e
1 Host Unreachabl e

10 Comm w Dest. Host

is Adm nistratively Prohibited

12 Destination Host Unreachable for Type of Service

13 Communi cation Adm nistratively Prohibited

15 Precedence cutoff in effect
Source Quench
Redi r ect

1 Redirect Datagram for the Host

3 Redirect Datagram for the Type of Service and Host

Al ternate Host Address
Echo

Ti me Exceeded

Par armet er Probl em

Ti mest anp

Ti mestanmp Reply

I nformati on Request

I nformati on Reply

Addr ess Mask Request
Traceroute

Dat agr am Conver si on Error
Mobi | e Host Redirect
SKI P

Phot uri s

Nane/ Codes

[ RFC792,

[ RFC792]

[ RFC792]
[ RFC792]
[ RFC792]
[ RFC1812]
[ RFC1812]
[ RFC792]

[ RFC792]
[ RFC792]
[ JBP]

[ RFC792]
[ RFC792]
RFC1108]
[ RFC792]
[ RFC792]
[ RFC792]
[ RFC792]
[ RFC950]
[ RFC1393]
[ RFC1475]
[ Johnson]
[ Mar kson]
[ Si mpson]

Ref er ence

UNASSI GNED TYPE OR UNKNOWN GENERATOR:

1
2
7
19
20-29
33
34
35
36
37
38
41- 255

Kent & Atkinson

Unassi gned

Unassi ghed

Unassi ghed

Reserved (for Security)
Reserved (for Robustness Experinent)
| Pv6 Wher e- Are- You

| Pv6 | - Am Here

Mobi | e Regi strati on Request
Mobi | e Regi stration Reply
Domai n Narme Request

Dormai n Name Reply

Reser ved

St andards Track

[ ZSu]

[ Si npson]
[ Si npson]
[ Si npson]
[ Si npson]
[ Si mpson]
[ Si mpson]
[ JBP]
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Ref er ence

HOST GENERATED:
1 Desti nati on Unreachabl e
4 Port Unreachabl e

[ RFC 1885]

Ref er ence

ROUTER GENERATED:
1 Desti nati on Unreachabl e

0 No Route to Destination

[ RFC1885]

1 Conmm w Destination is Adm nistratively Prohibited

2 Not a Nei ghbor

3 Address Unreachabl e
2 Packet Too Big

0
3 Ti e Exceeded

0 Hop Limt Exceeded in Transit
1 Fragnent reassenbly tine exceeded

[ RFC1885]

[ RFC1885]

Ref er ence

BOTH ROUTER AND HOST GENERATED:
4 Par amet er Probl em

0 Erroneous Header Field Encountered
1 Unrecogni zed Next Header Type Encountered
2 Unrecognized I Pv6 Option Encountered
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