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Abstract

The increasing prevalence of embedded devices and a boost in sophisticated
attacks against them make embedded system security an intricate and press-
ing issue. New approaches to support the development of security-enhanced
systems need to be explored. We realise that efficient transfer of knowledge
from security experts to embedded system engineers is vitally important,
but hardly achievable in current practice. This thesis proposes a Security-
Enhanced Embedded system Design (SEED) approach, which is a set of
concepts, methods, and processes that together aim at addressing this chal-
lenge of bridging the gap between the two areas of expertise.

We introduce the concept of a Domain-Specific Security Model (DSSM)
as a suitable abstraction to capture the knowledge of security experts in
a way that this knowledge can be later reused by embedded system engi-
neers. Each DSSM characterises common security issues of a specific appli-
cation domain in a form of security properties linked to a range of solutions.
Next, we complement a DSSM with the concept of a Performance Evaluation
Record (PER) to account for the resource-constrained nature of embedded
systems. Each PER characterises the resource overhead created by a secu-
rity solution, a provided level of security, and other relevant information.

We define a process that assists an embedded system engineer in select-
ing a suitable set of security solutions. The process couples together (i)
the use of the security knowledge accumulated in DSSMs and PERs, (ii)
the identification of security issues in a system design, (iii) the analysis of
resource constraints of a system and available security solutions, and (iv)
model-based quantification of security risks to data assets associated with
a design model. The approach is supported by a set of tools that automate
certain steps.

We use scenarios from a smart metering domain to demonstrate how
the SEED approach can be applied. We show that our artefacts are rich
enough to support security experts in description of knowledge about se-
curity solutions, and to support embedded system engineers in integration
of an appropriate set of security solutions based on that knowledge. We
demonstrate the effectiveness of the proposed method for quantification of
security risks by applying it to a metering device. This shows its usage for
visualising of and reasoning about security risks inherent in a system design.

This work was supported by the Swedish National Graduate School of
Computer Science (CUGS), the EU FP7 SecFutur project, and the RICS
research centre on Resilient Information and Control Systems.
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Populärvetenskaplig sammanfattning

För varje dag som g̊ar blir samhället mer beroende av informationsteknolo-
gin och betydelsen av inbyggda system i dessa kritiska infrastrukturer ökar.
Inbyggda system kan hittas inom en mängd olika domäner. Dessa rela-
tivt små system finns i bl. a. hemelektronik, fordon, medicinsk utrustning
och industriella styrsystem. I takt med en allt större närvaro av inbyggda
system inom olika tillämpningsomr̊aden kan vi ocks̊a se hur s̊adana system
kopplas upp till nätet. Denna utveckling möjliggör skapandet av ytterli-
gare användbara tjänster som ökar tryggheten i v̊art samhälle. Tack vare
nätanslutning kan exempelvis fordon f̊a assistans vid stora vägkorsningar
för att minska risken för olycksfall och en internetuppkopplad pacemaker
ger läkarna möjlighet att kontinuerligt kontrollera patienters hälsa.

Den ökande förekomsten av nätverkande inbyggda system ökar dessutom
betydelsen av säkerhet för dessa system. Idag är inbyggda system dessvärre
öppna för attacker som kan skada andra delar av infrastrukturen. Ett bra
exempel p̊a detta är den välkända Stuxnet-attacken år 2010 som p̊averkade
kärntekniska anläggningar i flera länder. Användningen av inbyggda system
som är osäkra ökar allts̊a risken för allvarlig IT-brottslighet som kan leda
till betydande risker för samhället.

Den moderna praxisen att lägga till säkerhets̊atgärder sent i utveck-
lingsprocessen ger inte önskvärt resultat. Detta blir ännu allvarligare när
det gäller inbyggda system. Det är ofta sv̊art eller till och med omöjligt att
uppdatera ett inbyggt system när det är redan i bruk. Exempelvis kan det
inbyggda systemet ha en kritisk funktion och därför f̊ar det inte stoppas för
uppdateringen. En annan allvarlig orsak är att inbyggda system är resurs-
begränsade enheter och därför har de inte n̊agon extra kapacitet att utföra
säkerhets̊atgärder när de redan är tillverkade.

I detta sammanhang behövs ett nytt förh̊allningssätt för att stödja utveck-
lingen av säkra system. Effektiv överföring av kunskap fr̊an säkerhetsspe-
cialisterna till de ingenjörer som bygger de inbyggda systemen, är avgörande
men knappast uppn̊aelig i dagsläget. Denna avhandling föresl̊ar en ansats,
benämnd SEED (Security-Enhanced Embedded system Design), som best̊ar
av en mängd koncept, metoder, och verktyg för att möta utmaningen att
bygga en bro mellan de tv̊a expertomr̊adena. SEED stödjer säkerhetsspe-
cialisterna genom att tillhandah̊alla medel för att forma och lagra kun-
skap om säkerhet, och stödjer ingenjörerna genom metoder att använda
och återanvända den lagrade kunskapen vid design av systemen.
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1
Introduction

The ubiquitous presence of networked embedded devices comes as no sur-
prise. Large computing infrastructures that bring automation in our daily
lives exist due to support of such devices interconnected through networks.
Being a part of such infrastructures, embedded devices carry and process
sensitive information. Thus, both their exposure to open networks and their
critical role in storing, processing, and transmission of information makes
embedded devices a target of sophisticated attacks. The interest of attack-
ers is stimulated by the fact that modern embedded systems are often easily
accessible (e.g. deployed in a public and untrusted environment) and the
consequences of compromising such devices can be very large. If an attacker
hacks a device of one type, the attack can be quickly replicated to all other
devices of the same type possibly in thousands or millions. If attackers take
control over one of the devices of a large network, they can gain access to
other devices of the network. For example, a computer scientist at Colombia
University, Ang Cui, has developed a technique that allows taking complete
control of a Cisco IP phone, that in turn allows affecting other parts of a
connected system (other phones in a network, computers, printers, etc.) [4].
These facts impose high requirements on security standards for embedded
systems that are often neglected. To emphasise the point, McClure esti-
mates [5] that there are already 10 billion embedded devices in operation
that were designed without much thought about security.

Thus, it goes without saying that security issues should be considered
during embedded system development since insufficient security can create
a substantial risk for society and significant loss of profits for embedded
system producers, owners, and end users.

1



2 CHAPTER 1. INTRODUCTION

1.1 Motivation

Although security is an essential aspect of networked embedded systems,
it is still approached as an add-on late in the development process. This
can hardly be effective due to the complexity of embedded systems, their
resource-constrained nature, and non-functional requirements. For instance,
Ravi et al. [6] discuss the main consequences of incorporating security so-
lutions into embedded systems at the late development phases. Resources
planned during the initial development phase do not account for security
functions. These insufficient resource allocations dramatically limit the
number of security solutions available for a system engineer or even put
this number to zero. The authors identify a set of bottlenecks that system
designers consequently have to deal with. These include, but not limited to,
the energy consumption overheads (the battery gap) and the computational
demands (the processing gap). Ravi et al. argue for a shift to an appropriate
design methodology to address these challenges.

There is a number of factors that make attacks on embedded systems
successful. An unthoughtful system design is one of the sources of potential
breaches. Vulnerabilities introduced during the implementation phase are
another one. Human factors such as an intentional and unintentional misuse
of system components are major problems during the usage phase. While
all factors are significant, this thesis focuses on resolving security issues at
the design phase of the system development. The underlying reason for
such a focus is that the consequences of an unthoughtful design influence
all later phases of the system life cycle. At the same time, integration of
security mechanisms already at the design phase allows early exploration of
performance, power consumption, cost and other trade-offs. Practitioners
recognise that including security into embedded devices should be a crit-
ical design task, and that building security at the early phase into these
systems will provide protection that reduces the need for additional secu-
rity appliances [7]. This motivates adopting the principles of model-based
engineering [8] as a vehicle to bring security consideration to a design phase.

A mere focus on the design phase is not enough to efficiently tackle se-
curity issues. The challenge is amplified by the diversity and complexity of
both security solutions and embedded systems as such. Embedded systems
design requires in-depth understanding of an application domain, usage sce-
narios, and deployment environment. Security threats, in turn, vary from
application to application and are more or less prevalent in an application
domain. Due to these concerns, Kocher et al. [9] stress the need of sys-
tem engineers (who are not necessarily experts in security) to understand
both required level of security assurance and the overhead caused by inte-
grating security solutions into a system design; while practitioners confirm
that engineers are typically not experts in both security and application
domains [10].

Security mechanisms should be developed and thoroughly studied by



1.2. PROBLEM FORMULATION 3

security experts, whereas the resulting knowledge should be available for
embedded system engineers. Generic security solutions are not suitable for
the limited resources of embedded systems. A security solution for embed-
ded systems should be specific for a particular application domain in order to
provide the required efficiency at the cost of acceptable performance. Last
but not least, there are far fewer security experts than embedded system
engineers. These factors together motivate two principles that we exploit in
this thesis towards improving practices of security-enhanced embedded sys-
tem development, namely the separation of roles (i.e. an embedded system
engineer and security expert) and domain specialisation (i.e. application-
driven security) principles.

Very often security is in conflict with other complex requirements on
the functionality and performance of an embedded system. Dealing with
security is also hard because there are a lot of actors and phenomena affect-
ing security of a system and that cannot be fully controlled and accounted
for. One example is incomplete knowledge about adversary behaviour [11].
Therefore, providing perfect security is far beyond our reach and almost
an unattainable goal [12]. This dictates that security is not a binary prop-
erty. Instead, security should be approached as a measurable quantitative
property. A quantitative notion of security can indicate a degree of protec-
tion, and thus, decision makers can be equipped with tools for reasoning
about the trade-off between security and other constraints (functional re-
quirements, system resources, economic factors, etc.).

Measured security can help answering different questions and in this
thesis we are mostly concerned with questions like: Given particular design
alternatives which of them provides higher level of security? Given several
security countermeasures each with associated integration costs which one
is the most beneficial to implement? Answering the former question can
support system engineers to systematically improve a system design and to
reduce associated security risks. The latter question has a special impor-
tance for parties affected by a designed embedded system (stakeholders). In
particular, answering the second question enables conducting cost-benefit
analysis that provides input information for distributing additional costs as-
sociated with integration of security features. A part of the work in this
thesis is concerned with exploring ways to quantify security of embedded
systems at the design phase.

1.2 Problem Formulation

The objective of this thesis is to provide concepts and tools for addressing
security issues of embedded systems already at the design phase. We aim to
reach this by defining an approach which targets two categories of profes-
sionals. With the help of the developed approach, security experts should
have an opportunity to describe developed security solutions in a reusable
manner. This, in turn, should enable embedded system engineers to select
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a suitable set of security solutions based on the analysis of both system’s
security needs and system resource constraints. The approach explores the
following principles:

• Model-orientation: which allows dealing with security concerns al-
ready at the early development phase.

• Domain specialisation: which increases the quality and efficiency of
eventual solutions by narrowing down the focus to a specific domain.

• Separation of responsibilities and concerns: which supports reuse of
security solutions by promoting separation of the security expert and
embedded system engineer roles.

Adopting the basic principles stated above, we contribute to tackling
the challenge of providing support for a security expert and an embedded
system engineer by answering the following research questions:

1. What abstractions are suitable for a security expert to assist in creating
a useful description of a security mechanism? To enable reuse of secu-
rity knowledge, first it is necessary to define a suitable set of concepts
to capture relevant information. Usefulness of this description means
that it should provide sufficient information for system engineers to
make informative decisions.

2. What technologies and processes can be employed to assist a security
expert in capturing this knowledge? Adequate support is an important
factor that enables use of the developed concepts. This support should
be provided by appropriate modelling structures and a process for
security experts that will assist these specialists in capturing security
knowledge by using these modelling structures.

3. What are methods and tools that should equip an embedded system en-
gineer to enable the use of the provided security knowledge? These
methods and tools should assist a system engineer in exploring alter-
native ways and selecting a set of security solutions to secure a system
under development by using the security knowledge provided by se-
curity experts. Complementary to evolving best practices, and devel-
opment of new countermeasures, our work aims at analysing possible
alternatives with respect to a certain system design.

1.3 Contributions

The main contribution of this work is the definition of a Security-Enhanced
Embedded system Design (SEED) approach with the associated tools and
methods. The contributions of this work are described more specifically
below.
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1. Two concepts that represent the domain-specific security knowledge.

SEED rests on two concepts that encapsulate a rich set of information
about security solutions. These are Domain-Specific Security Model
(DSSM) and Performance Evaluation Record (PER). DSSM allows
capturing the functional specifications of a security solution to the ex-
tent it is needed for integration of these solutions into a system model.
Besides, each solution is annotated with the information about what
security issues this solution solves and its relation to other security
mechanisms. PER serves to associate information about performance
characteristics and indicators with a security mechanism. Together
DSSM and PER contain the rich information about capabilities and
demands of a security solution that are important to consider when a
system engineer makes decisions on needed protection.

2. Ontology- and model-based framework that implements the introduced
concepts.

Having introduced the two concepts (DSSM and PER), we face the
need to provide a means to support their usage. We achieve this by
representing DSSM and PER as UML models. Thus, for capturing
security knowledge a security expert simply needs to instantiate cor-
responding UML models. As we mentioned, these concepts contain
rich information of a diverse sort about security countermeasures. To
operate with this information, we utilise the ontology technology as
a viable technology for storing and managing the captured security
knowledge.

3. A process elaborated for a security expert to capture security knowledge
specific for a certain application domain.

As part of this contribution, we elaborate a process that guides a
security expert on how to use the developed concepts. Each step of
this process in SEED is supported by the developed MagicDraw [13]
plug-in.

4. A process elaborated for a system engineer to select security counter-
measures.

Similarly, we define a process to be followed by a system engineer when
incorporating security countermeasures into a system design. The pro-
cess is elaborated using three methods: asset elicitation technique,
model-based compatibility analysis, and a method for quantification
of security risks to data assets.

• Asset elicitation technique

This method allows analysing a system design for identification
of security needs of a system.
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• Model-based compatibility analysis

This method contributes in matching resource constraints of an
embedded system under development with demands of different
security solutions.

• Quantification of risks to data assets

This method provides two probabilistic risk-based metrics, i.e.
confidentiality loss and integrity loss, to quantify security of a
system with respect to data assets in the context of a given de-
sign model. This includes development of a formal method for
derivation of these metrics using three types of models as inputs:
functional model of a system, its execution platform model, and
attack models. This method is an integral part of SEED, how-
ever, its application goes beyond SEED.

These methods building the system engineer process of SEED are also
supported by a set of tools integrated into the MagicDraw environ-
ment. Besides, the method for quantification of risks to data assets is
supported by a Python-based tool.

5. Application of the developed concepts, methods, and processes on sce-
narios from the metering infrastructure domain.

Throughout the thesis we use scenarios from the smart metering in-
frastructure application to instantiate and demonstrate the introduced
concepts and methods. Consequently, we have demonstrated that
SEED is able to support an embedded system engineer to integrate a
suitable set of security solutions exploring the captured security knowl-
edge. Moreover, we have implemented a smart meter prototype that
we use as an illustrative example for analysing risks to data assets.

1.4 Research Method

A fundamental question underlying computer science is “What can be (ef-
ficiently) automated?” [14]. The research conducted in this thesis can be
classified as technology research [15] that is concerned with creating new
or improving existing artefacts. Solheim and Stølen [15] summarise the
technology research as an iterative process built of three steps: problem
analysis, innovation, and evaluation. The problem analysis step is con-
cerned with identifying the potential need for an improved or new artefact.
Consequently, the innovation step deals with invention and creation (im-
provement) of an artefact satisfying the needs. At the evaluation step, a
researcher tries to find out whether the produced artefact satisfies the for-
mulated needs.

McGrath [16] distinguishes eight evaluation strategies. These are field
study, field experiment, experimental simulation, laboratory experiment,
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qualitative interview, survey, non-empirical evidence, and computer simu-
lations. Among other discussions, each strategy is analysed with respect
to three desired properties. These are: precision (that the conclusions are
precise), generalisability (that the results are valid across a population), and
realism (that the evaluation is performed in an environment similar to re-
ality). Ideally one would prefer to apply such an evaluation strategy that
provides the highest precision, the highest generalisability, and the highest
realism. However, the author [16] concludes that none of the strategies can
score the highest with respect to these three properties in practice. For
example, a laboratory experiment has high precision, but may lack realism
and generalisability. A survey scores high on generalisability, but less on
precision and realism.

We adopt the research method outlined above iterating over problem
analysis, innovation, and evaluation. The problem is formulated as a re-
sult of analysing the scientific literature and investigating three industrial
case studies together with industrial and academic partners within the EU
SecFutur project [17]. Our evaluation is based on three studies:

• Study 1: Application of the SEED constituents on scenarios from the
metering infrastructure domain provided by industrial partners from
the EU SecFutur project.

• Study 2: Application of the SEED constituents on a smart meter pro-
totype developed based on the design from the EU SecFutur project.

• Study 3: Analytical evaluations of the suitability of SEED for its in-
tended use.

Study 1 and Study 2 can be considered as variants of the laboratory
experiment approach described by McGrath [16]. Study 1 is reported in
Chapters 4 – 5, and Study 2 is applied in Chapter 6. Study 3 used in Chap-
ter 5 is a variant of the non-empirical evidences approach that scores the
most on generalisability. Moreover, each piece of work has been evaluated
with respect to the scientific literature (see Chapter 7). These studies are
complemented by evaluations through discussions and workshops with senior
colleagues, academic and industrial partners within the European SecFuture
project [17], and by obtaining reviews from the research community when
publishing the results of this work.

1.5 List of Publications

The work presented in this thesis is based on the following publications:

• Maria Vasilevskaya, Linda Ariani Gunawan, Simin Nadjm-Tehrani,
and Peter Herrmann, Security Asset Elicitation for Collaborative Mod-
els, in Model-Driven Security Workshop (MDSec) in conjunction with
MoDELS, ACM, Innsbruck, Austria, pp 7:1–7:6, October 2012.
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• Maria Vasilevskaya, Linda Ariani Gunawan, Simin Nadjm-Tehrani,
and Peter Herrmann, Integrating Security Mechanisms into Embed-
ded Systems by Domain-specific Modelling, Journal of Security and
Communication Networks 7(12): 2815–2832 (2014), Wiley, 2014.

• Maria Vasilevskaya and Simin Nadjm-Tehrani, Model-based Security
Risk Analysis for Networked Embedded Systems, in the International
Conference on Critical Information Infrastructures Security (CRITIS),
Springer, Limassol, Cyprus, October 2014.

• Maria Vasilevskaya and Simin Nadjm-Tehrani, Support for Cross-
domain Composition of Embedded Systems Using MARTE Models,
ACM SIGBED Review – Special Issue 12(1): 37-45, 2015.

This article is an adaptation of an earlier version presented in the
workshop on Compositional Theory and Technology for Real-Time
Embedded Systems (CRTS) at RTSS, Vancouver, Canada, December
2013.

• Maria Vasilevskaya and Simin Nadjm-Tehrani, Quantifying Risks to
Data Assets Using Formal Metrics in Embedded System Design, in
the International Conference on Computer Safety, Reliability and Se-
curity (SAFECOMP), Springer, Delft, the Netherlands, pp 347 – 361,
September 2015.

Some content of this thesis has been published as parts of deliverables
3.1, 4.1, 4.2, and 4.3 of the EU FP7 SecFutur project [17].

The following papers co-authored in parallel with the presented work are
not included in this thesis:

• Simin Nadjm-Tehrani and Maria Vasilevskaya, Towards a Security Do-
main Model for Embedded Systems, in the IEEE International Sympo-
sium on High Assurance Systems Engineering (HASE), poster session,
Boca Raton, FL, USA, pp 180 – 181, November 2011.

• Maria Vasilevskaya, David Broman, and Kristian Sandahl, An Assess-
ment Model for Large Project Courses, ACM Technical Symposium on
Computer Science Education (SIGCSE), Atlanta, GA, USA, pp 253 –
258, March 2014.

• Maria Vasilevskaya, David Broman, and Kristian Sandahl, Assessing
Large Project Courses: Model, Activities, and Lessons Learned, ACM
Transactions on Computing Education, 2015.

• Klervie Toczé, Maria Vasilevskaya, Simin Nadjm-Tehrani, Patrik San-
dahl, Maintainability of Functional Reactive Programs in a Telecom
Server Software. Submitted.
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1.6 Outline

This thesis is composed of eight chapters where Chapters 3 – 6 contain the
core of this work. We provide the necessary background to our work in
Chapter 2. Chapter 3 explains the idea and structure of SEED in general
terms that are detailed in the following chapters. In particular, Chapter 4
defines the process for capturing of the domain-specific security knowledge.
Chapter 5 explains methods and tools that support the use of the captured
knowledge for integration of security countermeasures into an embedded
system design. We focus on presenting two metrics for quantifying security
risks associated with a system design in Chapter 6. A reader may turn to
Chapter 7 to see the relation of our work to other works in the areas of
system engineering, security engineering, and embedded systems. Finally,
Chapter 8 concludes this thesis and gives some pointers for future work.
Figure 1.1 summarises how the problem formulated in Section 1.2 is covered
by the contributions and the structure of this thesis.

Research question 1
(Abstractions)

Research question 2
(Support for security experts)

Research question 3
(Support for system engineers)

Problem 

formulation

Contributions

Structure of 

the thesis

Chapter 3

Chapter 4 Chapter 5

Chapter 6

Contribution 1 Contribution 2

Contribution 3 Contribution 4

Contribution 5

Figure 1.1: Structure of the thesis





2
Background

This chapter provides the necessary background needed in the context of
this work. Section 2.1 gives an overview of the basic process models for em-
bedded system engineering. Then, the basic concepts, tools, and methods
of model-based engineering are introduced in Section 2.2 followed by a brief
introduction to ontology technologies given in Section 2.3. Section 2.4 intro-
duces semi-Markov chains. Finally, we conclude this chapter with Section 2.5
by presenting a case from the smart metering domain used for application of
the concepts, methods, and processes developed in SEED. We also use this
case as a running example throughout this thesis to illustrate the introduced
artefacts.

2.1 Embedded Systems Engineering

Development of embedded systems is a complex task. Therefore, a set of
process models exist that support engineers in tackling this complexity. In a
broad sense, a process defines a set of activities, their input/output artefacts,
roles with responsibilities, time frames, and costs. In our work, we are
mainly concerned about activities and input/output artefacts.

At the level of main activities, life cycle models (i.e. process models)
for development of embedded systems are very similar to life cycle mod-
els proposed for general software engineering. In particular, there are five
basic steps that span across the whole life cycle of a system: requirements
definition, system specification, functional design, architectural design, and
prototyping/implementation [18]. The first step intends to capture the cus-
tomer’s true needs in terms of what a system shall do. The following step,

11
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i.e. system specification, refines the customer description in a more concise
and precise form. The next two steps go deeper and turn specifications into
a set of functional blocks that are later mapped into architectural elements.
These elements are combinations of hardware and software resources. Fi-
nally, a system is implemented that results in a prototype. The extended
life cycle models instrument these basic five steps with extra activities, such
as testing, validation, verification, and maintenance. In the following, we
outline three widely known life cycle models, namely waterfall, spiral, and
V models.

• The waterfall [19] model depicted in Figure 2.1(a) represents a de-
velopment cycle as a sequence of the steps above. According to this
model, an engineer should proceed to the next step when the current
phase is completed. Additionally, there is a feedback loop (depicted by
the backward arrows) to the previous phase that ensures conformance
of artefacts created on the current phase to the artefacts produced
on the previous step. The presence of this feedback loop differs the
waterfall model from a simple sequential process.

• The V model [20] depicted in Figure 2.1(b) is similar to the waterfall
model, but it emphasises the verification and validation (V&V) activ-
ities. A system development follows the top-down approach (the left-
hand side), while the verification and validation activities go from the
bottom to the up (the right-hand side). Thus, the implemented system
is verified against each produced artefact, namely implementation, ar-
chitectural design, functional design, specification, and requirements.
Unit and integration testing verifies a system against the artefacts cre-
ated at the prototyping/implementation phase, e.g. program design.
Thus, in this process model each activity in the development leg (the
left side in Figure 2.1(b)) has a counterpart on the same abstraction
level in the V&V leg (the right side in Figure 2.1(b)).

• The spiral model [21] depicted in Figure 2.1(c) promotes an iterative
style for development of a system. Thus, the main difference of the
spiral model and the above mentioned models is that it emphasises
iterative emergence of several versions of the same system. First, a
very restrictive version of a system is developed to understand if the
requirements are correctly and adequately formulated. Then, the sys-
tem evolves into more complex and complete versions, e.g. prototype,
initial design, and enhanced design. The corresponding artefacts, e.g.
requirement specifications, functional and architectural designs, imple-
mentation, also evolve. The radius of the spiral can reflect the amount
of time spent on each cycle.

Different variations, modifications, and combinations of the presented
process models exist. For example, Douglass [22] proposes a so called har-
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(a) Waterfall model (b) V model

(c) Spiral model (d) Harmony model

Figure 2.1: Life cycle process models

mony development process (see Figure 2.1(d)) where the V and spiral models
are combined.

Hardware/software partitioning is a important task of the embedded sys-
tem development that differentiates these systems from software-centric sys-
tems. System partitioning can rely on the Y-chart approach [23, 24] depicted
in Figure 2.2(b). This approach is built of three main elements: application
modelling (the description of system functions), architecture modelling (the
description of potential execution platforms), and mapping of the applica-
tion on modelled architectures (allocation).

There is also a process [25] used in embedded system development that
differentiates two distinct levels. They are system and lower levels. In this
approach, verification, validation, testing, estimation, and analysis steps are
tightly woven into a process. The system level concerns defining a system
model and selecting a suitable architecture. These artefacts are further
evolved into different parts of code (RTOS and application code) and ele-
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ments of hardware at the lower level.

(a) Simplified design flow [26]

Application

modelling
Architecture

modelling

Mapping

(b) Y-chart

Figure 2.2: Two life cycle models for embedded system development

The last model for the life cycle development that we visualise in this sec-
tion is the simplified design flow presented by Marwedel [26]. Figure 2.2(a)
depicts this process. This model does not radically differ from the mod-
els presented above. The design starts from some application knowledge
that is transformed into specification, and hardware/software components.
However, Marwedel explicitly brings the design repository into the process.
According to Marwedel, this repository serves to keep track of design models
evolution. However, we envisage a wider use of this component, namely as
a point to extend and refine the initial design. The evolution of this idea is
further exploited and evolved in Chapters 3 – 6.

2.2 Modelware Zoo

In this section, we briefly introduce the reader to the area of model-based
engineering. First, we cover main concepts of the modelling theory. There-
after, we describe two modelling languages used in our work, namely UML
and MARTE, and an employed system modelling approach called SPACE
together with its modelling language. We conclude this section outlining
tools that support principles of model-based engineering.

2.2.1 Main Concepts

We begin with introducing terms of models, meta-models, transformation,
and basics of the language engineering, followed by brief discussions on topics
such as domain-specific compared to general modelling, and model-based
compared to model-driven engineering.

Models and Meta-models

In general, models allow to raise the abstraction level to deal with growing
complexity of artefacts (e.g. embedded system design) [27]. Abstraction
improves understanding of complex artefacts and allows their efficient anal-
ysis through hiding some irrelevant information. In other words, a model
represents a real system highlighting its properties of interest.
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Any model conforms to some meta-model that defines its properties.
Thus, a meta-model defines a modelling language used to create a model
of a certain type for a system. Depending on the type of properties that a
model should describe an employed meta-model will change. Consequently,
a meta-model conforms to some language used to define properties of this
meta-model, i.e. a meta-meta-model. In theory, an infinite hierarchy of
model-meta-model relations can be specified. However, in practice, meta-
meta-model is abstract and general enough to define itself wrapping the
layered organisation of modelware (see the left side of Figure 2.3). Such
organisation is sometimes referred to as the four-layered architecture (M0-
M3) [28] or 3+1 organisation [29].

The right side of Figure 2.3 depicts a classical example that demonstrates
an instantiation of the layered organisation introduced above. A real-world
object (car) is shown at level M0. A model of the car is shown at level M1.
This model describes a car as a Car class with one “colour” attribute. The
meta-model located at M2 explains how to understand this model, namely
what elements are classes and what elements are attributes. Finally, level
M3 defines concepts used at level M2. Thus, both Attribute and Class are
represented as classes at M3.

Figure 2.3: Models, meta-models, and meta-meta-models – the layered or-
ganisation

The Object Management Group (OMG) [30] implements the M3 level as
the Meta-Object Facilities (MOF) standard [31]. MOF is used to define the
Unified Modelling Language (UML) [28] located at the M2 level.

Transformation

Model transformation is a technique that allows defining a mapping be-
tween different models, i.e. source and target models, that are different
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representations of the same system. Figure 2.4 depicts a classical scheme
that explains concepts of model transformation and their relations. Any
model transformation is applied to source and target models, but the actual
transformation is defined at the meta-model level, i.e. a model transforma-
tion definition refers to elements of the meta-models of the source and target
models. Thus, model transformation receives input and output models that
conform to their respective source and target meta-models. At the same
time, a model transformation definition is a model by itself that conforms
to some meta-model, i.e. to a transformation language [29, 8].

Figure 2.4: Model transformation: concepts and their relations

Transformation languages can be classified as declarative, imperative,
and hybrid. Declarative languages require an engineer to specify relations
between source and target meta-models, e.g. in terms of functions. In
contrast, one needs to specify such details as execution order (sequence of
steps) when imperative languages are used. A hybrid type of languages is
an intermediate category that mixes constructs and principles from both
declarative and imperative languages.

Depending on the nature of target and source meta-models, transforma-
tion languages can be classified as model-to-model (M2M) and model-to-text
(M2T) transformations [32]. Naturally, the former type of transformations
input a model conforming to a certain meta-model (e.g. UML) and pro-
duce another model that conforms to a different meta-model (e.g. Entity-
Relation Diagram), while the latter type of transformation results in some
textual representation (e.g. Java code). Recently, a third type of transfor-
mation called text-to-model (T2M) has been introduced. Additionally, one
can classify a transformation as endogenous or exogenous. A transformation
is considered to be endogenous if source and target models conform to the
same meta-model. In contrast, an exogenous transformation is used when
source and target models conform to different meta-models.
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Model transformation is a powerful concept that is used to automate dif-
ferent tasks of model-based engineering [33]. For example, code generation
is a special type of model transformation where the target model is code.
Model composition, model refactoring, verification, and reverse engineering
are other examples of scenarios where model transformation can be applied.

Abstract Syntax, Concrete Syntax, and Semantics

To enable sophisticated operations with models (e.g. transformation), they
must have a well-defined structure. Therefore, techniques for systematic
definition of meta-models should be used. The research area that concerns
proper definition of complex modelling languages is sometimes referred to
as modelling language engineering [34].

The main elements that define a language are its syntax (i.e. a language’s
notation) and semantics (i.e. a language’s meaning). There are two types
of syntax that serve for different purposes, namely an abstract syntax and a
concrete syntax [35]. An abstract syntax defines all valid models of modelling
languages. For example, an abstract syntax defines what are concepts of a
modelling language (e.g. classes and their attributes) and what are their
valid relations (e.g. associations). Meta-modelling (see Figure 2.3) is a
technique for defining an abstract syntax. A concrete syntax defines how an
abstract syntax appears for an engineer (i.e. for its users). Thus, a concrete
syntax deals with representation of a modelling language. A concrete syntax
can be represented in textual or visual (e.g. boxes and arrows) notations.

Semantics defines the meaning of a language notation (i.e. syntax).
In general, there are two steps to define semantics for a language. First, a
semantic domain should be defined that provides a meaning for each expres-
sion. This meaning must be an element of another well-understood domain,
e.g. real numbers. Afterwards, a semantic mapping should be created to
bound elements of an abstract syntax to a defined semantic domain. GPML

Domain-specific vs. General-purpose Modelling

Model-based engineering methods distinguish two big categories of mod-
elling languages, namely Domain-Specific Modelling Languages (DSMLs)
and General-Purpose Modelling Languages (GPMLs). DSMLs are languages
that are designed for a certain domain [36]. Such languages are usually de-
signed by a group of experts to be used in a specific context or company
to facilitate a particular task (e.g. the task of describing things in that do-
main). In other words, a DSML allows the user to specify a solution using
terms of a problem domain that are built in this DSML. Besides, DSMLs
are intended to support a better reuse of functionality recurring in a set
of modelling tasks. A DSML is optimised for a certain class of problems
within a domain. In contrast, a GPML does not target a specific domain,
but rather is intended to be applied in any domain.
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Since expressiveness of DSMLs is bound to a particular domain, they can
be used only for a predefined set of problems; whereas GPMLs are advertised
to be suitable for a wide range of modelling tasks. However, DSMLs bring
higher productivity and conciseness in modelling since an engineer operates
with a limited set of concepts that are familiar and intuitive for a considered
domain.

There are a lot of discussions on the topic of “DSML vs. GPML”. Both
classes of languages are suitable for different purposes and scenarios. There-
fore, it is rational to be aware of their advantages and disadvantages through
their systematic comparison. Boundaries between domain-specialisation are
not obvious: any language is more or less domain-specific [1]. In this sec-
tion, we outline some characteristics that are typical for a pure DSML and
GPML.

A pure DSML can be characterised by the following set of peculiarities:
it is designed for a narrow and well-defined domain; it has a relatively small
size with a limited set of user-defined abstractions; its development takes
months to years; it is designed by a few domain experts; its user community
is a narrow and accessible group. In contrast, a pure GPML is designed for a
large and complex domain; it has a large language size with a sophisticated
set of general abstractions; its development usually spans over years and
decades; it is designed by gurus and large communities.

To conclude our discussions about DSMLs and GPMLs, Figure 2.5 (pre-
sented by Voelter [1]) illustrates views on relations between domains and
languages. Figure 2.5(a) shows the relations between domains as a hierar-
chical structure where a domain of a pure GPML is the lowest level. An
example of a language order based on their domain-specificity is depicted in
Figure 2.5(b). We believe that these figures give a good intuition on bound-
aries between domain-specific and general-purpose modelling languages.

(a) Domain hierarchy

General purpose

Domain-specific

UML

Communication

Sensor access

LEGO Robot control

(b) Language order

Figure 2.5: Relations between domains and languages, adapted from [1]

Model-based vs. Model-driven Engineering

A set of development paradigms that rely on models as a key artefact have re-
cently emerged. For example, Liebel et al. [37] recently report in their state-
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of-practice survey that use of models is widespread in the embedded domain.
These paradigms are Model-Based Engineering (MBE), Model-Driven De-
velopment (MDD), Model-Driven Engineering (MDE), and Model-Driven
Architecture (MDA) that can be distinguished based on the role of models.

To begin with, we briefly explain the difference between “model-driven”
and “model-based” prefixes. Intuitively, the latter is a softer version of the
former: the former prefix says that models drive the process, while in the
latter case models play an important role, but are not key artefacts. In
case of “model-driven”, it is often expected that a model is used to generate
the final implementation. In contrast, for the “model-based” techniques, a
model can be used for various kinds of analysis and even test generation,
but the actual implementation can be done by developers. Thus, MDE can
be considered as a subset of MBE [8]. Similarly, MDD is a subset of MDE,
since the letter “D” stands for “Development” that is one type of activity
in system engineering. Finally, MDA is a realisation of MDD proposed by
Open Management Group (OMG) [30] that is inherently based on OMG
standards.

2.2.2 UML

Unified Modelling Language (UML) is a widely accepted general purpose
modelling language. Modelling concepts defined by UML are organised in
different types of diagrams. The current version of UML (v2.4.1) [28] dif-
ferentiates 14 types of diagrams. These diagrams are classified in two cat-
egories: those that are intended to model structural and behaviour parts
of a system. Each type of diagram uses different modelling concepts that
together allow describing diverse aspects of a system.

There are seven types of structural diagrams. A class diagram shows
system’s classes, their attributes, their operations, and the relations among
classes. A component diagram shows the components of a system and their
relations. A composite structure diagram shows the internal structure of
a class and the interaction (collaboration) that this structure enables. A
deployment diagram can be used to show the hardware/software parts of
a system and artefacts deployed on this execution environment. An ob-
ject diagram shows instantiation of the system classes. A package diagram
shows the logical organisation of a system as a set of packages and their de-
pendencies. Finally, a profile diagram encapsulates custom domain-specific
extensions of the standard UML constructs (see below).

The remained seven types of UML diagrams allows describing behaviour
of a system. An activity diagram can be used to show a workflow (both
control and data) of a system. A state machine diagram shows the system’s
states and their transitions. A use case diagram is used to give a high-level
description of a system in terms of actors, their goals, and dependencies
between actors and goals. Communication and sequence diagrams are used
to describe the interaction and communication between objects as sequences
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of messages using different syntaxes. The last two types of diagrams are
interaction overview and timing diagrams that enable creation of an overview
of a system and specifying some timing constraints of operations respectively.

This rich set of diagrams have a complex and diverse syntax, but their
semantics is rather weak. As a result, UML diagrams are used for modelling
tasks in many different domains, but these models are not comparable due
to the absence of a commonly agreed semantic domain. Therefore, usually
a small subset of UML (i.e. some syntactical constructs such as a subset
of UML class diagrams) is used and is further supported by a user-defined
semantics bound to a considered domain.

In addition, the UML standard defines extensibility mechanisms that
can be used to add domain-specificity to UML. They are profiles, stereo-
types and tag definitions. A profile is a special type of package that contains
stereotypes. A visual representation of a profile is referred to as a profile
diagram. A stereotype allows adding a set of specific properties (suitable
for a particular domain) into existing UML concepts (e.g. class, activity,
component). Thus, a stereotype can be considered as a mechanism to re-
fine existing UML concepts with required non-standard semantics. Each
stereotype extends (refines) some UML base meta-class (e.g. class, prop-
erty, named element). Therefore, a stereotype can be used to annotate only
those concepts that extend the same meta-class. A stereotype can introduce
additional domain-specific properties. These properties are defined through
so-called tag definitions. Figure 2.6 depicts a small example of a stereotype
definition and its usage. Figure 2.6(a) shows a stereotype called Car that
has two tag definitions, namely colour and brand. Thereafter, we have ap-
plied the stereotype Car to specialise the class BondCar (see Figure 2.6(b)).
Hence, BondCar has all the properties declared for the Car stereotype. The
colour and brand properties can be assigned to some values. For our example
in Figure 2.6(b), they are silver and Aston Martin respectively.

(a) Definition of a stereo-
type

‹‹Car››

BondCar

gadget: String

{colour="silver",

brand="Aston Martin"}

(b) Usage of a stereotype
and tag

Figure 2.6: Example of the stereotype definition and usage

Note, that a stereotype should not be confused with the inheritance
relation. Annotation of entities with a certain stereotype does not bring
the classical child-parent dependency. In our example, if we remove the
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stereotype Car from the model, the class BondCar will still exist but without
the colour and brand properties that belong to the stereotype Car. In
contrast, a child can not exist without a parent when the inheritance relation
is established.

When modelling a complex system, an engineer may need to use sev-
eral UML profiles for covering diverse domain-specific characteristics in one
model. However, this can create inconsistencies when the used profiles con-
tain concepts that overlap and contradict to each other. Noyrit et al. [38]
discusses the issues of using multiple UML profiles and also suggest an ap-
proach for resolving identified issues.

One can distinguish two main approaches to defining a UML profile [39].
The first approach starts directly by defining a set of stereotypes that extend
the UML meta-model. The second approach introduces a more systematic
two-stage process. According to the latter approach, an engineer first needs
to create a conceptual model for a domain. A conceptual model describes
all (relevant) concepts of a selected domain and their relations. In the sec-
ond stage, the actual set of stereotypes together with their attributes and
constraints is derived from a conceptual model. This process is sometimes
referred to as mapping [40]. Lagarde et al. [39] suggest to automate this
step to avoid errors and to enable relevant verifications ensuring consis-
tency of the resulting profile with its conceptual model. In the context of
the modelling language engineering explained in Section 2.2, the mentioned
conceptual model can be referred to as an abstract syntax and a profile as
a concrete syntax.

2.2.3 MARTE

MARTE [41] is a standardised UML profile designed for Modelling and Anal-
ysis of Real-Time Embedded systems. It contains a rich set of concepts to
support design and analysis of embedded systems. The structure of this pro-
file is outlined in Figure 2.7. The MARTE foundations package provides a
set of concepts required to model non-functional properties (NFP package),
time properties (Time package), generic resources of an execution platform
(GRM package), and resource allocation (Alloc package). These foundations
serve as basics for the MARTE design and analysis models.

The design package contains sub-packages to describe the hardware and
software resources, namely Hardware Resource Modeling (HRM) and Soft-
ware Resource Modeling (SRM). Additionally, the design modelling packages
contain concepts to model a component structure and application features.
These concepts are encapsulated into the Generic Component Model pack-
age (GCM) and High-Level Application Modeling (HLAM) packages. The
MARTE analysis package provides facilities to model the context required
to perform analysis of real-time and performance characteristics of embed-
ded systems. In particular, the Generic Quantitative Analysis Modeling
(GQAM) package defines a set of general terms while its extensions refine
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them to support schedulability (SAM) and performance analysis (PAM).

Figure 2.7: Structure of the MARTE profile

Figure 2.8 shows the basic elements of the GQAM package. Its central
concept is the Analysis Context. This concept aggregates all relevant infor-
mation needed to describe the constitutents of any type of analysis. In par-
ticular, the analysis context concept relates resource platform and workload
behaviour elements. A workload behaviour defines a set of system operations
that are triggered over time by a set of workload events. A resource platform
is a container for resources, i.e. hardware/software execution platform, that
are used by the system operations mentioned above.

Figure 2.8: Structure of the MARTE analysis packages

2.2.4 SPACE

SPACE is a model-based engineering method [2] supported by the Arc-
tis tool-set [42]. When this method is used, applications are composed of
building blocks that can specify local behaviour as well as the interaction
between several distributed entities. This specification style enables a rapid
application development since, on average, more than 70% of a system spec-
ification comes from reusable building blocks provided in domain-specific
libraries [43]. In turn, this strategy helps to reduce the expertise required
in developing cross-domain applications. An additional benefit is the formal
semantics of the specification defined by Kraemer and Herrmann [44], which
makes it possible to verify system properties, e.g. that the building blocks
are correctly integrated into activities [42].
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Figure 2.9 gives an overview of the SPACE method [44]. An engineer
starts studying a library of reusable building blocks. In case a needed build-
ing block does not exist in the library, an engineer can start creating a new
one and add it into the library for its further reuse. Each building block
can cover the behaviour of a single component as well as collaborative be-
haviour among several components. Building blocks can be domain-specific
or quite general that can be integrated into several systems. Each building
block is described as a combination of UML collaborations (an element of
a UML composite structure diagram), activities (an element of a UML ac-
tivity diagram), and so-called external state machines (ESMs) that specify
externally visible behaviour of building blocks. Several building blocks are
composed into a system with desired services. At this stage, analysis of a
composed system (e.g. verification of functional or safety properties) can be
performed due to the defined transformation of collaborative models into a
temporal logic formula that serves as an input to the TLA (Temporal Logic
of Actions) model checker [45]. Thereafter, the resulted system design is
automatically transformed into state machines, that can be further used to
generate implementation code via relevant transformations.

Our contribution enhances the step composition and analysis from Fig-
ure 2.9 when it comes to decide on a set of security measures expressed as
reusable building blocks. In particular, we elaborate a method to select a set
of security building blocks that are suitable for a system under development
according to identified security needs.

Figure 2.9: SPACE model-based engineering method, adapted from [2]

In the following, we explain elements of the modelling language used
by SPACE, namely local blocks, collaborative blocks, and external state
machines. We use a small example of a simple e-consultation application
depicted in Figure 2.10 to demonstrate the introduced elements. In this
scenario, a customer sends a question to a consultant. The consultant pro-
cesses the question and sends a reply to the customer. The system structure
is specified by a UML collaboration as shown in Figure 2.10(a). On this
diagram, the collaboration roles depicted as rectangles represent two com-
ponents of the system, namely a Customer and a Consultant. These two
components are bound to the client and server roles respectively. The col-
laboration use, namely the chart:Simple Chart block, that is depicted as an
ellipse encapsulates a logic of the component interaction.
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Figure 2.10(b) shows the behaviour view of the system that is modelled
as a UML activity with a slightly modified syntax. The e-consultation sce-
nario is built of two partitions, i.e. the client and the server, that model
the corresponding entities, i.e. a customer and a consultant. These parti-
tions include three building blocks (instantiated as call behaviour actions),
namely cm:Customer, cnt:Consultant, and chart:Simple Chart. The for-
mer two blocks model the local behaviour and are called local blocks, while
the latter block models interaction between entities and called collaborative
block. Each of these blocks is associated with another UML activity that
details their behaviour (not shown in Figure 2.10).

(a) UML Collaboration

<<system>> e-Consultation

cm: Customer chart: Simple Chart cnt: Consultant

ask: String

reply: String

in-ask: String

out-reply: String

out-ask: String

in-reply: String

start

ask: String

reply: String

start

Client Server

(b) UML Activity

(c) External State Machine

Figure 2.10: Model of a simple e-consultation application in SPACE

The overall activity is called system block. In our example, the local
blocks are initiated with a special node denoted as filled circle (•). Pins at
sides of building blocks are used to control their behaviour passing tokens of
control or data flows along corresponding edges. The white pins represent
pins that are used to start (the start and in-ask pins) or to terminate (the
out-reply pins) building blocks. The dark pins denote streaming pins, i.e.
pins that are used just to pass data objects. In our case, they are ask, reply,
out-ask, and in-reply. The pins out-reply and in-ask transmit data objects
as well, but these are activating and deactivating pins respectively, and,
therefore, are coloured in white.

Figure 2.10(c) illustrates the ESM for the Simple Chart building block
that is a modified UML state machine. The labels of the transitions refer
to pins that sit on sides of the corresponding building block used to pass
tokens. Thus, pins are used to activate transitions. The slash symbol (/)
indicates if a transition is activated by an input (the slash symbol follows
the label) or output (the slash symbol preceeds the label) pin.

Similar to functional building blocks, security mechanisms can be ex-
pressed as self-contained building blocks. SPACE has been already used
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for encapsulating security functionality in the form of building blocks [46]
validating their correct integration [47]. Additionally, the recent work of
Gunawan and Herrmann [48] enables compositional verification of security
properties for SPACE models.

2.2.5 Tools

MBE promotes the use of modelling for a set of sophisticated tasks of system
development. It defines techniques to manipulate produced models, e.g.
for simulation, verification, and transformation. These techniques, in turn,
must be supported with corresponding tools to enjoy all benefits that are
provided by MBE. This section outlines some basic and widely spread tools
that enable the practices of MBE.

There are two main languages for meta-modelling, namely MOF (men-
tioned in Section 2.2.1) and Ecore. Recall, that a meta-model or abstract
syntax defines the structure of a modelling language, i.e. its constructs,
relations, and properties. Ecore is a meta-modelling language used within
the Eclipse Modelling Framework (EMF) [49]. The EMF project is a widely
used modelling framework that allows engineers to work with modelling
languages. EMF provides facilities to define abstract and concrete syn-
tax, and to create editors for custom models and Java code for developed
meta-models. OMG defines two variants for MOF, namely Essential MOF
(EMOF) and Complete MOF (CMOF). CMOF extends EMOF with ad-
ditional structures. To specify a modelling language using EMOF, an en-
gineer can use the Kermeta tool [50]. Alternatively, KM3 (Kernel Meta-
Meta-Model) [51] is a textual language to create meta-models for DSMLs.
Meta-models specified in Ecore or MOF can be serialised to an XMI file.

A variety of tools exist to define a concrete syntax for a DSML. For
example, Graphiti [52] and GMF [53] are Eclipse-based graphic frameworks
that allow developing custom editors. These tools enable automatic gener-
ation of a basic editor that can be further refined and tuned. Alternatively,
an engineer can define the text representation of a concrete syntax for a
modelling language using such tools as Xtext [54]. It provides a language to
define grammars and a generator to create parsers and Eclipse-based editors
for DSMLs.

A lot of tools are available for modelling with UML: MagicDraw [13],
Enterprise Architecture [55], Rhapsody [56], to name some main examples.
Additionally, EMF provides its own UML2Tool plug-in [57] for defining UML
models. Most of the tools mentioned above already support the use of the
MARTE profile providing corresponding plug-ins. Moreover, MARTE is
implemented in the Eclipse-based Papyrus tool [58].

In our work, we use the MagicDraw tool together with its MARTE plug-
in (in Chapters 4 – 5) since MagicDraw was used in a European project in
which we participated. Besides, we use the Eclipse-based Arctis tool-set [42]
to work with the language of the model-based engineering method SPACE
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describe in Section 2.2.4.
Atlas Transformation Language (ATL) and Query/View/Transform

(QVT) are M2M transformation languages. QVT (QVT Operational) [59] is
an imperative language standardised by OMG that allows specifying unidi-
rectional transformations. ATL [60] is a declarative and imperative (hybrid)
language developed within EMF. To create transformations using these lan-
guages, an engineer needs to write a script. Henshin [61] and EMorF [62]
are declarative EMF M2M transformation languages where transformations
are specified graphically. There is also an extensive support for M2T trans-
formations. For example, EMF provides Java Emitter Template (JET),
Acceleo, and Xpand template-based languages. In this thesis, we use the
Acceleo tool for transforming UML models into the OWL syntax.

2.3 Ontology Technologies

An ontology [63] represents knowledge in a particular domain as a set of
concepts and their relations. This knowledge is formalised as a logic-based
system and described by knowledge representation languages. In particular,
we use the Web Ontology Language (OWL2) [64] which is a commonly used
and standardised language for creation of large ontologies.

OWL represents an ontology as a sequence of axioms. These axioms
describe classes, relations between classes, and their individuals. An OWL
class declares the concept of a domain and can be refined by sub-classes.
OWL individuals are instances of OWL classes. OWL supports two types
of relations. OWL object property defines a relation between two individu-
als, where one of them plays the role of a domain, and another one plays
the role of a value range. In other words, domain defines a subject of a
relation, whereas range defines an object. OWL datatype property serves to
introduce relations between an individual (domain) and the XML schema
datatypes (range) known as XSD (XML Schema Definition). XSD provides
such primitive data types as boolean, integer, etc.

The OWL language supports a set of constructs that facilitate man-
agement of ontologies. In particular, the OWL language implements the
importing feature, which allows relating different OWL ontologies using the
owl:import statement. When merging two or more ontologies, it may be the
case that these ontologies contain overlapping concepts that have different
names, but actually refer to the same things from the reality. Such simi-
lar concepts should be related in the merged ontology using the construct
owl:sameAs. This procedure sometimes is referred to as ontologies align-
ment that is the process of determining correspondences between concepts.

OWL ontologies enable querying of the declared knowledge by combin-
ing ontology reasoners (e.g. Pellet or HermiT) and SPARQL querying lan-
guage [65]. SPARQL 1.1 is a standard query language (recommended by
W3C) to execute data queries on top of OWL. It supports yes/no-questions
(the ASK query form), a selection which matches a desired pattern (the SE-
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LECT query form), filtering (the FILTER modifier), sorting (the ORDER
modifier), string matching, etc. In this thesis, we use SPARQL together
with HermiT.

To design and manage an ontology, one can use such a tool as Protégé [66].
Since tools developed in this work are Java-based, we exploit the Java OWL
API [67, 68] to manipulate ontologies (i.e. addition and modification of
axioms). To execute SPARQL queries, one can load an ontology into the
Protégé tool and use its SPARQL plug-in [69]. In our work, we use Java
APIs provided by the widely accepted Jena [70] framework to query on-
tologies. It provides the SPARQL compliant query engine (among other
services) for OWL ontologies.

The OWL standard [71] defines three variants of OWL, namely OWL
Lite, OWL DL (Description Logic), and OWL Full. These three sub-
languages have different expressiveness and, consequently, different com-
plexity, and, therefore, are used for different purposes. OWL Lite is the
simplest variant and allows the user to capture classification hierarchy and
constraints with restricted expressiveness. For example, it permits only 0
and 1 as cardinality values. However, it has a simple implementation and
comparatively easy to use. In contrast, OWL DL is the most expressive
variant. It supports all OWL constructs, but their use is restricted by a set
of requirements and rules outlined by W3C [71]. These constraints maintain
computational completeness and decidability of this language. OWL Full re-
laxes constraints of OWL DL and enjoys all capabilities of OWL constructs.
The price for this freedom is absence of any computational guarantees.

Ontologies for Security

A number of ontologies for security have been proposed. For example, Her-
zog et al. [72] and Fenz and Ekelhart [73] introduce two ontologies that
formalise the domain of information security from different aspects; Kim et
al. [74] present an ontology for annotating web-services; Karyda et al. [75]
propose an ontology to assist reuse of the experts’ security knowledge in
the area of e-government applications. In our work, we adopt the ontology
presented by Herzog et al. since it is built upon classic components of risk
analysis. We continue with a brief description of this ontology.

The core of the Herzog et al. ontology [72] consists of six classes. Four
of them are concepts related to risk analysis, i.e. asset, vulnerability, threat,
and countermeasure. The remaining two classes are security goal and de-
fence strategy. Relations between these concepts are defined as follows: an
asset can have several vulnerabilities; a threat threatens assets with respect
to some security goals; a countermeasure protects assets with respect to
security goals by means of defence strategies.

The ontology gives diverse classifications of countermeasures, assets,
threats, and vulnerabilities relevant for information security. In particu-
lar, the ontology defines 133 countermeasures, 79 assets, 88 threats, and 14
vulnerabilities. The security goal and defence strategy classes are described
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by a set of individuals. Six individuals are defined for the defence strat-
egy class, namely correction, deflection, detection, deterrence, prevention,
and recovery. Fifteen individuals are defined for the security goal class, e.g.
confidentiality, integrity, authorisation, and anonymity.

2.4 Semi-Markov Chains

A semi-Markov chain (SMC) [76] is a general state transition system defined
by three components (S, P,H) where S is a set of states, P = (pij) is a
transition matrix, andH = hij(.) is a holding time distribution matrix. Each
pij is the probability that a SMC that enters state i on its last transition
will enter state j on its next transition. Each pij satisfies the standard
conditions:

pij ≥ 0, i = 1, . . . , N ; j = 1, . . . , N,

N
∑

j=1

pij = 1

N is the number of system states. Each hij(.) is a holding time mass function
of the process in state i when the next transition is to state j.

S1 S2
h12 h21

p12

p21

Figure 2.11: An example of a semi-Markov chain

A SMC depicted in Figure 2.11 has two states s1 and s2. The SMC
moves to state s2 from s1 with the transition probability p12 and to state
s1 from s2 with the transition probability p21. However, before making a
transition the process holds for some time τ in a current state. This holding
time for each state is given by assigning a probability mass function that
expresses the time that a system will stay in a state before proceeding to a
next state as exemplified in Figure 2.11. In our example, h12(t) and h21(t)
are holding times in states s1 and s2 respectively. Note that in general case
holding time can depend on the next transition, therefore, the notation for
holding times contains both the initial state and the destination. Hence,
h12(t) is interpreted as holding time for a process in state s1 given that the
next transition is taken into state s2. Thus,

P (τij = t) = hij(t) (2.1)

We consider a case where holding time distributions are discrete distri-
butions. There is also an assumption [76] that all holding times are at least
one time unit in length, i.e. hij(0) = 0.
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A SMC is characterised by φij(n) that is called the interval transition
probability from state i to state j in the interval (0, n). The interval tran-
sition probability is defined by the following system equation:

φij(n) = σij w
>
i (n) +

N
∑

k=1

pik

n
∑

m=0

hik(m)φkj(n−m) (2.2)

In equation (2.2), σij = 1 if i = j, otherwise, σij = 0; w>
i (n) is the

probability that a SMC leaves its state i at a time greater than n. The
second part of equation (2.2) represents the probability that a SMC will
enter state j from i sequentially passing some states k before some time m

and then continues along any path from k to j in the remaining time n−m.

2.5 Metering Infrastructure

Figure 2.12: Overview of the smart metering infrastructure [3]

Figure 2.12 gives an overview of an infrastructure called Trusted Sensor
Network (TSN) from the smart metering domain. This case is provided by
the MixedMode company that has participated in the European SecFutur
project [17]. TSN is built of a set of metering devices, database servers,
client applications, and a communication infrastructure. The main goal of
this system is to measure energy consumption at households and to associate
measurements with the clients’ data for billing purposes.

The actual measurement is done by Trusted Sensor Modules (TSMs)
consisting of a computing platform and physical sensors. These devices can
be distributed in households or office buildings. The acquired measurement
data is transferred via a local bus from each TSM to a Trusted Sensor Module
Collector (TSMC). All measurements collected by TSMCs are eventually
sent to operator servers through a general-purpose network. Administrator
servers and terminals can also be connected to this network for maintaining
TSMs and TSMCs. The TSMC is also an embedded device, similar to TSM
but with more functionality. That is, TSMC and TSM are two functional
modules that are implemented on the same physical platform.
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The overall specification of this case consists of 7 main scenarios that
have a range of diverse security considerations. In this thesis, we focus on
the measurement data transfer from TSM to TSMC and from TSMC to an
operator server. Consequently, we concentrate on those security issues that
concern confidentiality and integrity of the measurement data produced,
collected, or stored by the system components.



3
SEED: Bird’s Eye View

This chapter presents a Security-EnhancedEmbedded systemDesign (SEED)
approach, that provides concepts, methods, and tools for dealing with secu-
rity issues of embedded systems already at the design phase.

3.1 Introduction to SEED

SEED addresses the situation when system engineers are not necessarily
security experts, and when security experts are not easily accessible to assist
system engineers. Overall, the SEED approach rests on three basic principles
discussed in the introduction:

• model-orientation,

• domain specialisation, and

• separation of responsibilities and concerns.

Besides these principles, there is another significant design consideration,
namely the proposed approach is defined as an increment to existing prac-
tices and process models known for embedded system development. These
concerns for security-related processes have been revealed by Whyte and
Harrison [77]. The authors point out that among factors that prevent en-
forcing security in a systematic way are a lack of security expertise and
hesitation of system engineers to commit to follow a new approach that
deals with the security aspects due to associated risks.

31
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The SEED approach can be considered in two parts that describe it at
two levels of abstraction. These levels are SEED foundation and SEED re-
alisation. The SEED foundation is a generic form of the proposed process
that can be instantiated for different technologies, modelling and formal lan-
guages. The SEED foundation defines main activities, involved roles, used
principles, and their exploitation. The SEED realisation is an implementa-
tion of the generic process on a selected set of technologies and languages.
In this thesis, the set of languages and technologies selected for one SEED
realisation are SPACE, MARTE, and ontology.

This chapter focuses on presenting the generic process, i.e. the SEED
foundation. The realisation details are explained in Chapters 4 – 6 where
we also illustrate application of the SEED using scenarios from the smart
metering infrastructure.

3.2 The SEED Foundation

Figure 3.1 depicts the generic process1 of the SEED foundation. It consists
of three activities: creation of a system model, capturing of the domain-
specific security knowledge, and development of a security-enhanced embed-
ded system. These activities are performed by embedded system engineers
or security experts. Thus, the SEED approach acts as a vehicle for commu-
nication between the two expert groups. We continue explaining each of the
above-mentioned activities.

Figure 3.1: Generic process – the SEED foundation

1It has been developed in cooperation with research partners from the EU FP7 Sec-
Futur project [17].
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3.2.1 Creation of a System Model

The activity of creation of a system model is performed by an embedded
system engineer. Figure 3.2(a) depicts a fragment of a simplified embed-
ded system design flow that demonstrates artefacts that are used for the
SEED foundation. Note, that this figure does not detail how an embedded
system engineer produces the artefacts (see the process models described in
Section 2.1).

An embedded system engineer starts from system specifications and cre-
ates a functional model of a system and a set of models for potential ex-
ecution platforms. A functional model of a system is a set of modelling
elements that describe structural and behavioural aspects of an application,
e.g. UML class and activity diagrams respectively. An execution platform
model of a system describes an assembly of resources. Each resource pro-
vides some services to support execution of an application described as a
functional model. Thereafter, an embedded system engineer proceeds to
select the best-fitted execution platform. This step includes allocation of
elements of a functional model onto available resources, i.e. onto the exe-
cution platform model. In other words, allocation is used to establish an
association between elements of functional and execution platform models.
To sum up, the generic process, i.e. the SEED foundation, uses three arte-
facts produced while designing an embedded system. These artefacts are a
functional model, execution platform model (or just platform model), and
allocation information.

Hence, SEED is intended to support security analysis when a system en-
gineer has a version of a system design when some decisions about function-
ality of an embedded system and its hardware/software architecture have
been made. At this point, an embedded system engineer has relevant in-
formation needed to estimate the system’s capabilities to deal with security
aspects. In particular, the initial system design is present, valuable objects
and actions that influence them are known, and the capacity of a system
dedicated for security enforcement of security can be indicated.

3.2.2 Capturing the Domain-specific Security Knowl-

edge

Capturing of the domain-specific security knowledge is an essential step to
enable further reuse. This activity is conducted by a domain security expert
(just a security expert or a security engineer from now on), i.e. a security
expert who has knowledge about an application domain. The main task that
a security expert completes as part of this activity is to describe available
security mechanisms. Additionally, a security expert provides other rele-
vant information that is needed for an embedded system engineer to make
informed decisions when selecting a suitable set of security mechanisms.

Figure 3.2(b) illustrates a simplified flow of a security mechanism devel-
opment that demonstrates artefacts that are used for the SEED foundation.
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First, a functional model is created based on some specifications of a secu-
rity mechanism. For example, it can be a mathematical abstraction of a
mechanism, e.g. an algorithm defined as a mathematical object. Similarly
to an embedded system, a functional model defines behaviour and structural
aspects of a security mechanism. Thereafter, a security expert proceeds to
implement it. At the implementation phase, besides an implementation it-
self, a security expert produces constraints on execution platforms. These
constraints come from design characteristics of a security mechanism. For
example, a certain implementation of an encryption algorithm can rely on
a certain instruction set that should be present in a micro controller. These
constraints restrict a set of suitable evaluation execution platforms selected
at the next step. Thereafter, the evaluation step allows studying perfor-
mance aspects of a security mechanism (i.e. the created resource overhead
for a provided security level) on a selected set of evaluation execution plat-
forms given certain workloads. Ideally evaluation platforms should mimic
candidate execution platforms where a security mechanism is expected to be
deployed. For example, a security expert may consider different assemblies
of systems or different configurations of the same system. A workload is a
set of stimulus under which a security mechanism should be evaluated, e.g.
a stream of input events. This also should resemble the expected use of a
target system. The main intention of this evaluation is to study different
aspects of security mechanisms and to collect a range of performance indica-
tors that can be later used by a system engineer to reason about applicability
of a security mechanism in the context of a certain system. This informa-
tion about evaluation platform candidates and workloads comes from the
application domain knowledge.

The set of artefacts mentioned above, namely a functional model, ex-
ecution platform constraints, data about performance evaluation (evalua-
tion platforms, workload, and results of evaluation) constitute the domain-
specific security knowledge where a domain represents an application domain
like smart metering devices and set-top boxes in the context of this work.
Additionally, the domain-specific security knowledge includes a declaration
of security properties provided by a security mechanism. All together these
artefacts give a holistic view on existing security solutions needed to support
their integration into an embedded system. For example, an embedded sys-
tem engineer can study such aspects as: whether a system integrated with a
security mechanism still maintains its dedicated functionality in a satisfac-
tory way; or whether a candidate security mechanism fits in the resource-
related constraints of an embedded system; or whether security properties
of a security mechanism correspond to formulated security requirements of
a system.

The domain-specific security knowledge is stored in a repository so that
it is available for an embedded system engineer for its further reuse. The
domain specialisation of security knowledge is motivated by the following
rationale. Security requirements for a particular application depend on po-
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tentially present threats that vary based on the nature of an application and
deployment environment (i.e. a domain). As a result, the domain-specific
security knowledge will have a different set of required security properties
and, consequently, associated with them security mechanisms that satisfy
these security properties.
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Figure 3.2: Fragments of simplified design flows

3.2.3 Role of an Application Domain

The notion of an application domain plays an important role in SEED. It
is a basic notion that creates a common ground for system engineers and
security experts.

In general, a domain can be simply defined as an area of interest to a
particular development [36]. Kelly and Tolvanen [36] mention two general
ways to look at the notion of a domain: horizontal and vertical. Examples of
horizontal (also called technical) domains are persistency, user interface, and
communication; examples of vertical (also called as functional or business)
domains are telecommunication, banking, and robot control. In this thesis,
our notion of application domains has more in common with the vertical
domains mentioned by Kelly and Tolvanen.

In domain-specific modelling the main objective of creating a domain is
to define a domain-specific language that will facilitate development effort.
In our work, we look at a domain as a pool that contains domain-specific
information. In particular, this pool contains information about components
that are used in this domain for construction of execution platforms, and
information about workloads that are typical for this domain. These details
can be encapsulated as a part of a domain-specific language.

Thus, when a system engineer designs an execution platform he/she uses
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constraints and components from the corresponding domain pool; similarly,
a security experts relies on the same common components and constraints
when designing a security mechanism. Additionally, when a security expert
evaluates a security mechanism he/she does it based on workloads that are
typical for systems from this domain. Figure 3.3 summarises the relation
between a domain, a system, and a security mechanism. In this fashion, we
can achieve some degree of relative independence between security experts
and system engineers.
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Figure 3.3: Partial relations between a domain, a system, and a security
mechanism

3.2.4 Development of a Security-enhanced Embedded

System

An embedded system engineer is the one who develops a security-enhanced
embedded system. The goal is to extend a system model with security
features that are retrieved from relevant parts of the domain-specific security
knowledge. In particular, this activity within SEED foundation is built of
three basic steps:

• First, a system model is analysed to identify those parts that need
security protection. Both functional and execution platform models
are subjects of this analysis.

• Second, the security knowledge is consulted to retrieve a set of rel-
evant security properties (based on outcomes of the previous step).
Consequently, a set of security mechanisms that are available in the
repository to satisfy identified security properties are also retrieved
from the domain-specific security knowledge.

• Finally, since integration of a new feature into an embedded system
comes with resource claims, the selected set of security mechanisms is
studied with respect to a potentially created resource overhead.
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The result of this activity (if successful) is an embedded system design
extended with a suitable set of security mechanisms that meet security goals
of a system under development.

In this section, we have described the SEED foundation that presents
the generic process intended to support an embedded system engineer and
security expert in designing security-enhanced systems. In the next chap-
ters, we describe one instance of the SEED realisation. In particular, we
clarify in terms of specific concepts, methods, languages, and technologies
how the domain-specific security knowledge is captured by a security expert
(in Chapter 4) and how it is applied by an embedded system engineer (in
Chapter 5).





4
Capturing of the Domain-specific

Security Knowledge

This chapter details the “capturing of the domain-specific security knowl-
edge” activity for the SEED realisation. Recall from Figure 3.1, that as part
of this activity, a security expert creates a set of artefacts to describe the
existing security mechanisms. This description includes functional model of
security solutions, their provided security properties, and information about
their performance evaluation. In order to structure and operate with this
information, we develop two concepts, namely a Domain-Specific Security
Model (DSSM) and a Performance Evaluation Record (PER). These con-
cepts are formalised as a set of ontologies. Additionally, we employ methods
and tools from the area of model-based engineering, like modelling languages
and transformation techniques, to facilitate the creation and usage of these
concepts by embedded system engineers and security experts.

We describe the developed concepts and their support in Section 4.1.
Thereafter, Section 4.2 explains processes and tools created to assist a se-
curity expert to work with the introduced concepts.

4.1 Developed Concepts and Artefacts

As mentioned above, our approach rests on two concepts. DSSM is a concept
used by a security expert to describe a security solution; PER is another
one that serves to describe results of performance evaluation of a security
solution. These concepts are implemented by aligning two technologies,
namely UML modelling and ontologies. In the following, Section 4.1.1 and
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Section 4.1.2 explain the DSSM and PER concepts respectively.

4.1.1 Domain-specific Security Model

A scheme depicted in Figure 4.1 shows the introduced artefacts and their
relations. The core artefact is an ontology that we use to define the structure
for description of the domain-specific security knowledge. Among studied
ontologies for the security domain, the one created by Herzog et al. [72] fits
our needs. This ontology is a general information security ontology and was
explained in Section 2.3. The ontology created in our work is an adapted
Herzog et al. security ontology and is called core security ontology. To
facilitate the use of this ontology we define an expert’s front-end using the
widely accepted UML standard. In particular, the core security ontology is
represented as a UML class model. This UML class model serves as a simple
tool used by security experts to describe their knowledge about existing
security solutions. More specifically, an instance of this model, i.e. object
diagram, is actually the captured domain-specific security knowledge and is
called Domain-Specific Security Model (DSSM). We transform each DSSM
into the OWL syntax and use it to extend the original core security ontology.
We refer to an extended ontology as an enriched security ontology. In the
following, we continue explaining the mentioned artefacts in more detail.

Figure 4.1: DSSM concept and related artefacts

Core Security Ontology

The core security ontology adapted from the Herzog et al. [72] ontology
is depicted in Figure 4.2. The main point of departure arises in order to
introduce three new concepts, which are security property, security building
block, and domain. Thus, the use of the Herzog et al. ontology has served its
purposes outlined by the authors [72], namely as a learning material about
the structure of information security and as a framework for developing new
detailed security taxonomies. We proceed to describe the adapted ontology
used to support the processes of capturing and using the domain-specific
security knowledge.

In the core security ontology, we reuse three basic concepts introduced by
Herzog et al. [72], namely asset, security goal, and defence strategy. Assets
are the “objects of value” of a system that are needed to be protected. In
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Figure 4.2: Illustration of the core security ontology

our context, they can be stationary data residing on a physical component
or data in transit being transmitted between different components. Other
types of assets, e.g. algorithms or Intellectual Properties (IPs), may also be
considered and introduced. The protection of an asset leads to the fulfil-
ment of a particular security goal like protecting its confidentiality, integrity,
or availability. The countermeasures introduced below follow a certain de-
fence strategy, e.g. preventing attacks or recovering after an attack. For
the security goal and for the defence strategy, we reuse all the terms (i.e.
individuals) defined in the ontology of Herzog et al. [72].

In addition to these elements, the core security ontology introduces new
concepts, which are shown as grey boxes in Figure 4.2. Two of them are
abstract and concrete Security Building Blocks (SBBs) replacing the notion
of a countermeasure used by Herzog et al. [72]. These refinements enable
us to distinguish between more general countermeasures represented by the
abstract SBBs and their implementations specified as concrete SBBs. For
example, an abstract SBB might refer to a cryptographic hash function as
a general method to provide integrity while the different realisations of the
hash function (e.g. SHA-1, MD2, or MD5), that are implemented as a piece
of code or hardware, are represented by concrete SBBs. With respect to the
resource limits of embedded systems, it is important to note that the im-
plementations may have different resource footprints. Each concrete SBB is
associated with functional specifications. The functional specification entity
is description of a functionality of a concrete SBB (that is an implementation
of a security countermeasure) to the extent (level of details) that is needed
for integration of this SBB into a system model. A particular form of these
descriptions will dependent on modelling language of this domain. For ex-
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ample, in case of the component-based system development, the functional
specifications of a SBB can be a specification of a corresponding component
and its interfaces. In our work, we use the SPACE building blocks that are
composed of a functional model and external state machine. Further, a con-
crete SBB can comply with some standards, e.g. it may have passed some
certification. Another concept introduced by our ontology is the notion of
security properties encompassing the three notions: assets, security goals,
and defence strategies. Finally, we enrich the ontology with the concept of
a domain that represents an application domain, e.g. the smart metering
domain.

The relations in the core security ontology are defined as follows. Like
the countermeasures in the Herzog et al. ontology, an abstract SBB protects
an asset, provides some security goals, and uses some defence strategies. We
have modified the protects relation for a security goal and a defence strategy
used by Herzog et al. [72] since we find that the provides and uses relations
reflect more precisely their semantics within our process. In addition to these
three relations, an abstract SBB belongs to some application domain. A
concrete SBB implements an abstract SBB but, in turn, may create certain
assets itself. For example, the keys in some implementation of a public
key cryptography mechanism have to be protected in order to fulfil the
confidentiality and integrity goals. The functional specification concept is
related to the concrete SBB concept with the has relation. The last relation
of the concrete SBB concepts is a comply that relates it to the standard
concept. This covers common requirements in engineering of networked
embedded systems. In the metering domain, for example, a system will
have to fulfil legal calibration requirements following a standard. Finally, a
security property relates assets, security goals, and defence strategies, which
in the following sections will be referred to by triplets [asset, security

goal, defence strategy].

The UML Representation

To support a security expert in capturing the domain-specific security knowl-
edge that is formalised as the core security ontology, we represent the ontol-
ogy as a UML class model depicted in Figure 4.3. Each DSSM is effectively
an instantiation of the core security ontology. Therefore, we specify a DSSM
as an instance of this class model. The security knowledge captured by each
DSSM is used to extend our core security ontology presented above with
a corresponding set of axioms on relations and individuals. This enables
us to use the ontology querying and reasoning services to extract relevant
parts when this knowledge is required for an embedded system engineer. In
other words, the class model in Figure 4.3 serves as a language dedicated for
capturing knowledge by security experts, i.e. to create DSSMs, while the
ontology in Figure 4.2 is a formalism for this language [36].

It is worth mentioning, that the UML model in Figure 4.3 is not a di-
rect transformation of the security ontology from Figure 4.2 since it is not
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domain knowledge by itself, but rather a tool to capture the knowledge.
The model consists of five classes and three relations, which are direct map-
pings of the elements of the core security ontology. The preserved classes
are Asset, AbstractSBB, ConcreteSBB, DataStationary, and DataInTran-
sit. The preserved relations are implements (between ConcreteSBB and
AbstractSBB), protects (between Asset and AbstractSBB), and creates (be-
tween ConcreteSBB and Asset). The is-a relation from DataStationary and
DataInTransit to Asset in the core security ontology is modelled in the form
of generalisations.

Other elements of the core security ontology are specified in a differ-
ent way. Instances of the security goal and defence strategy classes are
represented as the enumerations SecurityGoalKind respective DefenceStrat-
egyKind. The uses relation between the abstract SBB and defence strategy
classes in our ontology is represented by the property usesStrategy in the
class AbstractSBB. Likewise, the providesGoal property in AbstractSBB re-
places the provides relation between the abstract SBB and security goal
classes of the core security ontology. Similarly, the functional specification
and standard concepts related to the concrete SBB concept are represented
as the mFunctional and stdCompliance properties of the ConcreteSBB class
respectively.

In contrast, the security property and the domain concepts of the core
security ontology are not directly represented in the UML model. This is due
to the fact that the triple asset, security goal, and defence strategy already
captures the notion of a security property. Therefore, security properties
can be directly extracted from a DSSM. Analogously, the domain concept
from the core security ontology is represented by the name of a DSSM (i.e.
the object diagram).

As mentioned before, a given DSSM is essentially an instance of the UML
class model depicted in Figure 4.3. As an example, we depict in Figure 4.4
the UML class diagram for a small fragment of the metering DSSM used
for our measurement transfer scenario from Section 2.5. This DSSM con-
tains three assets: StoredMeasurement that represents energy measurements
stored on a device; CollectorToServerMsr that represents energy measure-



44
CHAPTER 4. CAPTURING OF THE DOMAIN-SPECIFIC

SECURITY KNOWLEDGE

Figure 4.4: Metering DSSM

ments sent from a collector device to an operator server; SensorToMeterMsr
that represents energy measurements sent from a sensor to a metering de-
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vice. These assets may be protected by five abstract SBBs: Secure stor-
age and Tamper evident seal that provide confidentiality and integrity for
the StoredMeasurement asset; Cipher that provides confidentiality for the
CollectorToServerMsr asset; Digital signature that provides integrity and
authentication for the CollectorToServerMsr asset; and Anomaly detection
that provides integrity for the SensorToMeterMsr asset. Seven concrete
SBBs implement these abstract SBBs. Each abstract SBB in Figure 4.4 is
supported by one or two implementations. In general, one abstract SBB
can be implemented by several concrete SBBs. For example, the DES and
AES concrete SBBs implement the Cipher abstract SBB. These concrete
SBBs have one or a pair of functional models (see the mFunctional slot). In
this study and in this SEED realisation, they are SPACE blocks for encryp-
tion (AES Encryption and DES Encryption respectively) and decryption
(AES Decryption and DES Decryption respectively).

Enriched Security Ontology

In the following, we explain the last artefact introduced in Figure 4.1, namely
the enriched security ontology.

Each DSSM is transformed into the OWL syntax (outlined in Section 2.3)
extending the core security ontology, as it is depicted in Figure 4.1. In other
words, these DSSMs are used to populate the core security ontology. In
turn, each DSSM is encapsulated into a separate ontology, called [domain
name] security ontology that imports (using the owl:import construct) the
core security ontology. We refer to the merge of all domain security ontolo-
gies obtained from DSSMs as the enriched security ontology. This modular
structure of the enriched security ontology facilitates its management (e.g.
its update). Figure 4.5 shows the described dependencies of the introduced
ontologies. In this figure, Domain 1 and Domain n represent application
domains, e.g. metering devices and set-top boxes domains respectively.

Figure 4.5: Enriched security ontology
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The task of updating the enriched security ontology with the knowledge
captured by a newly created DSSM is implemented as transformation of
elements of a DSSM and their relations into corresponding set of axioms
on classes, relations, and individuals. We use model-to-text transformation
techniques and tools, like Acceleo [78], to realise this transformation. Af-
terwards, these axioms are added into the corresponding [domain name]
security ontology.

All objects of the metering DSSM in Figure 4.4 are added into the en-
riched security ontology as individuals of the corresponding concepts of the
core security ontology from Figure 4.2. Thereafter, additional axioms are
added that transform instances of the protects, implements, and creates
associations from a DSSM into corresponding (OWL) object properties.
The usesStrategy and providesGoal attributes are transformed into triples
of [object, object property, subject] where an object is an instance
name of the AbstractSBB class, an (OWL) object property corresponds to
the uses and provides relations respectively, and a subject is a value of
the attribute. Such attributes as mFunctional and stdCompliance are ap-
proached in a similar way. The difference is that an (OWL) object property
is replaced by a (OWL) data property since values of these three attributes
are strings.

4.1.2 Performance Evaluation Record

Figure 4.6 depicts a scheme that shows the defined artefacts and their re-
lations. This scheme follows a similar pattern as presented in the previous
section. The core artefact is an ontology that describes concepts and re-
lations of the performance evaluation domain. This ontology is called core
evaluation ontology. Differently from the core security ontology, a UML
profile is designed as a representation front-end for the core evaluation on-
tology. This profile is called Generic Evaluation Model (GEM). An expert
defines an evaluation context as a set of UML models of different types and
annotates their elements using stereotypes of the designed profile. These
UML models are called Performance Evaluation Record (PER). Further,
these models are transformed into the OWL syntax and used to extend the
initial core evaluation ontology forming an enriched evaluation ontology.

The infrastructure in Figure 4.6 can be used to capture results of perfor-
mance evaluation of any building block that realises extra-functional prop-
erties, e.g. security, safety, and real-time. Thus, security is just one example
of such extra-functional properties. Therefore, we use generic terms in this
section, i.e. the SBB term introduced in the previous section is replaced by
the Reusable Building Block (RBB) concept 1. In the following, we continue
explaining in more detail the mentioned artefacts.

1In the rest of the thesis (except this section), we avoid using the term RBB. However,
a reader should understand that the term SBB should be replaced by RBB when it comes
to discussions of PER and related concepts (e.g. in Section 4.2 and 5.5).
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Figure 4.6: PER concept and related artefacts

Core Evaluation Ontology

Figure 4.7 depicts an ontology developed in this study in order to capture re-
sults of performance evaluation of RBBs called core evaluation ontology. To
build the core evaluation ontology, we use the knowledge about the structure
of the analysis domain obtained from various sources. They are mainly the
MARTE GQAM profile explained in Section 2, and the published research
and industrial papers where performance aspects of different RBBs are stud-
ied, e.g. such works published by Nadeem and Javed [79] and Preissig [80]
where performance characteristics of security solutions are investigated. We
proceed to describe elements of the core evaluation ontology depicted in
Figure 4.7.
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Figure 4.7: Core evaluation ontology

Evaluation is a central concept of the core evaluation ontology. It relates
four other concepts that indicate constituents of any evaluation procedure.
They are Target of Evaluation (ToE), approach, workload, and metrics.

ToE refers to an RBB that is under performance evaluation. There are
two sub-classes for the ToE concept, namely ToE RBB and ToE function.
A ToE can be characterised by a set of parameters introduced by the ToE
parameter concepts, e.g. the key size for an encryption RBB. The platform
concept denotes an evaluation platform used for performance analysis. We
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create the required component concept to introduce those components of an
evaluation platform that are significant for a considered ToE to obtain the
captured performance results. For example, it can be a particular instruction
set exploited by a ToE implementation.

The approach concept denotes the description of the used evaluation
method. Each approach can be characterised by its kind and approach
parameters. The approach kind concept defines the type of the evaluation
method. It has such individuals as simulation, emulation, or analytical
analysis. The workload concept introduces the workload used during the
performance evaluation, e.g. a sequence of triggering events, or an amount
of data sent over a channel. Similarly, a workload can be parameterised
using the workload parameter concept.

The metrics concept defines a set of metrics adopted for the perfor-
mance evaluation. These metrics can be of two categories as denoted by its
sub-classes. The first category (the resource metrics concept) describes the
resource footprint created by ToE (e.g. execution time). The second cat-
egory (the domain metrics concept) refers to the obtained indicators that
characterise the quality of extra-functional properties, e.g. the security level
provided by a ToE. The presence of these two categories reflects the fact
that for selection of suitable RBBs both resource footprint and quality of
service indices play a significant role.

The following relations are defined in the core evaluation ontology. Any
evaluation evaluates some ToE, executes under some workload, uses some
approach, and obtains some metrics. A ToE RBB can provide some ToE
functions. Any ToE executes on some evaluation platform. A platform may
contain some required components. Any obtained metrics are measured on
some platform. A ToE, approach, and workload have some ToE parameters,
approach parameters, and workload parameters respectively. Additionally,
an approach can have some approach kind. Finally, each evaluation has
some date and performed by some organisation.

The UML Representation

In this section, we define a profile used by an expert in order to capture
performance evaluation results called Generic Evaluation Model (GEM).
This profile is depicted in Figure 4.8.

The GEM profile consists of nine stereotypes and nine relations which
are direct mappings of the elements of the core evaluation ontology. The
preserved classes are gemToE, gemToE RBB, gemToE Function, gemEval-
uation, gemApproach, gemWorkload, gemMetrics, gemPlatform, and gem-
RequiredComponent. The preserved relations are uses, evaluatesUnder, ob-
tains, and evaluates which relates gemEvaluation with gemApproach, gem-
Workload, gemMetrics, and gemToE respectively. Other directly mapped
relations are measuredOn between the gemMetrics and gemPlatform stereo-
types, contains between gemPlatform and gemRequiredComponent, exe-
cutesOn between gemToE and gemPlatform, and provides between gem-
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Figure 4.8: Generic evaluation model UML profile

ToE RBB and gemToE Function. The is-a relations from gemToE RBB
and gemToE Function to gemToE in the core evaluation ontology are mod-
elled as generalisations in GEM.

Other elements of the evaluation ontology are specified in a different way.
Individuals of the approach kind class are represented as an ApproachKind
enumeration (not shown). The relation between the ToE and ToE parame-
ter concept in our ontology are represented by the tag definition toeParam
in the stereotype gemToE. Likewise, the approachParam tag definition in
gemApproach replaces the has relations between the approach and approach
parameter concepts of the core evaluation ontology. The same logic applies
for the workloadParam tag definition. Finally, the has relation between
the metrics concepts are represented as corresponding tag definitions of the
gemMetrics stereotype, namely domainMetrics and resourceMetrics.

In the following, we explain what UML models can be annotated with the
stereotypes from GEM, and what MARTE packages are used. We conclude
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this section with an example illustrating a possible use of the GEM profile.
gemToE, gemApproach, and gemWorkload can be used to annotate either

a complex or a very simple UML model of a corresponding constituent.
The level of detail does not play a significant role for the GEM profile.
Nevertheless, the richer these models are the more informed decisions can
be made by an embedded system engineer when selecting RBBs.

In order to model an evaluation platform, i.e. the gemPlatform stereo-
type, we use a UML class model annotated with stereotypes from the HRM
MARTE package. An execution platform can describe resources that take a
variety of forms, e.g. hardware, software, or logical resources. In this study,
we consider only hardware components. However, the general concept is
scalable to include other forms of resources for analysis.

We employ the non-functional properties (NFPs) modelling package of
MARTE to specify parameters and metrics tags defined in GEM. These
are such classes as ToEParameter, ApproachParameter, WorkloadParame-
ter, DomainMetrics, and ResourceMetrics. The NFP package provides a
domain model and syntax for specifying different kinds of customer data
type. MARTE also provides a library with predefined primitive types and
types commonly used in real-time and embedded system domain (see Annex
D.1 of the MARTE specifications [41]). In short, this library defines such
basic data types as interval type and collection type (MARTE DataTypes
package in MARTE Library) and such NFP types as frequency, data size,
and power (BasicNFP Types in MARTE Library).

The MARTE GQAM profile (outlined in Section 2.2) allows bridging the
gap between model-driven engineering and existing formalisms and tools for
analysis. Thus, it can significantly help the domain (in our case, security)
experts to design their evaluations. In order to demonstrate how our profile
can be used to capture performance evaluation results modelled in GQAM,
we identify the correspondence between the stereotypes and tags of GEM
and GQAM shown in Table 4.1.

Note that our profile is not restricted to capturing results only when
GQAM or its refinements are used. For example, results presented by Preis-
sig [80], that are obtained through a traditional approach, can also be de-
scribed by GEM (as we will show later in this section). However, GQAM
can facilitate this task, since the mapping identified in Table 4.1 can be
automated as a transformation directly feeding relevant data into GEM.

GEM is a general UML profile that does not target any concrete extra-
functional domain. The same statement is applicable for the core evaluation
ontology. Therefore, a domain expert should refine some of its concepts to
tailor it to a certain domain. In particular, an expert needs to extend
the ToEParameter, DomainMetrics, and ResourceMetrics stereotypes. Fig-
ure 4.9 shows such a refinement for the security domain as an example
where a cipher and cluster-based anomaly detection RBBs are considered.
ToEParam Anomaly and ToEParam Cipher refine the ToEParameter con-
cept. According to these refinements, an anomaly detection mechanism can
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Table 4.1: Correspondence between the GEM and MARTE GQAM profiles

GEM GQAM
gemToE, gemToE RBB,
gemToE Function

Not represented.

toeParam No direct mapping. This tag definition
can be mapped to parametrisation (in-
put) variables declared by an expert within
the GaAnalysisContext stereotype where
sourceKind is defined as required (req).

gemEvaluation Not represented.
gemPlatform The GaResourcePlatform stereotype.
gemRequiredComponent Any element from a GaResourcePlatform

model can be annotated with this stereo-
type.

gemApproach Not represented.
kind (ApproachKind) Not represented. It is defined by an anal-

ysis formalism that underlies the GQAM
model.

approachParam Not represented.
gemWorkload The GaWorkloadBehaviour stereotype
workloadParam No direct mapping. This tag definition

can be mapped to parametrisation (in-
put) variables declared by an expert within
the GaAnalysisContext stereotype where
sourceKind is defined as required (req).

gemMetrics Not represented.
resourceMetrics No direct mapping. This tag definition

can be mapped to parametrisation (out-
put) variables declared by an expert within
the GaAnalysisContext stereotype where
sourceKind is set to calculated (calc), esti-
mated (est), or measured (msr). For ex-
ample, a range of tag definitions of the
GaStep stereotype (e.g. throughput, re-
sponse time, utilisation) can serve for the
purpose of the resource metrics.

domainMetrics No direct mapping. This tag definition
can be mapped to parametrisation (out-
put) variables declared by an expert within
the GaAnalysisContext stereotype where
sourceKind is set to calculated (calc), esti-
mated (est), or measured (msr).
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be characterised by the number of clusters (numberOfClusters) and clus-
ter centroid distance threshold (clusterDistanceThreshold) [81], while a ci-
pher building block can be characterised by its key size (keySize), cipher
mode (cipherMode), and cipher type (cipherType). Quality of service met-
rics for an anomaly detection are detection rate and false positive rate (see
DM Anomaly) and for a cipher they are resistance to attacker’s capabilities
in terms of its skill, motivation, and duration of the attack(see DM Cipher),
and etc. Finally, a pair of resource metrics are considered for these two
security RBBs, namely bandwidth and energy (see RM Anomaly) for an
anomaly detector and the used memory and data rate (see RM Cipher) for
a cipher.

ToEParam_Cipher

‹‹ToEParameter››

keySize: NFP_DataSize

cipherMode: CipherMode

cipherType: CipherType

DM_Cipher

‹‹DomainMetrics››
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motivation: AttackMotivation

duration: NFP_Duration

kind: AttackKind [1..*]

source: SourceKind

technique: TechniqueKind [1..*]

resource: ResourceKind

RM_Cipher

‹‹ResourceMetrics››

memory: NFP_DataSize

throughput: NFP_DataTxRate

area: NFP_Area

power: NFP_Power

energy: NFP_Energy

DM_AnomalyDetector
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detectionRate: NFP_Percentage

falsePositiveRate: NFP_Percentage

RM_AnomalyDetector

‹‹ResourceMetrics››
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Figure 4.9: The refinement of the GEM profile for the security domain

A description of actual performance evaluation results captured when
the GEM profile is used is called Performance Evaluation Record (PER).
Figure 4.10 depicts an example of a PER used in development of the smart
metering application from Section 2.5. The DES Evaluation class anno-
tated as “gemEvaluation” shows that an evaluated RBB is DES Encryption
where DES Metrics is a set of the obtained metrics. The DES Encryption
RBB has configuration parameters specified in DES Settings and is executed
on the TMS320C6211 chip. Besides, TMS320C6211 is annotated with the
gemRequiredComponent stereotype and, therefore, will be treated as a plat-
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form constraint for DES Encryption in further analysis. For specification
of this chip we use two stereotypes from the HRM profile, i.e. HwProcessor
and HwComponent, and one tag, i.e. r Conditions. The two stereotypes
intuitively denote that TMS320C6211 is a processing component; the tag
associates environmental condition to the component. This information will
be further reused for selecting suitable SBBs.

Figure 4.10: Security evaluation record for the DES RBB

Enriched Evaluation Ontology

In the following, we explain the last artefact introduced in Figure 4.6, namely
the enriched evaluation ontology.

Each refinement of the GEM profile for an extra-functional domain (e.g.
as one depicted in Figure 4.9) is transformed into a separate ontology called
[domain name] evaluation ontology that imports the core evaluation ontol-
ogy enriching it with additional concepts from this domain, e.g. refinements
of the ToE parameters, domain, and resource metrics concepts. Since each
PER (e.g. as one depicted in Figure 4.10) is essentially an instance of the
refined GEM profile, we transform it into axioms on individuals and call it
[domain name] evaluation record ontology.

The transformation is approached similar to one outlined in Section 4.1.1.
For example, a class annotated with the ToE stereotype becomes a subclass
of a corresponding concept (ToEParameter) and an instance becomes an
individual of this subclass. A [domain name] evaluation record ontology
imports a corresponding [domain name] evaluation ontology. We refer to
a collection of [domain name] evaluation record ontologies as an enriched
evaluation ontology. Figure 4.11 shows the above introduced ontologies and
their dependencies. In this figure, Domain 1 and Domain n represent extra-
functional domains, e.g. Domain 1 can be exemplified as the security do-
main, and Domain n as the safety domain.
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Figure 4.11: Enriched evaluation ontology

4.2 Capturing Security Knowledge

In this section, we explain the proposed process for capturing of the domain-
specific security knowledge using the DSSM and PER2 concepts.

The starting point of the creation of DSSMs is to decide on a domain.
The DSML theory inherently leaves the notion of a domain flexible. Hence,
it is up to security experts to decide what kind of a domain a DSSM will
describe. Typically, we consider application domains (e.g. metering devices,
set-top-boxes, banking access terminals), which can be characterised by a
different set of assets and a specialised set of security solutions. Domains
can be in some relations, e.g. domains can overlap or one domain can be a
part of another one. Note that the closer a selected domain is tailored to a
type of a system, the more specialised and detailed solutions it contains (i.e.
the set of assets and concrete SBBs). For example, both communication
and metering DSSMs may be applied for our smart metering devices case
study described in Section 2.5, but obviously the communication DSSM will
contain such general assets as “message” and “acknowledgement”, while the
metering DSSM operates with “measurement” as an asset.

The process of DSSM creation is depicted in Figure 4.12. It starts
with three activities: Create a DSSM, Create functional models for concrete
SBBs, and Create PERs for concrete SBBs. The Create a DSSM activity
includes definition of assets, abstract SBBs with their goals and strategies,
and concrete SBBs omitting the definition of their functional specifications
(i.e. the mFunctional slot of the ConcreteSBB class depicted in Figure 4.3).
Thus, the outcome of this activity is a definition of the DSSM with place
holders for concrete SBBs. Functional models of each concrete SBBs are cre-
ated during the Create functional specifications for concrete SBBs activity.
In our case, a security expert creates SPACE models of concrete SBBs. The

2In this section, we start again to use the term (concrete) SBB instead of RBB when
discussing PER and related concepts shifting the focus back to security.
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third activity, i.e. Create PERs for the concrete SBBs, is concerned with a
description of the performance evaluation results in the form of PERs.

The order of the three activities described above is undefined, since it
does not play a significant role for our process. Thus, if SPACE models of
the considered concrete SBBs exist (e.g. they are available in the Arctis
library of building blocks [43]), the corresponding activity can be omitted.
Similarly, the activity Create PERs for concrete SBBs can be omitted. The
absence of any of the two types of artefacts produced by these activities
(e.g. functional models for concrete SBBs or their evaluation records) will
simply disable the corresponding type of analysis.

The DSSM with 

place holders for 

concrete SBBs

SPACE models 

of the 

concrete SBBs

Create a DSSM

Create PERs 

for 

concrete SBBs

The PERs for

the 

concrete SBBs 

Register the 

concrete SBBs

Register the DSSM

The DSSM with 

the concrete SBBs

Enriched ontologies 

Create  functional 

specifications

 for concrete SBBs

Figure 4.12: The process for creation of DSSMs

The next activity is Register the concrete SBBs that allows associating
the created functional (SPACE) models and PER models of concrete SBBs
with the corresponding elements of the DSSM. In particular, the functional
Arctis model is bound to the mFunctional. When all concrete SBBs of the
created DSSM have been bound with the functional and PER models, the
DSSM can be registered.

The main outcome of the Register the DSSM activity is two ontologies.
The first ontology is a [domain name] security ontology derived from the
DSSM that is a part of the enriched security ontology as explained in Sec-
tion 4.1.1. The other ontology is a [domain name] evaluation record ontology
derived from the PER that is a part of the enriched evaluation ontology as
explained in Section 4.1.2. Note that the enriched security and evalua-
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tion ontologies are two independent ontologies that can be used separately
from each other. In our work, we align them employing the owl:sameAs
construct (see Section 2.3) as follows: concreteSBB owl:sameAs ToE. Fig-
ure 4.13 summarises the relation between security and evaluation ontologies,
and domain.

Platform

Required

components

ToE

Components Domain

Abstract

SBB

Concrete

SBB

Functional

specifications

uses

has

implements

has

has

has

same as

. . . 

Core evaluation ontology
Core security ontology

has

has

Domain

Figure 4.13: Relations between the core security and evaluation ontologies,
and domain

It is worth noting that this architecture is modular. For example, the
activity Create PERs for concrete SBBs can be replaced by any other ac-
tivity that allows preparing concrete SBBs for a desirable type of analysis.
This will require creation of the needed infrastructure (e.g. ontologies and
profiles) and adjustment of the alignment.

When updating the enriched ontologies with new knowledge, the im-
portant question of maintaining their consistency arises. In particular, an
obvious problem when updating the enriched security ontology is its pol-
lution with concrete SBBs that have different names but refer to the same
implementation3. The unique name assumption of an ontology says that
entities with different names refer to different elements of the real world.
The OWL language has two constructs to express this assumption, namely
owl:sameAs or owl:differentFrom, that assert that two or more given entities
refer to the same or to different elements of the real world respectively. We
use the latter construct each time a new concrete SBB is added into the
enriched security ontology. However, it may be the case that security ex-
perts will populate the enriched security ontology with concrete SBBs that
actually refer to the same implementation. This situation can be resolved
by the owl:sameAs construct that states that two or more individuals refer
to the same element of the real world. However, some additional support
may be needed to ensure that two (or more) concrete SBBs under different
names are equal implementations. We envisage that techniques from the

3The trivial case, i.e. two entities with the same names, is not possible.
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area of model comparison or models diff (applied to functional and platform
models of concrete SBBs) can be employed to address the mentioned issue.
For example, Selonen [82] and Bendix and Emanuelsson [83] have a survey
about existing model comparison methods for UML models. Besides, a set
of tools exist to implement model comparison, e.g. EMF Compare [84].
The exploitation of these techniques goes beyond the scope of this work.
We consider it as a further enhancement of our tool support. In the rest of
this section, we outline a developed tool that supports the above process of
DSSM creation.

Figure 4.14: Registration of concrete SBBs (the user interface)

As mentioned earlier, we use the MagicDraw tool [13] as an integration
environment. To create DSSMs and PERs, we use the standard functionality
provided by MagicDraw. At the same time, functional models of concrete
SBBs are created in the Arctis tool [42]. In order to bind these two tools
supporting the process of the DSSM creation, we have developed a SEED
MagicDraw plug-in. In particular, this plug-in assists the creation of DSSMs
by supporting the following activities of the process depicted in Figure 4.12:

• Creation of a DSSM: the plug-in prepares an environment for a security
expert, i.e. it creates a MagicDraw project and loads the class model
depicted in Figure 4.3.

• Registration of concrete SBBs: the plug-in provides an interface (shown
in Figure 4.14) for binding functional model and platform model el-
ements of concrete SBBs with corresponding SPACE and MARTE
(from PER) models.

• Registration of a DSSM: the plug-in executes transformation of the
DSSM and PER to a set of axioms and adds them into the enriched
ontologies. Additionally, the plug-in can be used to upload the created
DSSM and PER to a library (local or public) for its further use.
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This chapter has explained capturing of the domain-specific security
knowledge. For this purpose, we have introduced two concepts, namely
the DSSM and PER concepts. The process followed by a security expert,
that exploits DSSMs and PERs, has been described. In the next chapter,
we describe how an embedded system engineer can apply this knowledge to
select a suitable set of security solutions to be integrated into a system.



5
Application of the Domain-specific

Security Knowledge

This chapter explains the “Development of a security-enhanced embedded
system model” activity for the SEED realisation. In particular, we focus on
the process of application of the domain-specific security knowledge captured
using DSSMs and PERs. This process is depicted in Figure 5.1.

Figure 5.1: Application of the domain-specific security knowledge

The process starts from the functional and platform models of a system.
In particular, we use SPACE models (see Section 5.1.1) to create a functional
description of a system and UML class models annotated with some MARTE
stereotypes (see Section 5.1.2) to create a platform description of a system.
Thereafter, a suitable DSSM is selected and its elements are associated with
the components of a functional model of a system (see Section 5.2). Note
that if a required DSSM is not found, this step should be preceded by

59
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the DSSM creation step explained in the previous chapter. That is, the
association step could be postponed until a suitable DSSM is created.

The step Association with DSSMs is followed by the step Asset elicita-
tion&Search for security properties (see Section 5.3) that results in a list
of relevant security properties to be satisfied. Subsequently, concrete SBBs
that satisfy the identified security properties are inferred from the enriched
security ontology as indicated by the Search for concrete SBBs step. There-
after, a related set of SPACE models are fetched, e.g. from the Arctis
libraries. This step is explained in Section 5.4.

Due to the existence of different concrete SBBs, often various ways to
secure an embedded system are possible that differ with regards to a range
of criteria. For example, an engineer needs to ensure that a system un-
der consideration will still perform the required functionality when security
mechanisms are incorporated [47]. Additionally, when dealing with embed-
ded systems, one needs to investigate how the added security mechanisms
affect the consumption of crucial resources. The compliance of considered
concrete SBBs to some standards can also affect a decision taken by a sys-
tem engineer. A set of other possible criteria to be considered is proposed
by Georg et al. [85]. Thus, to find a suitable solution one needs to carry
out analysis of desired criteria and compare different alternatives. In our
work, we introduced a so-called model-based compatibility analysis tech-
nique applied at the Compatibility-based selection of concrete SBBs step.
This analysis studies platform-related constraints of a system under devel-
opment and alternative concrete SBBs.

Subsequently, a set of SPACE blocks that satisfy this criterion are inte-
grated into a system model. At this point, other type of analysis are enabled,
e.g. to verify that integration of concrete SBBs provides the required level
of protection or that functional properties of a system are not violated by
this increment. It is reflected by the Analysis&Integration of concrete SBBs
step. A dashed line of the box for this step in Figure 5.1 indicates that the
elaboration of this step is not a contribution of this work. However, some
types of analyses are in a focus of the research group that is developing the
Arctis tool.

In the rest of this chapter, we explain each step outlined above using the
measurement transfer scenario from the metering infrastructure introduced
in Section 2 as a running example. We conclude this chapter with Section 5.6
that gives to a reader a broader view on the process of designing a security-
enhanced embedded system. In particular, Section 5.6 extends the proposed
process from Figure 5.1 highlighting additional steps and considerations that
an embedded system engineer needs account for when integrating security
mechanisms into a system.
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5.1 System Model

In the following, we demonstrate the languages employed in our work for
the functional and platform modelling. Section 5.1.1 illustrates a model
of the measurements transfer scenario using the model-based engineering
method SPACE. Section 5.1.2 shows an execution platform for a TSMC
device defined as a MARTE model.

5.1.1 Modelling a Functional Behaviour of a System

To develop secure networked embedded systems, we employ the model-based
engineering method SPACE [2] described in Section 2.2. Recall that appli-
cations are composed of building blocks that can specify a local behaviour
as well as the interaction between several distributed entities. Similar to
functional building blocks, security mechanisms can be expressed as self-
contained building blocks. These SPACE building blocks that describe
functionality of security mechanisms are functional specifications of con-
crete SBBs introduced in Section 4.1.1. Note that as a result of apply-
ing the SPACE method (i.e. building a system as composition of reusable
building blocks) the models used in different scenarios can share a lot of
commonalities.

«system» Metering Data Transfer

tsmc operator_server

c: Collector db: Db Handlert: Transfer Handler

start

data:
HashMap

start

dataIn:
HashMap

dataOut:
HashMap

start

ack:
boolean

store:
HashMap

ack:
boolean

Figure 5.2: Functional model of the measurement transfer scenario

Figure 5.2 depicts the measurement transfer scenario modelled in SPACE.
It is a UML activity consisting of two partitions, namely tsmc and opera-
tor server, that model the respective entities in our scenario. The activity is
composed of three building blocks that are connected with some “glue logic”
through pins on their frames. The building block c: Collector models peri-
odic collection of measurement data from TSMs handled by a TSMC. The
block db : Db Handler encapsulates the behaviour to store the data in a
database of the operator. The block t: TransferHandler manages the com-
munication between the two components that, as will be described later,
buffer the data, send it, and resend it in the case of a negative acknowl-
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edgement. The block c and db are local blocks since they specify the local
behaviour of an entity. In contrast, the block t is a collaborative block as
it also describes interaction between two entities. The three blocks (c, db,
and t), further, refer to activity diagrams that define their detailed internal
behaviour as exemplified for the block t in Figure 5.3.

The Petri net-like semantics of the activities models behaviour as control
and object flows of tokens between the nodes of an activity via its edges.
When a system starts, a token flows from each of the initial nodes (•) follow-
ing the edges of the activity. In the application in Figure 5.2, all three inner
blocks are started in the initial node. Then, periodically the collector block
emits a token containing an object of type HashMap through its pin data.
This object maps TSM identifiers to measurement values at a particular
time. As depicted by the outgoing edge from pin data of block c, the object
is forwarded to block t and further to block r: Reactive Buffer via its pin add
(see Figure 5.3). This buffering block, which is taken from one of the Arctis
libraries, is used to buffer measurement data that may arrive when other
data is being sent but not yet acknowledged. If data is received when the
buffer is empty, it is emitted immediately; otherwise, it is buffered. The pin
next is used to get subsequent data. Following the outgoing edge of the pin
out of the block r, a copy of measurement data is stored temporarily in vari-
able temp by the operation set temp. Thereafter, the token flows through
the merge node (⋄) and data is sent to the other entity as illustrated by
the edge crossing the partition border. In the receiver partition, the data
is forwarded out of the block which, according to Figure 5.2, is stored in a
database by the block db.

Transfer Handler

sender receiver

r: Reactive Buffer

out:
HashMap

add:
HashMap

temp: HashMap

delete

tempset

tempget

nextempty

init

dataIn:
HashMap

start

ack:
boolean

dataOut:
HashMap

true

false

Figure 5.3: Detailed behaviour of the transfer handler block

The block db:DbHandler in Figure 5.2 will emit a token via the pin
ack containing either a positive or a negative acknowledgement. A positive
acknowledge corresponds to a successful transfer of measurement data, while
a negative acknowledgement is issued in the case the received measurements
have not passed the validation test executed by the db block. Thus, the token
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emitted via the pin ack flows further inside the block t and, as depicted in
Figure 5.3, reaches the decision node (⋄). A positive acknowledgement leads
the token flows through the outgoing edge labelled with true. Thereafter,
the operation delete, that removes the data stored in the variable temp, is
called and subsequent data, if any, is retrieved from the buffer r. A negative
acknowledgement moves the token through the edge labelled with false. In
this case, the previously sent data is retrieved from the variable temp and
sent again.

5.1.2 Modelling an Execution Platform

A platform model of a TSMC device for our scenario is depicted in Fig-
ure 5.4. We use UML class models annotated with stereotypes of the Hard-
ware Resource Modelling (HRM) package of the MARTE profile (see Sec-
tion 2.2). The modelling is done in the MagicDraw tool [13].

Figure 5.4: Platform model for a TSMC device

The main component of a TSMC platform is an OMPA3530 board [86].
This board includes computing elements (TMS320C64x+ DSP and ARM
Cortex-A8), storage elements (NAND Flash and LPDDR), communication
interfaces (I2C, SDIO, and 10/100Mbps NIC), a daughter card, and a LCD
display. The daughter card is connected to the ADE7758 sensor via a Serial
Peripheral Interface (SPI) bus. Finally, 10/100Mbps NIC is used to connect
a TSMC to a communication channel (LAN). In the following, we briefly
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explain stereotypes from the MARTE HRM package used for modelling the
TSMC platform.

The HwResource is the most general term of the HRM that represents
any hardware unit. The HwComputingResource denotes a computation unit,
where the HwProcessor is its refinement that represents a processor or mi-
crocontroller unit. Similar, the HwMemory is an abstract memory unit that
denotes a given amount of memory, where the HwRAM refines it to repre-
sent a unit of the random access memory. The HwMedia is a central term
that represents a communication resource used to transfer data over some
channel. In our example, we use the HwBus stereotype that models a wired
channel. The HwEndPoint indicates that annotated components are con-
nection points. Finally, the HwDevice stereotype refers to an entity that
interfaces with an external environment.

5.2 Association with DSSMs

The goal of the step Association with DSSMs in the proposed process is
twofold: (1) a DSSM that is relevant for a system under development is
identified and selected; (2) bounds of a system (its functional model), where
the knowledge captured by a selected DSSM should be applied, are estab-
lished. Figure 5.5 depicts an interface of the SEED MagicDraw plug-in
developed to support this step. We exemplify the Association with DSSMs
step with our use case of the measurements transfer scenario.

Figure 5.5: Association of the selected DSSM with the system elements (the
user interface)

Since the scenario is the smart metering domain, an embedded system en-
gineer selects the metering DSSM from the library of DSSMs (i.e. step (1)).
Hence, the association is based on a matching of the system and security do-
mains. Thereafter, those parts of a system containing data to be protected
are identified (i.e. step (2)). In this thesis, we discuss the protection of the
metering data that, in the functional system model from Figure 5.2, flows
from the block c: Collector in the TSMC to the db:DbHandler in the op-
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erator server. Thus, these two blocks are the starting respective end points
of the object flow to be protected. Therefore, the identifiers of these two
blocks are assigned to the fields StartAnchor and FinishAnchor respectively
as it is shown in Figure 5.5.

5.3 Asset Elicitation and Search for Security

Properties

In this section, we present the asset elicitation technique along with the
search for security properties method. The developed asset elicitation tech-
nique consists of two steps. The first step inspects a functional model iden-
tifying present assets. This step uses a set of rules elaborated for traversing
a functional model and the information about assets relevant for a certain
domain obtained from an associated DSSM. Thereafter, we retrieve from the
enriched security ontology a set of security properties associated with the
identified assets through the DSSM. Further, we proceed with the second
step of the asset elicitation technique. This step utilises a platform model
of a system and information about their potential threats to identify vul-
nerable assets. The output, when the asset elicitation technique is applied,
is a set of assets and security properties that associate security goals and
defence strategies with the identified set of assets.

In Section 5.3.1 we define a set of rules that allow identifying assets
to be protected within a functional system model. Section 5.3.2 shows a
method to retrieve a set of security properties relevant for the identified
assets. Then, we explain the developed approach to refine a set of identified
assets and corresponding security properties utilising the platform descrip-
tion information. This method is presented in Section 5.3.3.

5.3.1 Asset Elicitation on a Functional Model

The first step of the proposed asset elicitation technique is to identify an
initial set of security assets utilising a functional model of a system. This
identification is implemented as rule-based classification of assets. Thus, the
rule-based classification is a method that allows identifying assets within a
functional model of a system and their matching to the classes defined in
the core security ontology introduced in Section 4.1.1. In particular, the
considered classes are “data stationary” and “data in transit”.

The rule-based classification is realised as application of the rules R1
– R7 to collaborative-based SPACE models. These rules are presented in
Figure 5.6. We have implemented this functionality in a tool called asset
analyser. Afterwards, an engineer complements this classification according
to an associated DSSM. However, it is worth noting that the latter task can
potentially be automated given a system modelling language closely tailored
to a domain (i.e. a domain-specific language). We now proceed to explain
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our rules (see Figure 5.6) and their application logic (see Figure 5.8).
According to the SPACE semantics [44], an activity is a directed graph

g with a set of activity nodes V and connecting edges E, i.e. g = (V,E).
Figure 5.6 presents the seven identification rules R1 to R7. In the rules, we
use the following functions:

• Two functions mapping an activity node and edge to their particular
types, i.e. kindV : V → KV and kindE : E → KE , where KV =
{operation, merge, join, fork, decision, local, collaboration, other}
and KE = {object, control}.

• The set ON of all object nodes of a given activity, i.e. the data stored
in the system and transported within the data flow tokens.

• Two functions mapping a given node to the set of its incoming and
outgoing edges, i.e. inE : V → 2E and outE : V → 2E .

• Two functions returning an object flowing to (reps. from) a given node
through an edge, i.e. inO : E × V → ON and outO : V × E → ON .

• A function mapping a node to a set of partitions to which it belongs,
i.e. part : V → 2P , where P is a set of all partitions of a given activity
diagram.

• Two functions that return the source and target nodes of a given edge,
i.e. source : E → V and target : E → V respectively.

• A function mapping a merge node and the set of its incoming object
edges to its outgoing object, i.e. fMerge : V × 2E → ON . Likewise,
we define function fJoin for a join node. In SPACE only one outgoing
edge is allowed for merge and join nodes [45].

• A function mapping a fork node, its incoming object edge, and one of
its outgoing edges to an object flowing through this outgoing edge, i.e.
fFork : V × 2E ×E → ON . Likewise, we define function fDecision for
a decision node. For the sake of generality, we allow that the second
argument of fFork and fDecision is a set of edges, but in SPACE fork
and decision nodes can have only a single incoming edge [45].

• A function mapping a given asset to a class from the core security
ontology, i.e. class : A → KA, where KA = {transit, stationary} and
A is the set of assets constructed from elements of the set ON . Each
asset is uniquely identified as a tuple 〈ON, V,E〉.

• A function that takes a certain activity (i.e. a graph) g ∈ G and
returns a set of assets elicited within this activity g, i.e. fa : G → A,
where G is a set of activities.
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R1:

q ∈ V, e ∈ inE(q), kindE(e) = object,

kindV (q) ∈ {operation, local, collaboration}

∃asset : asset = 〈inO(e, q), q, e〉,

class(asset) = stationary, fa(g) = fa(g) ∪ asset

R2:

q ∈ V, e ∈ outE(q), kindE(e) = object,

kindV (q) ∈ {operation, local, collaboration}

∃asset : asset = 〈outO(q, e), q, e〉,

class(asset) = stationary, fa(g) = fa(g) ∪ asset

R3:

e ∈ E, kindE(e) = object,

part(source(e)) ∩ part(target(e)) = ∅, q ∈ V,

kindV (q) ∈ {operation, local, collaboration}, e ∈ outE(q)

∃asset : asset = 〈outO(q, e), q, e〉,

class(asset) = transit, fa(g) = fa(g) ∪ asset

R4:

e ∈ E, kindE(e) = object,

part(source(e)) ∩ part(target(e)) = ∅,m ∈ V,

kindV (m) = merge, e ∈ outE(m), V ′ ⊆ V, q ∈ V ′,

inE(m) ∩ outE(q) 6= ∅, kindV (q) ∈ KV \ {other}

∃asset : asset = 〈fMerge(m, inE(m)),m, e〉,

class(asset) = transit, fa(g) = fa(g) ∪ asset

R5:

e ∈ E, kindE(e) = object,

part(source(e)) ∩ part(target(e)) = ∅, d ∈ V,

kindV (d) = decision, e ∈ outE(d)

∃asset : asset = 〈fDecision(d, inE(d), e), d, e)〉,

class(asset) = transit, fa(g) = fa(g) ∪ asset

R6:

e ∈ E, kindE(e) = object,

part(source(e)) ∩ part(target(e)) = ∅, j ∈ V,

kindV (j) = join, e ∈ outE(j), V
′ ⊆ V, q ∈ V ′,

inE(j) ∩ outE(q) 6= ∅, kindV (q) ∈ KV \ {other}

∃assetasset = 〈fJoin(j, inE(j)), j, e〉,

class(asset) = transit, fa(g) = fa(g) ∪ asset

R7:

e ∈ E, kindE(e) = object,

part(source(e)) ∩ part(target(e)) = ∅, f ∈ V,

kindV (f) = fork, e ∈ outE(f)

∃asset : asset = 〈fFork(f, inE(f), e), f, e〉,

class(asset) = transit, fa(g) = fa(g) ∪ asset

Figure 5.6: Rules for asset identification

The asset elicitation rules defined in Figure 5.6 form a set of assets
for an activity g that is accessed through fa(g). Thus, each time a rule
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identifies an asset, i.e. asset, this asset is added into a set of elicited assets
for g, i.e. fa(g) = fa(g) ∪ asset. We require that initially (i.e. before the
elicitation process starts) the set of assets for an activity g is an empty
set, i.e. fa(g) = ∅. We continue describing in more detail each rule from
Figure 5.6 and their application logic.

The rules R1 and R2 express that for an operation, local, or collabora-
tion node q a stationary data asset (i.e. asset) is observed if this node has
an incoming (R1) resp. outgoing (R2) edge e of the object kind. The rules
R3 to R7 are applied to an object flow crossing a border of two partitions,
which corresponds to the data in transit concept. R3 describes the case that
an object leaves an operation node and goes directly to another partition.
By the rules R4 to R7, we cover the cases that a flow passes a merge, join,
decision, or fork node before crossing a partition border. Figures. 5.7.(a) to
5.7.(e) illustrate the cases of R3 to R7 respectively.

(a) Simple case (R3) (b) Merge case (R4) (c) Decision case (R5)

(d) Join case (R6) (e) Fork case (R7)

Figure 5.7: Illustration of the rules

The application of the rules R1 – R7 to a functional system model is
outlined by the traverseBlocks and traverseEdges functions depicted in
Figure 5.8. Recall that each activity (i.e. graph) g is represented by a pair
of nodes and edges (V,E). First, the function traverseBlocks traverses
all nodes V and applies the rules R1 and R2. For example, an application
of this function to the model in Figure 5.2 will identify six data stationary
assets, which are data, dataIn, dataOut, store, and two acks.

Thereafter, if a considered node is a local block, the traverseBlocks

function is recursively applied to its internal behaviour. Likewise, a collab-
orative block invokes both the traverseBlocks and traverseEdges func-
tions. For example, this is the case for the analysis of the t block in Fig-
ure 5.3. Here, the function traverseEdges applies the R4 rule to the merge
node before the crossing edge from partition sender to receiver. For the de-
cision node before the crossing edges in the opposite direction, the rule R5
is used. As a result, four data in transit assets are elicited: two ack assets
incoming to the get and delete nodes; two temp assets outgoing from the
get and set nodes.

Table 5.1 summarises the results of applying the rules to our measure-
ment transfer scenario described in Figure 5.2. For those assets that have
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function traverseBlocks (Activity g)

for all v in V do

R1−R2
if kindV (v) = local then

traverseBlocks(v)
end if

if kindV (v) = collaboration then

traverseEdges(v),
traverseBlocks(v)

end if

end for

end traverseBlocks

function traverseEdges (Activity g)

for all e in E do

R3−R7
end for

end traverseEdges

Figure 5.8: Functions to traverse a functional system model

duplicating names (i.e. ack and temp), we have added their location infor-
mation in brackets.

Table 5.1: Results of eliciting assets from the functional model

Asset DSSM classification
data, dataIn, dataOut, store, out,
add, two temp (to and from the set
operation), temp (from the get op-
eration),

StoredMeasurement (Data sta-
tionary)

ack (from the db block), ack (to
the t blocks)

Not an asset (Data stationary)

temp (from the merge node) CollectorToServerMsr (Data in
transit)

ack (that goes from the decision
node to the operations get), ack
(that goes from the decision node
to the operations delete)

Not an asset (Data in transit)

Figure 5.9 demonstrates the interface of the developed asset analyser
tool when it is applied to the scenario of the MixedMode use case from
the Figure 5.2. The main output of this tool is a table where each row
represents an identified asset. First four columns contain information elicited
by the algorithm (the functions and rules) presented in Figure 5.7, namely
the name of an asset, its source (the NodeId | EdgeId column), and its
class according to the core security ontology (the Ontology classification
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column). Classes in the column DSSM classification are assigned by an
engineer among possible alternative classes captured in an associated DSSM.
That is the metering DSSM for this example where the alternative classes are
StoredMeasurement for data stationary assets, and CollectorToServerMsr
and SensorToMeterMsr for data in transit assets (see Figure 4.4).

Figure 5.9: Asset analyser (the user interface)

5.3.2 Search for Security Properties

Once the classification of the elicited assets is known a set of corresponding
security properties can be retrieved from the enriched security ontology.
Recall that the security property concept is defined in the core security
ontology as the triple of asset, security goal, and defence strategy. These
triples are generated when a DSSM (i.e. an object diagram) is transformed
into a set of axioms that are added into the enriched security ontology. Thus,
security properties which are available for a given asset can be accessed in
the enriched security ontology executing the following query:

SecurityProperty and has value [Asset]

This query is formulated as an expression written in the Manchester
syntax [87]. The Manchester syntax uses the standard description logic no-
tation to specify restrictions (e.g. ∃, ∀, ∈) replacing them with the English



5.3. ASSET ELICITATION AND SEARCH FOR SECURITY

PROPERTIES 71

language keywords (e.g. some, only, value respectively). All boolean con-
structs (i.e. ⊓, ⊔, ¬) are also replaced by the English language keywords (i.e.
and, or, not respectively). The rest of the words in the query defined above
are names of the corresponding concepts and relations from the core secu-
rity ontology depicted in Figure 4.2. The values in square brackets denote
parameters of the query. We employ the HermiT reasoner [88] to execute
this query.

For example, for those assets that are classified as CollectorToServerMsr
and StoredMeasurement (see Table 5.1) the following set of security proper-
ties is retrieved:

[CollectorToServerMsr, Confidentiality, Prevention]

[CollectorToServerMsr, Integrity, Detection]

[CollectorToServerMsr, Authentication, Detection]

[StoredMeasurement, Confidentiality, Prevention]

[StoredMeasurement, Integrity, Prevention]

5.3.3 Asset Elicitation Utilising a Platform Model

In this section, we explain the second step of the asset elicitation technique.
In particular, we present a method that refines the results of the rule-based
classification (introduced in Section 5.3.1) by utilising a platform model of
a system.

This method is applied when the initial set of assets and related security
properties are identified inspecting a functional model. Three steps that
compose this method are shown in Figure 5.10. These steps allow identifying
which security properties must be considered as those security properties to
be satisfied given a platform model. Thus, this extended method allows
focusing on a set of relevant assets refining the results from the previous
steps (see Sections 5.3.1 and 5.3.2). We use the platform model selected for
a TSMC block presented in Section 5.1.2.

Figure 5.10: Asset elicitation technique utilising a platform model

At the step 1, initially elicited assets are associated with available plat-
form resources, e.g. communication, computing, and storage components.
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In general, all platform components that are involved in operations with as-
sets should be mentioned during this association. We provide the following
basic guideline:

1. Associate each data stationary asset with a computing unit that oper-
ates with this asset (i.e. components annotated with the HwProcessor
stereotype and its subclasses) and a memory unit that stores it (i.e.
components annotated with the HwMemory stereotype and its sub-
classes).

2. Associate each data in transit asset with a communication channel
that is used to transmit this asset (i.e. components annotated with
the HwMedia stereotype and its subclasses) and with two interfaces
on the sender and receiver ends (i.e. the HwEndPoint stereotype).

3. Associate each data stationary asset with some resource (i.e. compo-
nents annotated with the HwResource or HwDevice stereotypes) that
contains computing and memory units, which operate with the asset
and store it respectively.

4. Associate each data in transit asset with some resource (i.e. compo-
nents annotated with the HwResource or HwDevice stereotypes) that
contains sender and receiver interfaces and a communication channel,
which are involved in transmission of the asset.

Table 5.2 demonstrates association of the assets elicited in Section 5.3.1
with the components of the TSMC platform depicted in Figure 5.4. The
data asset is associated with the ADE7758 component (the third rule of
our guideline). All other data stationary assets (row 2 and 3 in Table 5.2)
are associated with the NAND Flash or LPDDR components (i.e. memory
units) and the ARM Cortex-A8 component (i.e. computing unit) as it is
instructed by the first rule of the guideline. Finally, following the second
rule, the data in transit assets (row 4 in Table 5.2) are associated with
the 10/100Mbsp NIC components of the TSMC device and of the operator
server host (not shown in Figure 5.4) and onto the LAN, which is used as a
communication channel.

Alternatively, the required association can be also derived from an allo-
cation model if such is available. For example, MARTE specifies a dedicated
package for this purpose that is MARTE::Alloc. It is a powerful package that
provides means for capturing spatial and even temporal relations between
application and execution platform.

Step 2 from Figure 5.10 involves analysis of existing threats for com-
ponents of the used execution platform. In general, this task may imply
collaboration between a security expert and a system engineer, but the use
of threat repositories can facilitate this task. For example, an engineer can
query an ontology like one presented by Herzog et al. [72] (potentially ex-
tended with other expert knowledge about existing threats). Creation of the
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Table 5.2: Association of the assets with the platform components

Asset Classification Association
data StoredMeasurement ADE7758
dataIn, dataOut,
out, add

StoredMeasurement [NAND Flash, ARM
Cortex-A8]

two temp (to and
from the set oper-
ation), temp (from
the get operation)

StoredMeasurement [LPDDR, ARM
Cortex-A8]

temp (from the
merger node)

CollectorToServerMsr [OMAP3530:
10/100Mbsp NIC,
LAN, DBHost:
10/100Mbsp NIC]

threat ontology goes beyond our scope. Moreover, we find it inappropriate
since a set of threat taxonomies, ontologies, repositories, and databases al-
ready exist [89, 90]. However, we provide a binding interface that enables
integration of needed information into the core security ontology. It is de-
picted in Figure 5.11. In this figure a threat exploits vulnerabilities that can
be present on certain components from a domain. By this means, a threat
attacks certain assets and violates certain security goals. In our case, we use
knowledge acquired within the SecFutur project combined with the results
of the threat analysis for embedded system platforms published by Ravi
et al. [91]. Table 5.3 shows the identified threats and potentially violated
security goals.

Vulnerability

Threat

Components Domain

Abstract

SBB
Security

goal

has

exploits

provides

belongsTo

has . . . 

Binding interface for a threat ontology
Core security ontology

has

violates

Domain

Asset

protects

. . . targets

Figure 5.11: Integration of a threat ontology

The last step of the asset elicitation technique (i.e. step 3 in Figure 5.10),
automatically identifies a set of security properties to be satisfied. The
identification algorithm is implemented as follows. The security goal of each
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Table 5.3: Threats and violated security goals

Platform compo-
nent

Threat Violated security
goal

NAND Flash injection integrity
LAN eavesdropping confidentiality

earlier retrieved security property (explained in Section 5.3.1) is compared
to the security goal violated by the threat (see Table 5.3), which targets
a platform component associated with an asset of the considered security
property (see Table 5.2). Now, if the security goal of the security property is
equal to the security goal violated by the threat, then this security property
is added to the set of security properties to be satisfied. In our scenario, we
have extracted the following set of security properties:

• SP1: [StoredMeasurement, Integrity, Prevention]

• SP2: [CollectorToServerMsr, Confidentiality, Prevention]

SP1 is formulated due to the knowledge about the existence of an injection
threat that violates integrity of the NAND Flash component (see Table
5.3) used in association of the StoredMeasurement asset (see Table 5.2).
Similarly, SP2 is identified due to the presence of an eavesdropping threat
that violates confidentiality of the LAN component (see Table 5.3), which
is used in association of the CollectorToServerMsr asset (see Table 5.2).

5.4 Search for Concrete SBBs

At this step, a set of identified security properties to be satisfied are used to
find a set of concrete SBBs. They are, for example, the SP1 and SP2 security
properties for the metering scenario. Concrete SBBs for a particular domain
and security properties described within an associated DSSM are retrieved
from the enriched security ontology executing the following query1:

ConcreteSBB and (satisfies value [SecurityProperty])

and implements some (AbstractSBB and belongsTo value [Domain])

Execution of the above query for SP1 and SP2 retrieves two concrete
SBBs for the StoredMeasurement asset, namely SecFutur secure storage and
SecFutur TPM seal2 and two concrete SBBs for the CollectorToServerMsr
asset, namely AES and DES.

Due to the existence of several alternatives to secure a considered sce-
nario an engineer needs to carry out an additional analysis. This is the case

1The query is written in the Manchester syntax [87]
2The concrete SBBs that start with the suffix “SecFutur” are developed within the

SecFutur [17] European project.
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of the measurement transfer scenario above. For example, this analysis may
include investigation of the resource overhead introduced by concrete SBBs.
Our work contributes to one kind of such analyses proposing a technique
that inspects and matches platform constraints of candidate concrete SBBs
and constraints of an execution platform model adopted for a design of an
embedded system under development. Recall that platform constraints for
concrete SBBs are obtained as results of performance evaluation of these se-
curity solutions and captured by corresponding PERs that are consequently
stored in the enriched evaluation ontology. This step is reflected in Fig-
ure 5.1 by the Compatibility-based selection of concrete SBBs and presented
in the following sections.

Other possible criteria for selection of concrete SBBs could be, for exam-
ple, their effect on the original functionality of a system and the cost of the
concrete SBBs’ integration. Formalisation of these needs goes beyond the
contributions of this thesis. However, our process accounts this necessity as
the Analysis&Integration of concrete SBBs step in Figure 5.1.

For the illustration purposes, let us assume that a system engineer de-
cides to use the AES concrete SBB to satisfy SP2. As a result, the system
engineer is directed towards a pair of SPACE blocks, namely AES Encryp-
tion and AES Decryption.

As mentioned in Section 4.1.1 integrating a concrete SBB may create
new assets as expressed by the creates relation in the core security ontology.
Hence, a further search of concrete SBBs, i.e. a recursive application of the
above mentioned query, is needed to fulfil the security properties required for
these newly created assets. As a result, search of concrete SBBs will continue
until all security properties of all created assets are fulfilled. Alternatively,
this search will lead to an empty set of SBBs indicating that a vulnerability
remains in terms of an unprotected asset. In other words, the search for
concrete SBBs results in building alternative sets of concrete SBBs. Each
set satisfies a considered security property.

Note that such an approach can lead to a cycle since an ontology reasoner
exhaustively searches for any concrete SBB in a DSSM that satisfies the
security property. For example, the query can return the same concrete
SBB that has invoked it if this concrete SBB satisfies the same security
property required by its created asset. To handle such occurrences, we have
used an algorithm that detects and resolves such cycle conditions.

This algorithm is based on constructing a directed graph while the search
for concrete SBBs goes on:

• Create a node for each found concrete SBB and asset.

• Create a directed edge from a concrete SBB to an asset if the concrete
SBB creates the asset.

• Create a directed edge from an asset to a concrete SBB if the concrete
SBB protects the asset.
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Then, we use a cycle detection algorithm (one based on identification of
backward edges during execution the DFS (Depth-first search) algorithm [92])
to detect cycles in the constructed graph. The search continues if there are
still alternative paths ignoring (by removing) the detected cycles. Other-
wise, the engineer is notified of the remaining unprotected asset.

A nice property of the previously selected SPACE blocks (i.e. the AES
pair) is that they already contain a protection of the keys, i.e. new assets
are not created. Thus, we can directly continue with the integration of
these blocks. The integration of the AES blocks (encryption and decryp-
tion) is easily done by arranging their instances before and after the block
t: TransferHandler as shown in Figure 5.12.

«system» Secure Metering Data Transfer

tsmc operator_server

c: Collector

db: Db Handler

t: Transfer Handler

start

data:
HashMap

start

dataIn:
Ciphertext

dataOut:
Ciphertext

start

ack:
boolean

store:
HashMap

ack:
boolean

e: AES Encryption

plainIn:
HashMap

cipherOut:
Ciphertext

d: AES Decryption

CipherIn:
Ciphertext

plainOut:
HashMap

Figure 5.12: Adapted model protecting the transfer of measurement data

The functionality described above is implemented as a tool called con-
crete SBB searcher. The user interface of this tool is depicted in Figure 5.13.
In this tool, the list “Security properties” contains a list of relevant security
properties for a selected asset (e.g. CollectorToServerMsr). These properties
are represented in a form of tuples, i.e. [asset, security goal, defence

strategy].
The bottom part of the GUI screenshot in Figure 5.13 contains a tree

representation of found sets of concrete SBBs. The root item denotes the
selected for the search security property. For this example, we use the
earlier retrieved security property SP2 that is [CollectorToServerMsr,

Confidentiality, Prevention]. Recall that other security properties have
been eliminated when the platform model is added into the analysis (as ex-
plained in Section 5.3.3). The root item expands to several items that have
the following format:
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[asset] requires [security goal] : [concrete SBB]

In this string, [asset] and [security goal] are elements from the selected
for the search security property, i.e. CollectorToServerMsr and Confiden-

tiality respectively from SP2. Then, [concrete SBB] denotes a retrieved
concrete SBB that satisfies this security property. In our example, they are
OpenSSL, DES, and AES implementations. Note that the DES SBB has a
special icon, i.e. “CA”, that stands for Created Assets. This icon denotes
that the DES SBB, in turn, creates some assets to be protected (a key in
this example). An engineer needs to expand this item to see the created
assets, their required security goals, and available concrete SBBs. Thus, a
system engineer can see all possible alternative sets of concrete SBBs that
together can be used to protect a considered asset.

Figure 5.13: Concrete SBB searcher (the user interface)

5.5 Compatibility-based Selection of SBBs

The last step that we describe in this thesis is the Compatibility-based se-
lection of concrete SBBs 3. It is supported by the method for model-based
compatibility analysis developed in this work. We begin with introducing
a reader into the context in Section 5.5.1. In particular, we recall some
concepts introduced earlier in this thesis and outline basics of the proposed
method. Thereafter, Sections 5.5.2 – 5.5.4 explain the method for model-
based compatibility analysis.

3In this section, the term SBB can be understood as the term RBB used in Section 4.1.2
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5.5.1 Introduction into the Compatibility Analysis

Adding a new feature to a system always comes with resource claims. In
Section 4.1.2, we introduced the PER (Performance Evaluation Record)
concepts that enables capturing results of performance analysis of SBBs
conducted by domain security experts. Among other information, PERs
store data about resource footprint and quality of extra-functional properties
provided by concrete SBBs. Thus, an embedded system engineer can use
this information already at the early design phase increasing the efficiency of
an embedded system design process. Hence, the PER concepts contributes
to selection of a suitable set of concrete SBBs by enabling the sensitivity
and trade-off analyses at early phases.

Another useful and significant input to the design process is knowledge
about platform-specific constraints of concrete SBBs. These constraints
originate from the fact that SBBs (and just RBBs) for embedded systems
are often optimised to exploit a particular feature of hardware components
on which they are implemented. Thus, they can provide good quality of
extra-functional properties (i.e. level of security) while consuming a small
amount of limited resources. In our studies, we argue that these constraints
also need to be documented and accounted in order to support integration
of concrete SBBs into embedded systems. For example, Preissig [80] reports
the results of performance analysis of the Data Encryption Standard (DES)
implementation optimised for the memory architecture of the used chip.
Similarly, other implementations of DES rely on the presence of a certain
instruction set to accelerate permutation operations [6]. Therefore, this in-
formation is included as a part of a PER using the gemRequiredComponent
stereotype from the GEM profile explained in Section 4.1.2.

Consequently, each PER is transformed into an ontology called enriched
evaluation ontology that allows storing and structuring this field knowledge.
As a result, a variety of information can be retrieved from this ontology
defining appropriate queries to the ontology, for example:

• Retrieve values of relevant performance metrics for a certain SBB.

• Retrieve a set of SBBs of a particular domain that satisfy required
values with respect to certain performance metrics.

• Retrieve a set of SBBs, for which the platform constraints are com-
patible with a platform adopted for an embedded system under devel-
opment.

Queries like the first two can be directly implemented as SPARQL queries
[65]. However, the task of compatibility analysis, i.e. the third query in the
list above, requires more sophisticated support. Consequently, we develop
such a support as a method that implements model-based compatibility anal-
ysis.
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This analysis allows automatically accounting for platform constraints
while selecting a set of SBBs to be used for a system design. An extra-
functional domain expert (in our study, a security expert) provides these
constraints by annotating elements of an evaluation platform (i.e. a MARTE
model) with the gemRequiredComponent stereotype (see Figure 4.8).

The core of our method is a set of ontologies and SPARQL queries de-
signed to infer whether concrete SBBs and an adopted platform for the
embedded system are compatible (i.e. whether the formulated platform con-
straints for a concrete SBB fits platform declarations of the system being
configured). The SEED MagicDraw plug-in implements this functionality
to support the use of the compatibility analysis.

In the following, Section 5.5.2 explains the developed hierarchy of on-
tologies and Section 5.5.3 defines the notion of compatibility. Section 5.5.4
shows results of scalability and performance estimations for our approach.

5.5.2 Ontologies for Compatibility Analysis

Figure 5.14 depicts the developed set of ontologies. These ontologies are
organised in three layers: expert, vendor, and engineer layers. The name of
each layer denotes its main actor. These ontologies are related to each other
through the import, use, and refer to relations.

Figure 5.14: Ontologies for compatibility analysis

Expert Layer

Ontologies of the Expert layer are created and maintained by experts of the
embedded and security (or any other extra-functional properties) domains.
It contains three ontologies. The first two ontologies (from the left to the
right) are obtained from the transformation of MARTE packages dedicated
to platform resource descriptions. The third ontology is the refinement of the
core evaluation ontology for the security domain as it is already explained
in Section 4.1.2.
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Techniques to transform UML class models into ontologies are studied
and presented by several researchers, e.g. by Hermida et al. [93] and Xu et
al. [94]. Similar to their works, we identify the mapping needed to transform
MARTE packages. Basic mapping rules that we apply in our work may be
summarised as follows:

• Each MARTE stereotype is represented as an OWL class.

• Each tag definition is represented as an OWL object or data property,
where the domain is the stereotype that owns the tag and the range
is the type of the tag. We create an OWL object property if the
type of the tag is defined as another stereotype, which can not be
replaced with a basic type defined in XSD [95] (e.g. float, integer, or
string). Analogously we create an OWL data property if the type of
the corresponding tag is a basic XSD type.

• An enumeration is represented as a class with a predefined set of in-
dividuals.

• The generalisation relations of the MARTE profile are represented as
sub-class relations in the ontology, i.e. the “is-a” relation.

• The composition relations are represented as the part-whole object
properties [96], i.e. the “hasPart” relation.

• The named associations are represented as OWL object properties
with the corresponding name, e.g. the “hasConnected” relation.

We avoid using the Ontology UML profile [97] that allows designing on-
tologies as UML models since this requires in-depth understanding of the
underlying ontologies from an engineer. Our goal is to exploit advantages
of ontology technologies (e.g. querying services), but to allow an engineer
to operate only with terms of a considered extra-functional domain.

We proceed to explain the remaining two ontologies that build the expert
layer, i.e. NFPType ontology and Resource ontology. The third, Security
evaluation ontology, was already discussed in Section 4.1.2.

The NFPType ontology of the expert layer contains a set of types and
their relations needed to characterise a piece of hardware/software compo-
nent, e.g. data rate (Mbps, Kbps, etc.) and frequency (Hz, KHz, etc.).
This ontology is derived from the MeasurementUnits, MARTE DataTypes,
and Basic NFP Types sub-packages of the MARTE Library package (chap-
ter D.2 of the MARTE profile specification), which enable specification of
non-functional properties.

Note that types such as NFP Real and NFP Integer are not present in
our NFPType ontology since they can be sufficiently modelled as the XSD
types [95], i.e. xs:float and xs:integer respectively. Figure 5.15(a) depicts an
excerpt of the classification from this ontology.
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(a) NFPType ontology (b) Resource ontology

Figure 5.15: Classification levels for the developed ontologies (excerpts)

The Resource ontology contains those concepts needed to describe plat-
form components and is derived from the MARTE HRM package described
in Chapter 14.2 of the MARTE profile specification [41]. Some classification
levels of this ontology are depicted in Figure 5.15(b).

The core concept of our ontology is the HwResource class that denotes a
generic hardware entity. The HRM package differentiates two complemen-
tary views onto components, namely logical and physical. This structure is
flattened in our ontology.

The logical view (Hw Logical model) consists of five sub-packages. The
core elements of these sub-packages are transformed into sub-classes of
the HwResource class. These classes are HwComputingResource, HwIsa,
and HwBranchPredictor from the Hw Computing sub-package; HwMem-
ory and HwStorageManager from Hw Storage; HwCommunicationResource
from Hw Communication; HwTimingResource from Hw Timing; and HwDe-
vice from Hw Device.

The physical view (Hw Physical model) contains two sub-packages, name-
ly Hw Power and Hw Layout. The core concepts of Hw Power are repre-
sented as sub-classes of the HwResource class, i.e. HwPowerSupply and
HwCoolingSupply. The Hw Layout model contains only one element, i.e.
HwComponent. This stereotype is used to specify physical characteristics
(e.g. weight and area) and environmental conditions (e.g. temperature and
humidity) for a platform component. We treat it in a special way in our
ontology. Thus, we have encapsulated physical characteristics of a compo-
nent into the “ComponentCharacteristics” OWL class and related it to the
HwResource class with the “hasCharacteristics” object property.

The composition relations defined in HRM are transformed into the “has-
Part” object properties [96] (and its inverse property “isPartOf”). The
named association “connectTo” is modelled as the “hasConnected” object
property (and its inverse property “isConnectedTo”). Both these properties
have corresponding sub-properties, e.g. “hasCache” is a sub-property of the
“hasPart” property.
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Vendor Layer

The Vendor layer in Figure 5.14 consists of vendor component ontologies,
where a vendor is a provider of platform components available for con-
struction of execution platforms for embedded systems (e.g. Texas Instru-
ments [98]). Thus, each ontology encapsulates description of platform com-
ponents. The resource ontology of the expert layer serves as a description
language to describe these components.

In order to provide the description of available components, a vendor
needs to perform the following steps. First, a vendor uses the MagicDraw
tool [13] to create models of platform components. These models are UML
class diagrams annotated with stereotypes from the HRM package. Second,
a vendor launches the developed SEED MagicDraw plug-in to transform the
created MARTE models of the platform components into an ontology. The
user interface of this plug-in is depicted in Figure 5.16(a). We have used the
Java OWL API [67] and Acceleo [78] tool to implement this transformation.
Figure 5.16(a) depicts an interface of the developed plug-in. A vendor may
create a new ontology for described components or add these components
into an existing ontology.

Figure 5.4 from Section 5.1.2 depicts a valid model of the OMPA3530
board [86] provided by Texas Instruments.

Engineer Layer

The bottom layer in Figure 5.14 is the Engineer layer. At this level, sys-
tem and security engineers use the ontologies created at the higher levels
(i.e. the expert and vendor layers) to model the adopted platform for an
embedded systems and platforms used for evaluation of concrete SBBs re-
spectively. In particular, an engineer uses vendor ontologies when certain
vendor components required for the application are known, whereas the re-
source ontology is suitable if such a component is not known or not present
in vendor ontologies. Security engineers instantiate the security evaluation
ontology to capture the results of performance evaluation of a considered
SBB. Thus, security engineers create PERs where the concept gemPlatform
refers to the SBB platform specification (see Figure 5.14). These PERs are
further transformed into corresponding security evaluation record ontologies
as explained in Section 4.1.2.

In the smart metering infrastructure from Section 2.5, TSMC devices are
built on the OMAP3530 board depicted in Figure 5.4. This component will
be already described and stored in the vendor ontology. Therefore, an em-
bedded system engineer needs to load the ontology and use this component
as a part of the TSMC model. The developed SEED MagicDraw plug-in
supports this functionality.

In the measurement transfer scenario analysed in Section 5.3, the data
transmitted between a TSMC and server (i.e. the CollectorToServer asset)
must be protected against confidentiality threats as it is indicated by the
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security property SP2. Consequently, two concrete SBBs that satisfy this
security property have been found in the Metering DSSM (see Section 5.4).
They are the AES (Advanced Encryption Standard) [99] and DES (Data
Encryption Standard) [80] implementations provided by the Texas Instru-
ments [98]. For these implementations, the AES SBB requires the use of the
C64x+ processor, while the DES SBB requires the use of the TMS320C6211
chip (see Figure 4.10 in Section 4.1.2).

In the next section, we explain how this architecture of different ontolo-
gies enables selection of concrete SBBs (or any RBBs) based on the defined
compatibility analysis.

5.5.3 Model-based Compatibility Analysis

We differentiate two types of the platform compatibility: logical and envi-
ronmental. In the following, we explain each of the mentioned types and
exemplify some of them using the system and SBB models introduced in
the previous sections.

The notion of logical compatibility is based on the pairwise logical com-
patibility of a SBB and system platform components defined below.

Definition 1 Two components A and B are logically compatible if one of
the following holds: (a) A is identical with B; (b) A has B as a part; (c) A
is a part of B; (d) A can be connected to B; (e) B can be connected to A;
(f) a disjunction of (b)-(e).

We employ the ontology querying services to automate a check of the
above definition. In particular, we use the ASK operator of SPARQL [65]
that returns a boolean value indicating whether a path that matches a query
pattern exists. For example, the query for case (b) where the relation “has-
Part” is examined has the following form:

PREFIX hrm: [the ontology IRI]

ASK {?A hrm:hasPart ?B}

Queries for cases (c) – (e) have a similar structure replacing “hasPart” with
the “isPartOf”, “hasConnected”, and “isConnectedTo” object properties
respectively. To support the check of case (f), we use a special construct
defined by the SPARQL 1.1 syntax, i.e. the so called path properties [100].
It allows examining a path of an arbitrary length. Hence, the query for case
(f) replaces the “hasPart” property with a path expression: (hrm:hasPart
| hrm:isPartOf | hrm:connectedTo | hrm:hasConnected)*. In this ex-
pression, the symbol “|” denotes the “OR” operator, while the symbol “∗”
means that any number of occurrences is allowed.

In the query mentioned above, the ?A and ?B symbols denote variables.
They are replaced by components of a system platform and components



84
CHAPTER 5. APPLICATION OF THE DOMAIN-SPECIFIC

SECURITY KNOWLEDGE

of a SBB platform (annotated with the “gemRequiredComponent” stereo-
type) respectively. In our case (see Section 5.5.2), these are OMAP3530
and C64x+ for the AES SBB, and OMAP3530 and TMS320C6211 for the
DES SBB. Since TMS320C64x+ has a C64x+ processor as its part, the
query returns true. In contrast, no path is found between TMS320C6211
and TMS320C64x+ for the DES SBB. Thus, we conclude that the particular
implementation of the DES algorithm is not logically compatible with the
current design of a system platform that is based on the OMAP3530 board,
while AES can be selected as a SBB to provide secure communication for a
TSMC device.

The definition of environmental compatibility is built upon the Env Cond-
ition data type from the HRM package (see Figure 14.72 from the MARTE
specifications [41]) which defines five types of environmental conditions:
temperature, humidity, vibration, shock, and altitude. Its semantics is a
safety condition applied to a component. An environmental condition of
each type has a value range and also is applied to a certain state of a compo-
nent. An engineer needs to annotate the components with the “HwCompo-
nent” stereotype and define the “r Conditions” tag to assign environmental
conditions to a component. We use the following terms and functions to
define environmental compatibility :

• K, U , and S are sets of the environmental condition types, measure-
ment units, and component states respectively, where K = {temperature,

humidity, vibration, shock, altitude}, U = {◦C,%,m/s2, g,m}, and S={oper-

ating, storage, other, undef}.

• A set ENV COND defined as I × U × K × S that describes each en-
vironmental condition as a tuple of a value interval (a set I), a unit
(from the set U), a type (from the set K), and a state (from the set
S).

• A function defining environmental conditions of a component, i.e.
env cond : COMP → 2ENV COND, where COMP is a set of compo-
nents.

• Projection functions extracting from an environmental condition the
corresponding type, i.e. kind : ENV COND → K, unit, i.e. unit :

ENV COND → U , state, i.e. state : ENV COND → S, and value
interval, i.e. range : ENV COND → I.

Given these terms and functions we introduce two other functions to
define the notion of environmental compatibility.

Definition 2 Given that environmental compatibility is a function env comp :

COMP × COMP → {true, false} then a component A is environmentally
compatible with a component B if env comp(A,B) is evaluated to true as
defined below:
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env comp(A,B) , true if ∀k ∈ K, ∀s ∈ S : a ∈ env cond(A), b ∈ env cond(B),

kind(a) = kind(b) = k, state(a) = state(b) = s, range(a) ∩ range(b) 6= ∅

The intuition is that environmental conditions of a platform component
A adopted for an embedded system and a component B required by a SBB
are compatible if corresponding interval values of environmental conditions
of the same type are overlapping. Note that if some conditions are not spec-
ified for a component we assume that an interval value for such a condition
spans over its whole admitted range.

In addition, we define another function that specifies the environmental
conditions under which a pair of components can not operate (although each
could operate individually under respective conditions). We refer to such
environmental conditions as environmental constraints.

Definition 3 Given two components A and B, environmental constraints
for these two components are returned by the function env constr : COMP ×

COMP → 2ENV COND×ENV COND defined as follows:

env constr(A,B) ,
{

{〈i1, u, k〉, 〈i2, u, k〉} | a ∈ env cond(A), b ∈ env cond(B),

k ∈ kind(a) ∩ kind(b), i1 = range(a) \ range(b), i2 = range(b) \ range(a),

u = unit(a)
}

The intuition is that while each component might operate in an interval
that is a subset of its operational condition, its composition with another
component dictates that one component is prohibited from operating in
those environment conditions that are not within the range allowed by an-
other component (and vice verse). In other words, environment conditions
of one component are constrained because of presence of another component.
Therefore, environment constraints for each component are generated. Con-
sequently, the presence of these constraints for components guides a system
engineer to implement a mechanism (e.g. cooling system) that ensures that
the corresponding components sustain the environment constraints gener-
ated for another component (e.g. to keep within a given temperature range).
The SEED MagicDraw plug-in generates these environmental constraints
automatically from given environmental conditions attached to individual
components.

In our scenario, the temperature conditions for OMAP3530 and TMS32-
0C64x+ (the AES SBB) have the same ranges of [0; 90]◦C. Therefore, the
system and SBB are environmentally compatible without any additional
constraints.

The above definitions for computing the compatibility relation and their
pairwise imposed constraints allow us to reason about environmental condi-
tions of assemblies based on constraints for its constituent components.

Figure 5.16(b) depicts the user interface of the SEED MagicDraw plug-in
supporting compatibility analysis. It allows selecting a type of the desired



86
CHAPTER 5. APPLICATION OF THE DOMAIN-SPECIFIC

SECURITY KNOWLEDGE

compatibility analysis (logical and environmental) and its settings. The
bottom part of this tool shows the results of the analysis, namely whether
the system and SBB are compatible according to the selected criteria. Ad-
ditionally, it shows a generated set of environmental constraints for the
environmental compatibility check.

(a) Transformation tool (b) Compatibility analysis tool

Figure 5.16: Model-based compatibility analysis (the user interfaces)

5.5.4 Scalability and Performance

So far, we have used the scenario from the smart metering infrastructure
to illustrate the compatibility analysis and knowledge management ideas
supported by our methods and tool. This section proceeds to show that this
approach is scalable to domains with large data sets. We design experiments
to estimate the potential size of resulting vendor ontologies as well as the
execution time for the transformation of MARTE models into OWL.

In this study, we focus on microcontrollers (MCUs) provided by some
of popular vendors (Renesas, Texas Instruments, Fujitsu, Atmel, and Mi-
crochip Technology). We estimate the potential complexity of corresponding
MARTE models and the size of corresponding OWL ontologies in terms of
the number of generated axioms. Three classes of embedded systems and
MCUs commonly used for their design [101] are considered: small scale (8-bit
MCUs), medium scale (16-bit MCUs), and sophisticated embedded systems
(32-bit and ARM-based MCUs). Thereafter, we study how many models
are currently available on the market for each vendor (see Table 5.4). The
data has been extracted from the official Internet resources of the vendors
mentioned above.
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Table 5.4: Scalability and performance estimations

8-bit 16-bit 32-bit
1 Renesas 933 2290 1817
2 Texas Instruments 0 406 292
3 Fujitsu 103 207 630
4 Microchip Technology 348 334 79
5 Atmel 238 0 179
6 Total amount of units 1622 3237 2997
7 Av. number of axioms per unit 68 105 133
8 Approx. total number of axioms 110 296 339 885 398 601
9 Av. transformation time (ms) 1455 1627 2497

To estimate the potential number of generated axioms, we select five
commonly used MCUs of each class, create their MARTE models, and exe-
cute their transformations. This study shows that the simplest 8-bit MCUs
creates an average of 68 (σ = 3) axioms and 16-bit MCUs correspond to
105 (σ = 6) axioms while the most sophisticated 32-bit MCUs generate 133
(σ = 21) axioms (see Table 5.4, row 7). The 8th row shows the approximate
number of produced axioms when all models are added into ontologies. Fi-
nally, we compare these numbers with scalability studies of the OWL APIs
and Jena technologies done by Horridge and Bechhofer [68] and Dibowski
and Kabitzsch [102]. In particular, Horridge and Bechhofer [68] show that
OWL APIs can easily handle ontologies that contain 1 651 533 axioms con-
suming 831 MB. As a result, we conclude that the used technologies (OWL
APIs and MARTE) allow handling ontologies for a significant number of
vendors in a potential real world deployment. This capacity allows loading
multiple vendors’ ontologies to execute compatibility analysis. Additionally,
some techniques for swapping ontologies in memory can be implemented to
handle even bigger datasets.

Next, we execute 50 runs of the transformation for the same representa-
tives of each MCU class and measure the execution time for each run (see
Table 5.4, row 9). In particular, we measure the execution time of the fol-
lowing operations for each run: transformation of an original UML/MARTE
model into the OWL API syntax; generation of axioms executing corre-
sponding OWL APIs; and saving the resulting ontology into an owl-file.
The hardware used in this study is a system with 2.8 GHz Intel Core i7 and
8 GB of RAM running Mac OS X 10.7. In our case, the transformation
time does not vary substantially for small (1455ms, σ = 253) and medium
(1627ms, σ = 292) MCUs while one-second increase is observed for the so-
phisticated 32-bit MCUs (2497, σ = 328). This increase can be explained
by naturally larger, in comparison with 8-bit and 16-bit MCUs, complexity
of 32-bit MCUs in both number of elements and their attributes.
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5.6 Extended Form of the Process

We have presented the process for application of the domain-specific security
knowledge that is depicted in Figure 5.1. The process has been intentionally
simplified by the author to facilitate explanation of the introduced methods
and tools. In this section, we give a broader view to this process.

System model

System model

coupled with DSSMs

Initial set of SPs

to be satisfied

(3) Preliminary 

analysis of SPs
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A collection of 
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Figure 5.17: Extended form of the proposed process

Figure 5.17 depicts the extended representation of our process. Input
artefacts of this process are a system model created by a system engineer
and a repository of DSSMs created by domain security experts. A system
model includes both functional and execution platform models. The grey
boxes indicate the steps that rest on the SEED methods explained earlier
in this chapter.

In step 1 a suitable DSSM is selected and boundaries of a system, where
knowledge captured by a selected DSSM should be applied, are established
(see Section 5.2). The association is based on matching of the application
domains. The next step is Asset elicitation & search for SPs (Security Prop-
erties). Step 2 has two elements: (a) a system model is analysed to identify
assets that need security protection; (b) the coupled DSSM is consulted to
retrieve a set of relevant security properties and an ontology search provides
the known tuples in the domain. These methods are described in Section 5.3.

Next, a preliminary analysis of the proposed security properties is con-
ducted in step 3. This step is necessary to eliminate less relevant security
properties (that encompass unprioritised assets). The focus of this thesis
that we will expand in the next chapter is activities in this part of the
process.
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Once the set of security properties to be satisfied is fixed, a system
engineer proceeds with searching for suitable security mechanisms as in-
dicated by step 4 – Search for concrete SBBs. As we have explained in
Section 5.4, this step may lead to proposing a number of alternative ways to
secure a system, i.e. a collection of alternative sets of concrete SBBs. The
Compatibility-based selection of concrete SBBs step allows narrowing the
initial collection of concrete SBBs sets. It helps to ensure that the platform-
related constraints of the system under development are compatible with
the SBBs, especially in terms of resource usage and environmental factors.

Thereafter, one selected set of concrete SBBs is integrated into a system
design. At this phase, an embedded system engineer can use tools and tech-
niques developed by the research community to conduct a detailed analysis
to study consequences of incorporating security functions into a system. The
Security analysis step can be used to check whether a set of integrated SBBs
provides the required level of security. The System analysis step can assist
in verifying if security functions do not violate functional requirements of a
system, e.g. all deadlines are met. The Detailed trade-off analysis step is
intended to ensure that other non-functional properties are satisfied in pres-
ence of the integrated security protection mechanisms, e.g. available system
resources are enough to provide the desired level of quality of service (QoS).

Either of these analyses may disclose discrepancies that may sanction a
search for another set of concrete SBBs (i.e. go to step (6)), re-evaluating
earlier design choices in terms of QoS, or reconsidering security requirements
(i.e. go to step (3)). In some cases, the process may be re-iterated from a new
system model or an updated DSSM (restart). Otherwise, a system model
with an integrated set of SBBs constitutes a security-enhanced embedded
system model.

5.7 Discussions

In this section, we discuss SEED with respect to success indicators formu-
lated within the SecFutur project [17]. Afterwards, we also look at SEED
through the lens of software process improvement criteria discussed in re-
search literature.

Success Indicators

To evaluate success of the project 47 success indicators have been formu-
lated by the research and industrial partners [3]. Among which 32 criteria
are applicable to parts of the project that are irrelevant in the context of
our work. These are, for example, abstract model for embedded systems,
implementation of SBBs, code generation, and automated testing. The cri-
teria that we find relevant to the subject of this work belong to two project
work packages (WPs): security building blocks WP and security engineer-
ing process WP. In total, there are 15 indicators devised for evaluation of
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outputs of these WPs. Furthermore, among these 15 indicators we exclude
those that analyse the use of the SecFutur approach on concrete showcases
and that assess the outputs with respect to other goals of the project. This
results in 10 indicators that are suitable for the scope of this work. These
are listed below:

• Indicator 1: Ease of integration of building blocks.

• Indicator 2: Effort saved by using building blocks.

• Indicator 3: Suitability of solutions provided by the configuration
model and tool.

• Indicator 4: Ease of use of the configuration model and tool.

• Indicator 5: Ease of integration of the security-aware process.

• Indicator 6: Compatibility of the security-aware process with current
development processes.

• Indicator 7: Use and usefulness of the modelling formalisms.

• Indicator 8: Ease of use of the modelling formalisms.

• Indicator 9: Improvements in system modelling by using the mod-
elling formalisms.

• Indicator 10: Improvements in security requirement management by
using the modelling formalisms.

Now we provide our reflection with respect to these indicators.
Indicator 1: The integration aspect is addressed in SEED by promot-

ing usage of such modelling languages (at the realisation level) that support
compositional semantics. For example, we adopt the SPACE language that
enables verifying that properties of the system are preserved after integration
of building blocks. Another viable technique is aspect-oriented modelling
where security mechanisms are represented as security aspects. In addi-
tion to composability, the SecFutur project proposes to augment each SBB
with a special form of security patterns that contains additional integration
information.

Indicator 2: It goes without saying that use of pre-defined, already
tested, studied, and packaged in a form of SBBs solutions is more efficient
than creation of such solutions from scratch. This idea fundamentally lies
within component-based development, aspect-based development, and secu-
rity patterns.

Indicators 3 and 4: The configuration aspects are addressed in SEED
in two ways. First, search for a set of SBBs is done based on present assets
and corresponding security properties. This step exhaustively explores all
possible combinations of SBBs. In such a way, any SBB that is suitable from
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the security properties standpoint is shown to a system engineer as a feasible
alternative. To limit the set of considered SBBs and to exclude unsuitable
alternatives we incorporated the resource criterion into SEED and also have
developed the compatibility analysis technique. Here, we must acknowledge
that these techniques depend on richness of the repository and quality of the
stored information. The development of finely tuned tools was not possible
within the scope of thesis work. We provide the proof-of-concept versions.
Ease of use is a topic that include such complex aspects as human-machine
interaction and graphical design of user interfaces that are not the focus of
our work.

Indicators 5 and 6: We designed SEED as an adjunct process to cur-
rent practices. In particular, from the system design perspectives it adds one
activity and does not affect the rest of the practices and processes. More-
over, SEED uses the artefacts produced by a conventional design process –
model of system functionality, its execution platform, and allocation – as
prescribed by the foundation level. Consequently, SEED is compatible only
with those engineering processes where a system engineer models a system
(its functional part and execution platform). For a process on the security
expert side, SEED only adds the documentation and modelling routines in
some cases. One can argue that this can be cumbersome and brings addi-
tional complexity. However, it can be addressed by adopting the proposed
modelling artefacts (DSSM and PER), and by providing user-friendly tools.
This effort, in turn, will be paid off by bringing security concerns close to
system engineers.

Indicators 7 and 8: SEED starts when system modelling is already
done and does not force a system engineer to adopt new techniques for this
task. One can argue that SEED sets extra requirements on system modelling
since the quality of SEED outcomes depends on completeness of system
models. This is a viable comment. However, we also must acknowledge the
added value of modelling in general: proper modelling will also contribute
to other phases of system development benefiting from model-driven engi-
neering techniques. For example, appropriate models are suitable for code
generation and testing. The modelling required by SEED from security ex-
perts has simple syntax and semantics, and is more of the documentation
nature.

Indicator 9: The SEED foundation is agnostic to modelling languages
and the SEED realisation is adaptive to languages that are inherent to an ap-
plication domain. Therefore, improvement of system modelling formalisms
and languages is an orthogonal issue.

Indicator 10: SEED provides the methods for asset elicitation and
for extraction of associated security properties. These two techniques sys-
tematically analyse the system model and match it with stored security
knowledge. This supports elicitation of security requirements since ade-
quate security properties are pulled from the repository that can be further
processed and serve as basics for generation of security requirements. Al-
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ternatively, a system engineer with assistance of a security expert would
manually go through this process. Hence, we can conclude that SEED con-
tributes to security requirement management by facilitating elicitation of
requirements.

Process Improvement

Software process improvement (SPI) is a systematic approach to increase the
efficiency and effectiveness of development and to enhance software prod-
ucts [103]. SEED is constructed to enhance the conventional design process
by extending it with methods and tools to support security analysis. Hence,
SEED can be considered as a process improvement. In this vein, we examine
SEED with respect to known factors influencing adoption of development
processes.

Baddoo and Hall [104], and Niazi et al. [105] report that the human
related factors are among critical success factors for adoption of process im-
provements. These are, for example, management commitment and staff
involvement according to Niazi et al. [105]. Baddoo and Hall [104] men-
tion such human factors as inadequate communication, lack of management
direction and commitment, personality clashes, etc. Besides, Baddoo and
Hall [104] include factors related to SPI strategy itself, e.g. lack of SPI
management skills, commercial pressure, lack of overall support, etc.

Even though we do not focus on detail investigation of such factors, we
must mention that security has obviously become an intricate and serious
issue for the last two decades since both threats and regulatory pressure on
organisations have evolved. Simple threats in a form of viruses distributed
through floppy disks have evolved in sophisticated botnets spreading over
the network. An adversary model moved from script kiddies to organised
criminals that hunt cyber assets. As a result, the burst of attacks against
embedded systems, which become known to public, creates significant com-
mercial pressure on organisations. Besides, the regulatory pressure also con-
tinues increasing. Thus, a range of standards and guidance have appeared
to regulate core industries, e.g. ISO27000-series, HIPAA (healthcare), PCI
DSS (payment card industry), NISTIR (smart grids), to name a few. Both
threats and regulations stipulate the need to improve current development
practices with security related activities.

Niazi et al. [105] mention among major critical barriers that hinder SPI
such factors as lack of resources, time pressure, and inexperienced staff.
Baddoo and Hall [104] bring such de-motivators as time pressure and con-
straints, lack of resources, cumbersome processes, lack of evidence of direct
benefits, inertia, and inexperienced staff. We proceed with analysing SEED
with respect to these factors.

SEED does not intend to change established development processes. In
contrast, it is designed to be complementary to existing life cycles, therefore,
it does not require additional time and resources to reorganise the whole
development routine. The resource- and time-consuming parts of SEED
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adoption are maintainability of the repositories and also initial learning of
SEED by inexperienced staff.

We envisage that benefits obtained from reusing security knowledge will
exceed the costs and resources associated with maintenance of the SEED
repositories. The initial learning is facilitated by employing visual mod-
elling and transformation techniques that hide the ontology layers from the
users. Thus, inexperience staff needs only a little training about the sim-
ple modelling language to be able to create and read DSSMs. Moreover,
the SEED realisation relies on modelling languages that are inherent for
a certain application domain as opposed to introducing new system mod-
elling languages for enabling security analysis. This prevents unreasonable
increase in costs and resources; it also mitigates frustration of inexperience
staff who are not forced to learn a completely new language.

Inertia and negative experience criteria is related to unwillingness to
adopt a new process if the current one works and when there is no under-
standing of the purpose of a new process. SEED does not force practitioners
to change well-established current processes, but it complements them with
security analysis activities. The lack of understanding of the need for (any)
security analysis is contracted by the recent uprise of attacks and emerg-
ing mindset. A product can not be competitive on the market when it
completely neglects basic security issues. Completely unprotected products
bear too high risks, especially when these risks could be anticipated with
the assistance of such approaches as SEED.

We think that at the initial stage SEED will be more beneficial to such
practitioners who do not have any security routines in their design processes
at all. In contrast, practitioners who already have security analysis deeply
established within their development life-cycles will benefit less. SEED is
developed for specialists inexperienced in security and evidence of benefits
for such audience lies obviously in incorporation of SBBs into a system.
However, we believe that when the SEED repository grows even experienced
practitioners will find it useful and profitable.

To conclude, contrary to barriers discussed above, we can distinguish
three significant enablers of SEED. These are visual modelling, possibility to
use SEED with the existing development processes and modelling languages,
and enabled reuse of security knowledge.





6
Quantifying Risks to Data Assets

6.1 Overview

Up till now we have considered that all assets elicited from a system model
are candidates for protection that is, in turn, requires integration of SBBs.
However, it is often not possible to provide perfect protection for all iden-
tified assets. One should be able to sift through only the relevant assets
prioritising and trading the potential security provided by integrated SBBs
for other economical and resource aspects (as prescribed by step 3 – pre-
liminary analysis of SPs – in Figure 5.17). Therefore, there is a need for a
method that will allow quantifying security inherent in a system design.

In this section, we first introduce risks into the picture explaining its main
ideas and elements in Section 6.1.1 and Section 6.1.2 followed by examples
of application scenarios in Section 6.1.3.

6.1.1 Introducing Risks

Modern system and computing infrastructures are complex artefacts. These
systems have a lot of stakeholders whose preferences regarding data assets
should be accounted for when deciding the appropriate level of security dur-
ing design stages. In the telecommunications sector, for example, there is a
growing number of end user devices all with their own characteristics (incor-
porating software and hardware from many different vendors), a number of
network operators (wired and wireless), a number of communication system
vendors (supporting various access technologies and incarnations of the same
standards), as well as regulatory authorities that have the overall national
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interests as their domain of interest.
Therefore, when determining which assets and how should be protected a

system engineer should have means to answer the following basic questions:
Which assets are more important? What assets are more vulnerable to
security breaches? Who should compensate for extra costs associated with
integrating of SBBs? To be able answering these and similar questions, we
need to associate a measure for security with a certain system design. As
it naturally comes from the questions being answered, this measure should
reflect both the stakeholder take on assets and exposure of these assets to
security violation. In this thesis we investigate how the classic notion of risk
can be adopted for this purpose.

A security risk is built of two elements: likelihood and consequence. A
consequence is an indication of the impact of unwanted incidents on the
assets in terms of degree of damage; and a likelihood is the frequency or
probability of negative events (unwanted incidents) to occur [106]. Figure 6.1
illustrates how we adopt the notion of risk in our context.

The right hand side of Figure 6.1 visualises the idea that for any given
asset different stakeholders may provide different costs for a property vio-
lation. While risk analysis tools typically do the weighing and aggregating
the various stakeholder perspectives in one model, we extend the domain
specific development process to involve different costs associated with dif-
ferent stakeholders. In our work we adopt the view that the notion of cost
varies from one application domain to another, from one asset to another,
and also from one stakeholder to another. These costs also differ depending
on which security goals are violated. For example, for a utility provider as a
stakeholder the breach of integrity for user-end electricity measurements are
usually associated with high costs, while customer privacy (confidentiality)
may have a lower relative priority.

The left hand side of Figure 6.1 shows that the likelihood element is
computed using three elements. These are attack models (a negative event),
assets (identified by the SEED elicitation technique) coupled with security
goals, and also a design model of a system under development itself. A
given system design (functional model and selected platform) should be
coupled with relevant attack models to obtain the likelihood to compromise
a certain security property (that is a triple of asset, security goal, and defence
strategy).

Finally, the aggregation of the likelihood and consequence are combined
for each asset. The result of this aggregation indicates the risk of losing a
certain security goal with respect to an asset. We focus on two basic security
goals integrity and confidentiality. Thus, the security metrics defined in
this work are intended to describe what are the confidentiality and integrity
losses for a system with respect to given attacks. The outcome of the process
depicted in Figure 6.1 can be used in step 3 of the SEED process from
Figure 5.17 (“Preliminary analysis of SPs to be satisfied”) as a means of
ranking and filtering the important assets and the less relevant ones.
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Figure 6.1: Focusing on relevant assets and security goals

6.1.2 Security Goals and Risks to Data Assets

In previous section we have postulated that we focus on confidentiality and
integrity losses as risks to data assets. This section motivates these choices.

Confidentiality, integrity, and availability are three basic aspects of se-
curity. These three build the CIA triad and can be referred to as security
properties, goals, aspects, attributes, characteristics, building blocks and so
on. Security is concerned about the whole triad, but depending on an appli-
cation domain (and its stakeholders) one can be prioritised over others. In
our work, we provide means to quantify confidentiality and integrity of data
assets while omitting availability. To motivate this choice we make a brief
review to understand what elements of the system – data, service, or sys-
tem – can be potentially subject to confidentiality, integrity, and availability
losses. Table 6.1 summaries the results of this study.

According to Avizienis et al. [107], security can be represented as built
of the three elements of the above triad. Availability is defined as “readi-
ness for correct service” for authorised actions only. Integrity is explained
as “absence of improper system alterations” and confidentiality is defined
as “the absence of disclosure of information” with respect to unauthorised
actions.

Schumacher et al. [108] specify confidentiality as a property that “data
is disclosed only as intended by the enterprise”; whereas integrity and avail-
ability are discussed with respect to assets, i.e. “integrity is the property
that enterprise assets are not altered” and “availability is the property that
enterprise assets . . . will be accessible when needed for authorised use”. As-
sets include both information and tangible assets such as money.

Jürjens [109] mentions secrecy and integrity with respect to data among
important security properties.

Koopman [110] refers to integrity as a property that serves for “ensuring
that data or the system has not been tampered with” and to availability as
a property that serves for “ensuring that the service provided by the sys-
tem remains available despite attacks”. Confidentiality aspect is mentioned
through secrecy and privacy where secrecy is described as “keeping others
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from having access to information” and privacy is described as “ensuring
that data about a user is not revealed”.

Boritz [111] extensively studies information integrity and considers avail-
ability as an enabler of integrity.

Parker introduces the Parkerian hexad [112] that is a set of six elements
of information security. These are confidentiality, possession or control,
integrity, authenticity, availability, and utility. Parker describes availability
as “having timely access to information”, integrity refers to “being correct
or consistent with the intended state of information”, and confidentiality is
interpreted as “limits on who can get what kind of information”.

Ravi et al. [91] mention the CIA triad in the context of functional objec-
tives of attacks against embedded systems. In particular, an objective of an
privacy attack is to “gain knowledge of sensitive information”, an integrity
attack attempts “to change data or code associated with embedded system”,
and an availability attack wants to “disrupt the normal functioning of the
system”.

Kocher [9] discusses security requirements for embedded systems. Among
these requirements availability is referred to as ensuring that “the system
can perform its function and service”. Confidentiality and integrity are
mentioned in the context of secure communications and secure storage of
information.

Fang et al. [113] in their survey on smart grids extensively discuss in-
tegrity of data and user privacy where confidentiality of user data is an
integral part of it. Similarly, Cleveland [114] focuses on smart grid security
challenges and studies confidentiality, integrity, and availability of data.

Besides the research literature the CIA triad is also interpreted by a range
of standards. For example, these are NIST 800-27 [115], ISO 27000 [116],
and NISTIR7628 [117].

NIST 800-27 [115] determines confidentiality as a security goal that “gen-
erates the requirement for protection from intentional or accidental attempts
to perform unauthorized data reads”. Integrity is defined with respect to
both data and system, i.e. “The security goal that generates the require-
ment for protection against either intentional or accidental attempts to vi-
olate data integrity (the property that data has not been altered in an
unauthorized manner) or system integrity (the quality that a system has
when it performs its intended function in an unimpaired manner, free from
unauthorized manipulation)”. Finally, the availability is explained as the
security goal that “generates the requirement for protection against inten-
tional or accidental attempts to (1) perform unauthorized deletion of data
or (2) otherwise cause a denial of service or data”.

In ISO 27000 [116] confidentiality is described as a “property that in-
formation is not made available or disclosed”. Integrity and availability are
widely defined and attributed to anything that has value to an organisation.
In particular, integrity is defined as a “property of protecting the accuracy
and completeness of assets” where an asset can be anything that is valuable
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for an organisation; and availability is a “property of being accessible and
usable upon demand by an authorized entity”.

The guidelines for smart grid cyber security [117] operates with the terms
loss of confidentiality, integrity, and availability. Losses of confidentiality
and integrity are defined as “the unauthorised disclosure and modification
or destruction of information”; and loss of availability is considered to be
“the disruption of access to or use of information or an information system”.

Table 6.1: Confidentiality, integrity, or availability

Source Confidentiality Integrity Availability
Avizienis et
al. [107]

information system service

Schumacher et
al. [108]

data asset (data and
other tangible
assets)

asset (data and
other tangible
assets)

Jürjens [109] data data –
Koopman [110] information data and sys-

tem
service

Boritz [111] – information —
Parker [112] information information service (access

to informa-
tion)

Ravi et al. [91] data data and code system
Kocher [9] data data system
Fang et al. [113] data data –
Cleveland [114] data data data
NISTIR
7628 [117]

information information service (access
to data)

ISO 27000 [116] information asset (data,
system, and
others)

asset (data,
system, and
others)

NIST 800-
27 [115]

data data and sys-
tem

service or data

T
ot
a
l data(information) 13 13 4

service 0 0 5
system or code 0 5 3

As it follows from the table, confidentiality is only thought to be ap-
plicable to data or information. Integrity is used when referring to both
system and data or information, but the latter cases strongly prevail. We
can see that availability is also applied to all three categories, but service
and system cases outweigh the data category. In the course of our study,
we have also observed that the interpretation of the CIA triad is affected
by an application domain. For example, we should notice that data avail-
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ability is widely applicable in the domain of data storage services, where
data availability is often used to characterise the quality of provided ser-
vices. In critical infrastructures availability is applicable to infrastructure
and its services and is one of the main security objectives along with pri-
vacy of consumers [117, 113]. We have also seen that in the embedded
system domain the data is mainly subject to integrity and confidentiality
goals [110, 91, 9, 118].

In our work, we make a first step towards providing a method for quantifi-
cation of confidentiality and integrity to data assets within system models.
Our brief analysis shows that these two considered attributes are well rep-
resented when speaking about data assets. We leave the availability goal
outside the scope of our work since it is most commonly applied as a char-
acteristic for a system and service.

6.1.3 Application Scenarios

In this section, we discuss application of the proposed metrics, i.e. confi-
dentiality loss and integrity loss. In particular, we discuss two application
scenarios where the loss metrics can be employed (1) to analyse the effect
of integrated SBBs and (2) to compare alternative designs. For illustration
purposes, we use the smart metering infrastructure case.

As described in Section 2 the overall specification of this case consists of
7 main scenarios that have a range of diverse security considerations. Con-
sequently, there are many assets identified in these scenarios, e.g. measure-
ments (meter readings), a set of user account data (customer, administrator,
operator), a set of certificates (calibration, installation, deinstallation, man-
ufacturer), communication configurations, functional settings, event records,
commands, control messages, etc. Additionally, as any large system the
metering infrastructure has many stakeholders. We focus on three assets,
namely measurements (denoted by A1), certificates (A2), and commands
(A3). We also consider three distinct stakeholders, i.e. end users, the utility
provider, and the national regulatory agency.

Violation of confidentiality and integrity of these assets has different con-
sequences for different stakeholders. For example, for a utility provider as
a stakeholder, breach of the integrity of measurements is usually associated
with high costs. A systematic misuse of the metering device can lead to
manipulations at large scale and result in economic losses. However, the
breach of confidentiality for the same measurement data is of a lower pri-
ority. Obviously, the picture is different for the user as a stakeholder. One
can consider the national regulatory agency to be mainly interested in the
availability dimension of the electricity supply and thereby, seen from that
stakeholder’s perspective the breach of confidentiality of the measurement
data has a lower consequence. On the other hand, a large scale manipula-
tion of the commands issued to the sensor nodes, can be used in a scenario
where national security is threatened.
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Application of the SEED approach allows systematically identifying the
presence of above assets within a system model. The calculated confidential-
ity or integrity loss for all assets can be organised in a stakeholder security
profile that shows losses for a stakeholder with respect to each asset. These
profiles can be visualised as plots, e.g. as depicted in Figure 6.2. Here, the
selected assets are listed along the x-axis, and the y-axis shows the calculated
confidentiality loss.

Figure 6.2: Stakeholder security profile view

The goal of the rest of the SEED approach from Figure 5.17 is to select
a set of SBBs to reduce potential confidentiality (integrity) loss for one or
more stakeholders. Obviously, integration of any new functionality into a
system (including security features) will imply extra costs. These costs can
be both monetary in terms of added software and hardware components for
integrating SBBs, and some reduction of the available computing or memory
resources. In order to incorporate the cost of bringing these aspects and
potentially to distribute the cost among stakeholders, we need to evaluate
how each stakeholder benefits when a certain SBB is integrated. We propose
that the added benefit is expressed as a reduction effect 1 that a SBB brings
in terms of confidentiality or integrity losses for each asset.

Figure 6.3: Reduction effect of SBBs on stakeholder profiles

For illustration we consider three SBBs from the metering DSSM (de-
picted in Figure 4.4) selected within the SecFutur project to be integrated
into the TSM device. They are secure storage, anomaly detection, and se-
cure communication. Secure storage and security communication reduce
the likelihood of breaching integrity and confidentiality of stored data and

1The term is inspired by [119]
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transmitted data respectively. The anomaly detection [81] aims to reduce
the likelihood of integrity loss for measurements stored in the device. Re-
duction effect of implemented SBBs is visualised in Figure 6.3 as arrows that
shift the initial confidentiality loss to lower values2. In this way a system
designer can analyse which stakeholders benefit most from integration of
which SBBs and consider the cost-benefit trade-off for the implementation
appropriately.

Design

alternatives

CL/IL

Design 1 Design 2 Design 3

Figure 6.4: Comparison of alternative designs

The proposed risk-based metrics can also be employed to differentiate
and compare alternative designs of the same system specifications. Fig-
ure 6.4 demonstrates the second application scenario where there are three
candidate implementations for a system. Alternative designs can differ in
a broad sense. For example, the same metering device can be implemented
on different execution platforms that possess different attack surfaces, and
thus, implies different risks. Particularities of an internal logic of a system
design can also impose different confidentiality and integrity losses, since
the way how assets are manipulated by a system can have a big impact on
its security properties. For instance, if there are measurements stored on
an unprotected memory unit, the way (e.g. frequency) this memory unit
is erased naturally influences the probability to success for an attack when
an attacker tries to copy the data from this memory unit. This application
scenario for the proposed metrics goes beyond the SEED approach, but still
a viable case.

In this section we introduced the notion of confidentiality and integrity
losses by giving motivation and application scenarios. In the following sec-
tions, we provide a complete machinery to support computation of these
metrics.

2Note that the placement of the dots in the figures and the scale of the reduction (the
size of arrows) in the shown diagrams is not the result of exact computations, but only a
relative placement to visualise the intended use of the suggested techniques.
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6.2 Proposed Metrics

As it is explained in the previous chapter, confidentiality and integrity losses
can be naturally defined as risk-based metrics. Risk is typically modelled
by the likelihood of an unwanted event and the severity of its consequences.
An unwanted event is a mixture of system dynamics and attack behaviour.
In particular, different ways of handling assets within a certain system (cap-
tured by a design model) will imply different exposure of these assets to con-
fidentiality and integrity breaches that are, in turn, associated with a certain
attack vector. In the same vein with SEED that follows the separation of
concerns principle, we suggest that security analysis should treat attack and
system behaviours as two separate, though interwoven, elements. Both ele-
ments are usually highly complex constituent of system security and should
be regarded separately for their more accurate elaboration, hence ‘separate’;
while both of them are clearly interdependent, hence ‘interwoven’, for ex-
ample, behaviour of an attack usually depends among other factors on a
system design and its reactions.

We also posit that attack and system behaviours should be modelled as
time-dependent probabilistic processes. The presence of the time dimension
allows accounting for dynamic aspects of potential attacks and a considered
system: the probability of a successful attack may change as time progresses,
and a system may possess different valuable data assets as its execution
unfolds. The use of probabilistic modelling, in turn, enables dealing with
uncertainties (both aleatory and epistemic [120]) that are naturally present
at the design phase.

One can potentially argue about difficulties of obtaining realistic data
about the timing aspects of an attack and system at the design phase, and
therefore, question reliability of results of the proposed security analysis.
We nonetheless propose that an easier and more effective explorations of
security threats and impacts is already a valuable input to design decisions,
even when subject to some uncertainties. This enables ‘what if’ analysis
which allows understanding the sensitivity of the system to potential attacks.
Furthermore, the research that enables quantitative estimations of timing
aspects of attacks and system at earlier design stages constantly progresses.

6.2.1 Confidentiality Loss and Integrity Loss

We define confidentiality loss (CL) of a valuable data asset o given an attack
A by time t as a risk metric that characterises the damage potentially caused
by the attack A to the asset o. It is calculated as a product of the likelihood
that the attack A would disclose the asset by t and the cost of this breach
for a stakeholder R. In turn, confidentiality loss of a system Y is a function
(denoted by the symbol ⊗) of confidentiality losses for each data asset oi
that is subject to an attack A. The actual function will depend on the



104 CHAPTER 6. QUANTIFYING RISKS TO DATA ASSETS

properties of the data assets in question and stakeholder’s take on them.

CL(Y,A,R, t) = ⊗iCL(oi, A,R, t) (6.1)

Similarly, integrity loss (IL) of a data asset o given an attack A by time
t is a risk metric that characterises the effect from the potential alteration
of the affected data asset. The notion is analogously extended to the system
level.

In the rest of this section, we focus on confidentiality and integrity losses
(CL and IL) for a single asset. Section 6.4 takes this further and discusses
extension of the defined metrics to a system level.

6.2.2 Basic Terms: Domain, Attack, and System

In accordance with the domain specialisation principle adopted by SEED,
we use an idea of domain as a basic notion that creates a common ground
for system engineers and security experts. More specifically, we say that a
security expert and a system engineer work in the same application domain
when they refer to a common set of components and objects while modelling
respectively a system and the attacks. This, in turn, provides us with a
mechanism for treating the system and attack as separate though interwoven
artefacts.

Definition 4 A domain M is a tuple (C,O) where C is a set of components
and O is a set of data objects accessible in an application area. A set of assets
is a subset of O denoted by Assets ⊆ O.

Attack modelling is a commonly used technique to capture behaviour
of attacks. Attack trees or attack graphs are two main examples of such
techniques. The basic elements of attack trees and attack graphs are attack
steps and relations on them. Attack trees, additionally, have special elements
such as gates, which are logical operations applied on attack steps (e.g. AND
and OR), and root, which represents the goal of an attack. Quantitative
aspects of attack models are captured in several ways. One of them is
assigning a probability distribution of execution time to the attack steps.
Kordy et al. [121] provide a comprehensive survey of different forms of attack
trees and attack graphs. In our work, we use the term basic attack model to
describe an attack that generalises attack trees and graphs.

Definition 5 A basic attack model is a tuple (AS,AR, lAS) where: AS is
a finite set of attack steps; AR ⊆ AS × AS is a relation between attack
steps; and lAS : AS → F is a labelling function that associates execution
time distributions from the set F to attack steps (AS).

We extend this basic definition of an attack model with the attack step
annotation concept. It enriches the definition of a basic attack model with
what, where, and how information: what assets are targeted; where in a



6.2. PROPOSED METRICS 105

system (i.e. on which parts of a system platform); and how these assets are
compromised, meaning which security attributes are violated.

Definition 6 An attack step annotation is a tuple (TA, TC, AV) where:

• TA ∈ 2O is a set of targeted assets;

• TC ∈ 2C is a set of targeted components;

• AV ∈ 2Attr is a set of security attributes violated by the attack step
where Attr = {Cnf, Int,Avl} (Confidentiality, Integrity, Availability).

We denote a set of such annotations by N and we refer to each element x
of the attack step annotation as by as.x (e.g. as.TA).

For example, if an attack step reads message m ∈ O from a component
link ∈ C then an AS annotation for this attack step is (m, link,Cnf)3; if an
attack step only connects to some link ∈ C then its annotation is (∅, link, ∅);
if an attack step changes some file f ∈ O stored on the device memory unit
u ∈ C then its annotation looks like (f, u, Int). These annotations allow
relating an attack model to relevant elements of a system model. This, in
turn, enables combining attack models with system models. A basic attack
model enriched with annotations is called an annotated attack model.

Definition 7 An annotated attack model A is a tuple (AS,AR, lAS , lN )
where (AS, AR, lAS) is a basic attack model and lN : AS → N is a labelling
function that assigns an annotation to each attack step.

Next, we present the elements of a system that we need to capture in
our formalisation of a system model. For our analysis, we need to capture
two aspects of a system: its functionality, execution platform and allocation
information, and information about data object dependencies. These two
aspects are represented by a state model and a data model.

Definition 8 A state model SM of a system is a tuple (S, s0, P,H, lO, lS)
where:

• S is the set of system states related to each other by a set of transitions;

• s0 is the initial state;

• P : S × S → [0, 1] associates a probability with a transition;

• H : S → F associates a probability distribution with a state;

• lO : S → 2O is a labelling function that associates a set of objects from
domain M with each state;

3To simplify the representation of AS annotations we omit the curly brackets when
denoting a set that is built of one element.
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• lC : S → 2C is a labelling function that associates a set of components
from domain M with each state.

A state in S can be seen as a basic element of behaviour (e.g. an action)
of a system. P and H formalise the probability of moving from one state
to another and the probabilistic measure of execution time of each system
state respectively. Thus, the first four elements of our state model form
a semi-Markov chain [122] (SMC). The latter two elements extend a SMC
with additional information that is utilised to automatically combine system
and attack models.

Function lO allows capturing the information about data objects (includ-
ing assets) which exist at a certain state. Function lC associates the states
with components of an execution platform.

Definition 9 A data model DM of a system is a tuple (D, lD) where:

• D ⊆ O ×O is a relation that captures immediate object dependency;

• lD : D → 2S \ ∅ is a labelling function that associates a set of states
from S with each tuple in D.

The relation D represents dependencies between data objects in an anal-
ysed system. In particular, (oi, oj) ∈ D means that an asset oj depends on
an asset oi; for example, oj = f(oi) where f is some function. We omit the
nature and strength of such dependencies, however, this information can
also be utilised. The function lD captures at which system state the depen-
dencies in D occur. Thus, if lD(oi, oj) returns state s then it means that
oj is derived from oi in s. Implicitly, a well-formed data model associates a
non-empty state set to every element in D.

Finally, a system is a tuple of a system model and a data model.

Definition 10 A system model Y is a tuple (SM,DM) where SM is a
system model and DM is a data model.

We summarise the introduced notation and terms in Table 6.2.

6.2.3 Metrics and Their Derivation

We now go on to define the CL and IL metrics and show how they are
derived based on the formalised above system and attack models.

Confidentiality loss

Recall that confidentiality loss (CL) caused by an attack A to each valuable
data asset o by time t is a product of the likelihood that A would disclose
o by t, and the cost of this disclosure to stakeholder R. In our context, the
likelihood is a probability. Thus,
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Table 6.2: Summary of the used notation

Sets and subsets

C – components AV – security attributes violated
O – objects N – attack step annotations
Assets – assets, Assets ⊆ O S – system states
F – probability distributions Ωo,o′ – all state sequences between o′ and o

AS – attack steps S〈o〉 – system states where object o exists
TA – targeted assets Ctarget – system components targeted by an at-

tack
TC – targeted components AS〈Cnf,o〉 – attack steps violating confidentiality

of an object o

Functions, dependencies and relations

lAS – assigns execution time probability distributions to attack steps, lAS : AS → F

lN – assigns an annotation to an attack step, lASN : AS → ASN
P – associates a probability with a transition, P : S × S → [0, 1]
D – a dependency relation between data objects, D ⊆ O ×O

lD – associates a set of system states with a data dependency, lD : D → 2S

H – associates a probability distribution of execution time with a state, H : S → F

lO – associates a set of existing objects with a state, lO : S → 2O

lC – associates a set of components with a system state, lC : S → 2C

AR – a relation between attack steps, AR ⊆ AS ×AS

cost – a cost of asset disclosure or alternation expressed by a stakeholder
κ – a function that checks whether there is a transitive dependency between two objects
Tuples

SM = (S, s0, P,H, lO, lC) – a state model M = (C,O) – an application domain
DM = (D, lD) – a data model Y = (SM,DM) – a system model
A = (AS, AR, lAS , lASN ) – an annotated attack model
Other

R – a stakeholder PE – propagation effect ω – sequence of states
CL – confidentiality loss DE – direct effect γ – sequence of data objects
IL – integrity loss φ – interval transition probability

CL(o,A, Y,R, t) = p(o,A, Y, t) cost(o,R) (6.2)

In equation (6.2), the cost of an asset, cost(o,R), is a subjective estimate
expressed by a stakeholder R. In general case, the cost can also be time-
dependent, but in this work we assume that it is time-agnostic. In turn, a
probability of disclosure, p(o,A, Y, t), can be broken down into a product of
two independent events: (E1) an attack A is in a step that can disclose o by
time t; and (E2) an asset o actually exists in system Y when it is attacked
by time t.

p(o,A, Y, t) = p(E1(o,A), t) p(E2(o, Y ), t) (6.3)

To put it another way, the E1 event accounts for a subset of attack steps
AS〈Cnf,o〉 ⊆ AS that compromise an asset o and violate its confidentiality;
and the E2 event accounts for a subset of system states S〈o〉 ⊆ S that are
associated with asset o. Additionally, the attack steps from AS〈Cnf,o〉 should
target a set of components that are used for allocation of system states from
S〈o〉. This simply means that, for the attack to be successful, a system
should have components with certain targeted vulnerabilities exploited by
the attack steps from AS〈Cnf,o〉. We refer to this subset of targeted compo-
nents as Ctarget.
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Given a set of states S from a system Y and a set of attack steps AS from
an attack A the set of targeted components Ctarget is defined as follows:

Ctarget = {c | s ∈ S, as ∈ AS, c ∈ lC(s) ∩ as.TC} (6.4)

Given a set of attack steps AS and a set Ctarget then a subset of attack
steps that disclose an object o is defined as follows:

AS〈Cnf,o〉 = {as | as ∈ AS, as.TC ∩ Ctarget 6= ∅, o ∈ as.TA,Cnf ∈ as.AV}
(6.5)

Given a set of system states S and a set of targeted components Ctarget

then a set of states where an object o potentially can be comprised is defined
as follows:

S〈o〉 = {s | s ∈ S, lC(s) ∩ Ctarget 6= ∅, o ∈ lO(s)} (6.6)

In other words, execution of any attack step in AS〈Cnf,o〉 leads to disclo-
sure of a given object o, which is essentially the E1 event. This corresponds
to construction of an attack tree with attack steps from AS〈Cnf,o〉 which
are all connected by the OR gate. Thus, the probability that an attack A

discloses o in a system Y by time t can be computed as follows:

p(E1(o,A), t) = 1−
∏

as∈AS〈Cnf,o〉

(

1− p(as, t)
)

(6.7)

Finally, given the SMC that underlies the system state model, the prob-
ability that an asset o exists in Y by time t can be computed as follows:

p(E2(o, Y ), t) =
∑

s∈S〈o〉

φ(s0, s, t) (6.8)

In equation (6.7), p(as, t) is a probability of success of an attack step
as by time t within an attack model A. It is returned by lAS given t that
is, in turn, calculated from a selected modelling formalism for attack step
relations (e.g. attack trees or graphs). In equation (6.8), φ(s0, s, t) is a
so called interval transition probability of the system Y transiting from a
state s0 to a state s in interval (0, t) [122]. It is calculated from the system
equation shown in Section 2 that describes the dynamics of a SMC.

Integrity loss

Integrity loss (IL) is a metric that defines the risk of alterations to an asset
o, and should account for two aspects:

• the loss caused by the direct influence of an attack A on asset o,
referred to as the direct effect (DE );
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• the loss caused by spreading corrupted data and further contaminating
the computations dependent on asset o, referred to as the propagation
effect (PE ).

Hence, integrity loss is built of two compounds:

IL(o,A, Y,R, t) = DE(o,A, Y,R, t) + PE(o,A, Y,R, t) (6.9)

The reason to include the propagation effect in the IL metric, but not
in the CL metric can be explained with the following rationale. Whether a
breach of confidentiality will propagate depends on specific attack capabil-
ities, i.e. on whether an attack is capable of learning additional data when
it has observed a part of it. This act of data reconstruction and learning is
actually a self-contained attack step and should be explicitly included into
an attack model. For example, the sole fact that an attack compromises an
encryption key does not directly implies that all data encrypted by this key
is compromised. It is compromised if an attack actually captures and reads
the data protected with this key. This behaviour and dependency should
be explicitly modelled as part of an attack model. In contrast, a breach of
integrity of some data will propagate independently on a considered attack,
but depends on the attacked system behaviour, i.e. how a system further
uses the corrupted object. For example, if a public key is modified, then all
data signed by this compromised key can not be decrypted if the decryption
state is also part of a system.

The direct effect DE is calculated in analogy to CL, where AS〈Int,o〉 is
defined similarly to AS〈Cnf,o〉, but Int ∈ as.AV replaces the corresponding
term in equation (6.5).

The intuition for the propagation effect is as follows: if an object o′ ∈ O

is computed in a state s′ ∈ S based on an object o that has already been
corrupted in a state s ∈ S〈o〉 then o′ is also considered corrupted. To derive
this propagation effect PE with respect to each such object o′ we need to
consider the four aspects that make up elements of equation (6.10) below.

First, we need to check whether o′ immediately or transitively depends
on o. The immediate dependency is already captured in data model DM
by (o, o′) ∈ D. We say that transitive dependency exists, if it is possible
to construct such a sequence of objects γ of length n that γ = (γk | γ1 =
o, γn = o′, 1 ≤ k < n : (γk, γk+1) ∈ D)4. We formalise this test as a function
κ : O × O → {0, 1} that returns 1 if such a sequence γ exists, otherwise it
returns 0.

κ(o, o′) =

{

1, if ∃γ = (γk | γ1 = o, γn = o′, 1 ≤ k < n : (γk, γk+1) ∈ D)

0, otherwise

4We use the subscript notation, i.e. γi, to access the ith element of the sequence γ.
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The next two elements are the cost of o′ as expressed by a stakeholder
R and the probability that o will be actually attacked by some time τ ≤ t

in the first place.
Finally, the propagation effect occurs only when the system Y will transit

from a state s ∈ S〈o〉 to a state s′ where o′ is computed from o immediately
or transitively. Such a state s′ can be returned by the labelling function lD,
if immediate dependency between o and o′ exists. However, if an immedi-
ate dependency does not exist, but a transitive dependency exists then we
need to consider a sequence of states ω (of length n − 1) along which the
transitive dependency, captured by a sequence of objects γ (of length n),
occurs. We construct ω in such a way that ω = (ωk | 1 ≤ k < n − 1 : ωk ∈
lD((γk, γk+1))). Since there can be several valid sequences of states relating
o and o′, we denote by Ωo,o′ a set of such state sequences. In other words,
Ωo,o′ is the set of all state sequences along which o′ can be compromised
when o is attacked.

The propagation effect given the four elements described above is calcu-
lated as follows:

PE(o,A, Y,R, t) =
∑

o′∈O

κ(o, o′) cost(o′, R)
∑

s∈S〈o〉

p(E1(o,A), τ)
∑

ω∈Ωo,o′

P (s0, s, ω, t)

(6.10)

In equation (6.10), P (s0, s, ω, t) is the interval transition probability that
the system that starts at s0 will first pass the state s (where asset o is
attacked by A), and then will go through each state from the sequence ω.
This probability can be computed recursively as follows:

P (s0, s, ω, t) = φ(s0, s, τ) P (s, ω1, ω[2..], t− τ) (6.11)

We denote by ω1 the first element of the sequence ω and by ω[2..] a suffix

of this sequence ω starting from the 2nd element. The validity of equation
(6.12) can be proven by simple induction.

Theorem 1 Given a system Y , its two distinct states s0 and s, and a
sequence of states ωi of length i then the interval transition probability
P (s0, s, ω

i, t) that the system starts at s0 will, first, pass the state s, and
then will go through each state from the sequence ωi can be computed as
follows:

P (s0, s, ω
i, t) = φ(s0, s, τ) P (s, ωi

1, ω
i
[2..], t− τ) (6.12)

Proof 1 We show this by induction over i.
For the basic step we consider a sequence that has only one element,

i.e. ω1 = (sj). Equation (6.12) applied for this case gives the following
expression:

P (s0, s, sj , t) = φ(s0, s, τ) P (s, sj , ∅, t− τ) (6.13)
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In equation (6.13), P (s, sj , ∅, t − τ) can be interpreted as the interval
transition probability that the system starts at s and enters state sj . This,
in turn, is a simple interval transition probability φ(s, sj , t − τ). Thus, we
should show that

P (s0, s, sj , t) = φ(s0, s, τ) φ(s, sj , t− τ) (6.14)

To show validity of equation (6.14) we interpret P (s0, s, sj , t) as occur-
rence of two events: (e1) the SMC reaches state s by some time point τ given
that it enters state s0 at time 0; (e2) the SMC reaches state sj by some time
point t given that it enters state s at time τ . Thus, P (s0, s, sj , t) = p(e1, e2).
Next, p(e1, e2) can be expressed through conditional probabilities as

p(e1, e2) = p(e2 | e1) p(e1) (6.15)

In equation (6.15), p(e2 | e1) means that state sj is reached when the
SMC enters s at time τ < t. That is, in turn, is equal to standard SMC
interval transition probability φ(s, sj , t− τ) where we start process in state
s at time 0. Simply by construction, p(e1) is the SMC interval transition
probability φ(s0, s, τ). Thus,

p(e2 | e1) p(e1) = φ(s, sj , t− τ) φ(s0, s, τ) (6.16)

Obviously, equations (6.16) and (6.14) are identical.
For the inductive step we assume that equation (6.12) holds for a

sequence of length n, i.e. ωn = (s1, s2, ..., sn).
Now we need to show that equation (6.12) holds for a sequence of length

n + 1, i.e. for ωn+1 = (s1, s2, ..., sn, sn+1). We write the equation for ωn+1

as follows:

P (s0, s, ω
n+1, t) = φ(s0, s, τ) P (s, ωn+1

1 , ωn+1
[2..] , t− τ) (6.17)

where in equation (6.17) we have

P (s, ωn+1
1 , ωn+1

[2..] , t− τ) = P (s, s1, ω
n, t− τ) (6.18)

As it comes from our inductive assumption, equation (6.12) holds for
the right part of equation (6.18). Thus, equation (6.12) obviously holds for
equation (6.17). �

6.3 Application to Smart Meter

In this section we apply our methodology on an open platform device devel-
oped based on the design from the European project SecFutur [17], where
a Trusted Sensor Network (TSN) was a case study (described in Section 2).
We illustrate the application of our methodology and show how confiden-
tiality and integrity losses capture the security risks associated with data
assets.



112 CHAPTER 6. QUANTIFYING RISKS TO DATA ASSETS

The TSN is built of a set of metering devices, database servers, client
applications, and a communication infrastructure. Recall that the main
goal of this system is to measure energy consumption at households and
to associate measurements with the clients’ data for billing purposes. The
overall specification of this infrastructure consists of 7 main scenarios that
have a range of diverse security considerations [3]. Consequently, there
are many assets identified in these scenarios, e.g. measurements (meter
readings), a set of user account data (customer, administrator, operator), a
set of certificates (calibration, installation, manufacturer), communication
configurations, functional settings, event records, commands, control and
command messages, etc. In this section, we study a metering device and
focus on measurements as an asset.

We consider three stakeholders: user, utility provider, and national regu-
latory agency. The stakeholder costs of losing confidentiality or integrity for
measurements are shown in Table 6.3. To capture stakeholder estimations
we adopt a common linguistic scale [123] {insignificant, minor, moderate,
major, catastrophic} to encode these costs, which we further map to a nu-
merical vector {0, 0.1, 0.5, 0.8, 1} where 0 means “no cost” and 1 means “ex-
tremely high costs”. Note that we use this simplified numerical scale only
for exemplification. In practice, one would use intervals or even continuous
scales. Moreover, the selected linguistic scale can also change from one ap-
plication domain to another. CORAS suggests deciding on such scales as a
result of step 4 for each risk assessment. Park et al. [124] introduce an algo-
rithm to automatically score and rank assets by estimating their criticality
for the business and organisation. Our methodology does not impose spe-
cific requirements on this form of the scale, and therefore, it can be adapted
for a particular case.

Table 6.3: Stakeholder costs expressed for measurements

User Utility
provider

National
agency

Confidentiality major minor insignificant
Integrity moderate major minor

6.3.1 System Modelling

Figure 6.5 depicts a system model for a metering device used in the TSN
scenario. This functional model is expressed as an UML activity diagram.
The system expects a command (cmd) from an administrator of a utility
company. On receipt, it proceeds to registration, configuration, or cali-
bration procedures. When the device is calibrated it starts collecting raw
data (raw msr), processing them into ready measurements (msr), writing
them into the memory and creating a unique id (id msr), sending them to
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the server, and waiting for an acknowledgement (ack). If an acknowledge-
ment has not arrived a meter continues to collect measurements; otherwise,
it proceeds to the verification procedure. If verification succeeds the device
searches for the measurement by id (id msr), deletes this measurement from
storage, and waits for the next command from the server. If verification fails,
the device reads the measurement from storage and resends it.

init

configure calibrate

process
write to 

storage
package

collect send

resend

read from 

storage

delete from

 storage

verify

cmd

msr

msr, id_msr

msr, id_msr

ack

id_msr

msr, id_msr

cmd

raw_msr

register

Figure 6.5: The metering device functional model

Construction of state and data models (introduced in Section 6.2.2) can
be accomplished by traversing and transforming control and data flows of
the UML activity model. UML activity diagrams can be directly trans-
formed into a state model [125]. Alternatively, UML activities can be first
transformed into some variant of Stochastic Petri Nets (SPNs) [126]. They
offer easier translation from UML activity diagrams and also provide great
capabilities such as dealing with concurrency and various forms of depen-
dency. These variants of SPNs can be further used to generate Markov and
none-Markov models, i.e. SMC in our case. For the purpose of this illus-
tration we directly move on to the state model and omit intermediate steps
(the used semantic function is explained in Appendix C). A data model can
be obtained by traversing the UML activity and utilising its built-in data
flows. Note that we use the UML activity as an example. Our approach is
not limited to this choice.

Figure 6.6(a) depicts the state model (SM ). The numbers on arcs are
probabilities of the transitions (P) and the numbers on states are mean
state execution times of normal distributions (H ). To obtain this data, de-
sign phase estimation methods exist. We employ prototyping for execution
time estimates as a viable alternative. Details of the designed scenario are
described in Appendix B. The object references next to each state corre-
spond to the labelling function lO. Our metering device model includes a
simplified execution platform built of two components: a link and a device.
The link is a communication network, and the device is a meter itself. The
init, package, send, wait for acknowledgement, resend, and wait for command
states are allocated on the link, and the rest of the states are executed on the
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device. This corresponds to the labelling function lC . Figure 6.6(b) depicts
the data model (DM ), where the labels on dependency arcs are names of
corresponding states from SM. This corresponds to the labelling function
lD.
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Figure 6.6: System model for the metering device

6.3.2 Attack Modelling

Privacy and integrity of measurements are two serious concerns for smart
metering devices [127, 128, 113]. Privacy can be violated by eavesdropping
energy consumption measurements that are passed over the communica-
tion network used by meters. By collecting the meter readings an attacker
can reveal personal information, e.g. individual’s behaviour, habits, activ-
ities, and preferences [129, 130]. Integrity of measurements can be broken
by modifying the original data sent by a metering device. By fabricating
energy meter readings an attacker can manipulate energy costs, or even sab-
otage operation of a control center that rely on accurate measurements for
estimating the power grid state [113]. In this section, we consider these two
attacks, i.e. eavesdropping of measurements and measurements spoofing, as
examples. Respective annotated attack models in the form of attack graphs
are depicted in Figures 6.7(a) and 6.7(b).

To conduct the eavesdropping attack an attack should first succeed to
sniff the data packets (pkt) sent over the media (link). This, in turn, requires
that an attack connects to the media and captures packets. Thereafter,
the attack filters required packets, and, finally, decodes and reads them.
Then, the attack proceeds capturing the next packet or it goes into the idle
state (inactive state for an attack) where it can start over. Similar to the
eavesdropping attack, the measurements spoofing attack starts with inter-
cepting, decoding, and reading the required packets. Thereafter, it modifies
the measurements and inserts them back into the used media. The attack
step annotations in Figures 6.7(a) and 6.7(b) follow the syntax introduced
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in Section 6.2.2. The idle state in both attacks allows us to model sporadic
presence of an attack in the deployment environment.

Connect

(    , link,    )

Capture

(pkt, link,    )

Filter 

(pkt, link,    )

Idle

Decode&Read

(msr, link, Cnf)
0.5

0.5

0.3

0.7

(a) Measurement eavesdropping

Connect

(    , link,    )

Capture

(pkt, link,    )
Filter 

(pkt, link,    )

Idle

Decode&Read

(msr, link, Cnf)

Modify&Insert

(msr, link, Int)
0.5

0.5

0.3

0.7

(b) Measurement spoofing

Figure 6.7: Two attacks against measurements

In addition to annotations, each attack step is associated with a prob-
ability distribution (the labelling function lAS). Arnold et al. [131] discuss
that there are two alternative approaches to obtain such distributions: (1)
based on historical or empirical data; and (2) based on expert opinions.
For our illustrative example, we employ the former approach by running
experiments with the earlier constructed prototype. We use the kernel den-
sity estimations [132] to obtain the needed distribution functions from these
samples.

6.3.3 Calculating Metrics

In this section, we show CL and IL metrics calculated for measurements
(mrs) as a data asset. To solve SMC models, we use the PRISM model
checker [133]. Even though PRISM does not allow direct modelling of SMCs,
we have implemented transformation that approximates a SMC as a DTMC
(discrete-time markov chain) which analysis is supported by PRISM. The
details of this transformation are discussed in Appendix A. We have devel-
oped a Python script to support this activity. The calculations of CL and
IL are also supported by a Python script.

A composition of the attack and system models gives the following sets
of compromising attack steps (used in equation 6.7) and system states (used
in equation 6.8) introduced in Section 6.2.3:

AS〈Cnf,msr〉 = {Decode&Read packets}

AS〈Int,msr〉 = {Modify&Insert packets}

S〈mrs〉 = {package, send, resend}

We show the values observed when confidentiality (CL) and integrity
losses (IL) stabilise. In reality the risks can change over time, which is also
the case in our illustrative example, but we do not show the whole trend
since the risks stabilise relatively quick (see Appendix D for more details).
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Figure 6.8(a) depicts the calculated confidentiality and integrity losses of
measurements. These figures show that both the user and utility provider
stakeholders have noticeable risks associated with CL and IL for measure-
ments; whereas CL and IL for a national regulatory agency are much lower.
Additionally, the results clearly demonstrate that the users have risks asso-
ciated with both confidentiality and integrity of measurements; while IL of
measurements for the utility provider exceeds its CL.
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Figure 6.8: Visualisation of calculated CL and IL for stakeholders

The confidentiality loss stabilises for the user and utility provider stake-
holders at 0.035 and 0.004 respectively; and for national agency it is equal
to 0 due to the zero costs expressed by this stakeholder for the measure-
ment asset. Thus, confidentiality loss for the user are about 8 times higher
than for the utility provider. The integrity loss stabilises for the user, utility
provider, and national agency at 0.02, 0.03, and 0.003 respectively. We can
see that the utility provider bears the highest relative IL, but that is still
comparable to IL of the user. The national agency bears the lowest risk both
in terms of CL and IL. This can be logically explained by the fact that a na-
tional regulatory agency is mostly concerned about availability of an energy
grid rather then about integrity and confidentiality of measurements.

It should be mentioned that due to a narrowed down set of considered
assets (i.e. measurements only) in our example, stakeholder-wise comparison
of CL and IL is not as informative as it could be in a general case with
multiple assets. In general case, different stakeholders can value different
data objects. However, what our example demonstrates distinctly is how
the proposed metrics reflect reduction of risks when mitigation measures
are applied. That, in turn, indicates how each stakeholder benefits when
the original design is modified for strengthening its security aspects [134].

To illustrate our statement, we illustrate how a modification of a de-
sign can act as a mitigation against the two attacks. We modify the state
“collect”, so that the system in Figure 6.6 sends measurements in chunks
of 10 readings. By this, the mean execution time of this state (“collect”) is
changed from 155 to 1550 ms.
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Figure 6.8(b) shows results for a modified system, and we observe a sig-
nificant drop in initial risks (as described shortly). In particular, it shows
that CL for the user and utility provider converges to 0.008 and 0.001 re-
spectively. Thus, these risks are reduced by factor of 4 in comparison with
the risks derived from the original design. Similar, a significant drop is ob-
served for integrity losses, i.e. IL for all stakeholders is 3–4 times lower than
in the original design.

The cause of the observed risk reductions can be explained by the fact
that the probability of measurement existence in a communication chan-
nel, which corresponds to the p(E1(o,A), t) component in equation (6.3),
decreases in case of the modified design. Note that the layouts for Fig-
ures 6.8(a) and 6.8(b) are similar since the consequence component, which
corresponds to cost(o,R) in equation 6.2, is the same for both calculations,
while the probability of asset violation is changing due to the introduced
modification.

Figure 6.9 visualises the same results, but in a different plane. From
this visualisation one can easily compare risks imposed by an original and
modified designs with respect to different stakeholders.
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Figure 6.9: Alternative view on calculated CL and IL

Once the risks for the stakeholders are estimated as confidentiality and
integrity losses, the next step is evaluation of the obtained risks to make
decision. This is an extensive decision problem that typically involves other
criteria (e.g. resource footprint of countermeasures, quality of service re-
quirements, etc.). One also could proceed deciding on an acceptance risk
level and accept only those design alternatives which risks lie within the
acceptance level (as suggested by CORAS).

This demonstrates that there is a potential for visualising and reasoning
about the proposed metrics as a design progresses and gets refined. It also
shows how simple design decisions can affect the security risks associated
with data assets of a system. Thus, our metrics has potential to guide a
system engineer by bringing awareness about security to the design phase.
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6.4 Extending Losses to System Level

As we have stated in Section 6.2, confidentiality loss of a system Y is a
function (denoted by the symbol ⊗) of confidentiality losses for each data
asset oi that is subject to an attack A.

CL(Y,A,R, t) = ⊗iCL(oi, A,R, t) (6.19)

The similar statement applies to the integrity loss. We also have mentioned
that the actual functions will depend on the properties of the data assets
in question and stakeholder’s take on them. In this section, we discuss the
form of these functions.

To begin with, confidentiality and integrity losses of an asset can be con-
sidered as an expected loss for stakeholders (a negative variant of an expected
value). For example, confidentiality loss of an asset o can be represented as
follows:

CL(o,A,R, t) = p(o,A, t) · cost(o,R) + (1− p(o,A, t)) · 0 (6.20)

In equation (6.20) the first summand represents the risk of the asset o

losing its confidentiality previously presented as equation (6.2). The second
summand naturally complements the formula with the “risk” of the asset o
not losing its confidentiality. Clearly, the cost of staying uncompromised is
equal to 0. Similar reasoning can be applied to integrity loss.

Now, we consider a system Y that has several assets o1, o2, ..., on. Fol-
lowing the reasoning above, we define confidentiality and integrity loss for
the system Y as the sum of respective expected losses of each asset in the
system.

CL(Y,A,R, t) =
∑

oi∈Asset

CL(oi, A,R, t) (6.21)

IL(Y,A,R, t) =
∑

oi∈Asset

IL(oi, A,R, t) (6.22)

The expression in equation (6.21) gives a simple way to extend the met-
rics proposed in our work to the system level. However, it also sets additional
requirements on the cost function that we discuss further.

For example, let us consider a password and a phone number as two
ways to authenticate access to some resource. If an attacker modifies only
the password or the phone number, an owner still can access the resource by
using an unaltered alternative. Therefore, the risks associated with losing
one of these assets can be comparatively low. However, when both means
are modified by the attacker, the security risks for a stakeholder increase
drastically since it becomes impossible to access the resource. This naive
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example illustrates that higher or lower risks are tightly connected to the
way the costs are estimated by a stakeholder. In particular, the cost of losing
a certain asset depends on the context (i.e. the state of and interdependence
with other assets) and so does the risk.

This concept can be explained from the utility theory standpoint. Utility
is a subjective measure of the amount of satisfaction (or dissatisfaction)
a stakeholder would derive. Thus, the amount of dissatisfaction is much
higher when both assets (a password and a phone number) are corrupted in
comparison with the case when only one of them is corrupted. Moreover,
the dissatisfaction associated with corruption of both assets might not be
perceived as equal to the sum of the dissatisfactions when each asset is
corrupted alone.

To account for such a phenomenon, we suggest to refine the notion of cost
used in equations (6.2) and (6.9) for calculating confidentiality and integrity
losses. In the rest of this section, we discuss the refined form of this cost
function.

The notion of cost used earlier in our work is the cost of losing confi-
dentiality or integrity of a certain asset. We have assumed in the earlier
sections, that a cost for a certain asset is independent from other assets.
Now we relax this assumption by introducing a cost function cost′ to assign
the cost of compromising an asset in relation to other assets. This function
expresses the cost of losing confidentiality for a certain asset given that none
of the other assets is compromised, as well as the cost when any of possible
combinations of other assets are compromised. We refer to this cost function
as full cost function.

For convenience we use the following simplified notation.

• We denote by cost(o) a cost expressed by stakeholder R (we omit R

in the notation).

• We denote by po(t) a probability that asset o will be compromised by
time t given an attack A (we omit A in the notation).

• We denote by AssetY ⊆ Asset the set of assets in the system Y .

• We denote by cost′(o) the full cost function of an asset o for stakeholder
R (we omit R in the notation).

We now design the full cost function that is a refinement of the initial cost
function that we have worked with in the earlier sections. We write cost(oi |
oj) to denote “the cost of asset oi given that oj has been compromised while
other assets from AssetY have not been compromised”. The cost cost(o)
that we have used before should be interpreted as cost(o | ∅) that is “the
cost of asset o when none of the other assets is compromised”. It is also
clear that cost(oi | oj) is equal to cost(oi) when a stakeholder does not see
any relation between oi and oj in terms of their costs.

Figure 6.10 illustrates relative costs for our example with a password and
a phone number for authentication before accessing a resource.



120 CHAPTER 6. QUANTIFYING RISKS TO DATA ASSETS
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Figure 6.10: An example of cost for compromised assets in the context of
other assets

We define the full cost function cost′ as follows:

cost′(o) =
∑

x∈2AssetY

w(o | x) cost(o | x) (6.23)

Equation (6.23) expresses that the cost of losing confidentiality (in-
tegrity) of a certain asset o is equal to a weighted sum of costs of losing
confidentiality of this asset with respect to any possible combination of
other assets. w(o | x) is a probability of compromising an asset o given
that a considered subset of assets x ∈ 2AssetY has been compromised too.

To give an example of how this can be applied to confidentiality loss of a
system, we consider a system Y with two assets o1 and o2. We substitute a
simple expression for cost in equations (6.2) by a full cost function derived
in equation (6.23).

CL(Y, t) = po1(t)cost
′(o1) + po2(t)cost

′(o2) =

po1(t)
(

po1|ō2(t)cost(o1 | ō2) + po1|o2(t)cost(o1 | o2)
)

+ po2(t)
(

po2|ō1(t)cost(o2 | ō1) + po2|o1(t)cost(o2 | o1)
)

(6.24)

By expanding expression (6.24) and by applying the formula for a prod-
uct of two dependent events, we obtain the following result:
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CL(Y, t) = po1ō2(t)cost(o1 | ō2) + po2ō1(t)cost(o2 | ō1)

+ po1o2(t)
(

cost(o1 | o2) + cost(o2 | o1)
)

(6.25)

According to equation (6.25) confidentiality loss for a system that has
two assets is the sum of three components: (1) the loss associated with only
o1 being compromised; (2) the loss of only o2 being compromised; and (3)
the loss of both assets being compromised. Another way of looking at the
notion of cost (or consequence of a compromise) can be the actual costs of
recovery, i.e. the risk to the whole system with respect to its assets is equal
to (1) the costs associated with recovering a system when only one of the
assets is compromised (2) and the costs associated with recovering when
both assets are compromised. Note that these costs may not be the same
and that is what we account for.

It is important to mention that the probabilities that correspond to
weights in equation (6.23) can be computed using the formal models intro-
duced in Section 6.2. However, in cases when high precision is not required,
we suggest to consider using a simple average instead of the weighted sum.
For instance, the use of precisely computed probabilities for the weighted
sum will be an overkill when the cost function is designed based on expert
estimates that possess a high degree of uncertainty by nature.

6.5 Discussions

In this section, we discuss different insights around the proposed metrics
and their derivation method gained in the course of this work.

Attack modelling is central to security research. In common with cur-
rent attack-based analysis frameworks, our methodology deals with known
attacks as opposed to unknown zero-day attacks. Preparing a system for
zero-day attacks is also an important concern, but most embedded systems
fail to protect against even known attacks due to a lack of security consid-
erations already at the design phase and also due to general unawareness
about or oversight of potential security problems [11]. Moreover, Bilge and
Dumitras [135] demonstrate that the number of launches of an attack when
it is transformed from a zero-day to known attack only grows. Nonetheless,
predicting unknown attacks is an emerging research challenge. Todays re-
search efforts on predicting and discovering security vulnerabilities [136, 137]
is aligned with this task.

In its turn, when known attacks are considered, it is important to ex-
amine a set of attacks that are reasonable for a particular domain to obtain
meaningful results. The question that arises in this context is how to obtain
this set of attacks. For this purpose, SEED promotes to employ repositories
designed to constantly collect all known attacks, so that a system engineer
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can reuse this knowledge. To fulfil this mission, as any repository, it should
be regularly updated and enriched with new information.

Among prerequisites for conducting quantitative analysis is an assump-
tion that quantitive characteristics of an attack model and a system are
determined. One can potentially argue about difficulties of obtaining real-
istic data about the timing aspects of an attack and system at the design
phase, and therefore, question reliability of results of the proposed security
analysis. We nonetheless propose that an easier and more effective explo-
ration of security threats and impacts is already a valuable input to design
decisions, even when it is subject to some uncertainties. This enables a
‘what if’ approach which allows understanding the sensitivity of the system
to potential attacks and design decisions. For example, one can investigate
which design alternative is more or less sensitive to certain attacks by look-
ing at trends in variations of confidentiality and integrity losses. One can
spot some jumps and drops in these trends that may indicate the need for
further investigation. One may not be concerned about the difference be-
tween 0.2 and 0.25 (on the scale from 0 to 1) of calculated values for the
metrics considering this difference be insignificant given input data uncer-
tainties. However, one will be more careful comparing two assets that yield
0.2 and 0.9 for confidentiality loss.

The need for quantification of an attack and system models is not a new
challenge. The research areas that enable quantitative estimations of timing
aspects of attacks and system at earlier design stages constantly progress.
Arnold et al. [131] briefly discuss two alternative approaches to obtain data
about quantitive behaviour of an attack: (1) based on historical or empirical
data; and (2) based on expert opinions. The most desired data, that is when
the first approach is used, are actual measurements from experiments in a
real environment. The main issue with this approach is the cost of such
experiments. High costs can be associated with both preparation for an ex-
periment and additional costs that can be imposed by the need to deal with
possible consequences. Moreover, experiments in a real environment are
often time-consuming which is also an issue in the light of time-to-market
requirements coming from significant commercial pressure. As an alterna-
tive, the practitioners propose the honeypot-based technique [138, 139]. The
main critique against these techniques [140] is that such experiments are con-
ducted under controlled conditions, and therefore, can not exhibit the real
behaviour of an attack. When measurements are obtained by observation or
by conduction experiments (following the first approach mentioned above),
one can use a range of fitting tools, e.g. G-Fit [141], and kernel density
estimation tools [132] to build distributions required for our method.

As an alternative to sample-based techniques, one can employ expert-
based estimates. The main advantage of this approach is that it does not re-
quire expensive and time-consuming deployment of experiments, and there-
fore, can be used to provide a relatively quick input. For example, Sommes-
tad et al. report the results of employing the experts’ judgements to obtain
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such complex estimations as success rates of code execution [142] and denial-
of-service attacks [143], effectiveness of intrusion detective systems [144], to
name a few. The disadvantage will be that the use of expert estimates
introduces (potentially large) uncertainties.

Uncertainties can be categorised in two types [120]: aleatory (due to
inherent randomness of a considered object) or epistemic (due to lack of
knowledge about an object). Epistemic uncertainty is generally considered
as reducible by collecting more data and measurements; whereas aleatory is
irreducible. Both these uncertainties are present when attack and system
models are quantified at the design phase. Epistemic uncertainty can be
addressed by refining an attack model or by considering a larger group of
experts. Aleatory uncertainty is addressed in attack modelling by employ-
ing stochastic models where system and attack dynamics are assessed by
assigning probability distributions. Parsons [145] extensively discusses dif-
ferent types of imperfect information, its source, and also methods to handle
such information. Feng and Xie [146] propose an algorithm that combines
two sources of information (expert knowledge and knowledge from observed
cases) by constructing a Bayesian network. In our work, we use probability
distributions for quantification of attack and system models in presence of
uncertainties.

The next natural question that may arise is what form these distribu-
tions should have. In research literature, there are different opinions with
this regard. Exponential distributions are widely used in attack modelling
as a default choice. Arnold et al. [131] justify this choice by the fact that
the exponential distribution has maximal entropy. This means that the ex-
ponential distribution is the most random of all distributions with a given
mean. This is an appropriate consideration when expert estimates are used.
In contrast, Nico et al. [147] point that the exponential distribution is not
apt due to its memoryless property that does not account for ageing and
learning curve of an attacker. Jurgenson and Willemson [148] justify the
use of normal distributions for attack tree parameters by arguing that hu-
mans tend to think in terms of normal distribution, and therefore, it is the
most natural distribution when human experts evaluate the parameters. In
turn, Almasizadeh and Azgomi [140] suggest to use the mixture of uniform
distributions. Finally, Madan et al. [149] argue that a variety of distribu-
tions should be used in the context of security analysis – hypo-exponential,
hyper-exponential, Weibull, log-logistic, and so on – since various distribu-
tions can capture different particularities of attack behaviours. We agree
with the need to be able to use diverse distributions depending on the na-
ture of an attack, and therefore, we have adopted a flexible formalism –
semi-Markov chains – that allows any type of distribution.

Our method assumes that system is annotated with such information as
execution time distributions. The need for techniques to acquire such quan-
titive estimations already at the design phase in the domain of embedded
systems is also a recognised research challenge. The model-based engineer-
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ing community provides a set of techniques and methodologies for design-
based (UML) performance estimations that aim to support early design-
space exploration, e.g. COMPLEX [150], PUMA [151], Co-Fluent [152],
and SPEU [153]. Our work uses these precursors and insights as a premise.
With respect to this issue, we also believe that it is not appropriate to as-
sume that there is no knowledge about system time characteristics at the
design phase. As we discussed is Section 2.1, the pure waterfall life-cycle
model is not realistic for modern engineering. This implies that a design
model can be actually annotated with performance characteristics reusing
data from the previous iterations. This case is in the spirit with round-trip
approaches of system refinement developed in the area of the model-driven
engineering [154].



7
Related Work

In this chapter we describe works related to the contributions of this the-
sis. We discuss those works that target similar objectives or that employ
similar methodologies. Figure 7.1 depicts a diagram of the research areas in-
volved in this thesis. These are subtopics from system engineering, security
engineering, and embedded systems.
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Figure 7.1: Research areas involved in this thesis

The first two sections focus on the intersection of subtopics from system
engineering and embedded systems. In particular, Section 7.1 describes
approaches for composing a system from reusable elements; and Section 7.2
is concerned with conduction of performance analysis of embedded systems

125
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at the design phase.
SEED rests on combining ontology and model-based technologies to sup-

port the processes of capturing and applying security knowledge and reuse.
We summary existing works that target this challenge in Section 7.3. This
section belongs to the system engineering circle in Figure 7.1.

The next section covers a topic on the intersection of security and system
engineering. Thus, Section 7.4 describes works concerned with modelling of
security knowledge.

We dedicate Section 7.5 to methods for designing of security-enhanced
systems. In this part, Sections 7.5.1 – 7.5.3 review works that are lies on
the interception of security and system engineering areas in Figure 7.1; and
Section 7.5.4 is related to a crossover of all three research areas.

Finally, Section 7.6 is concerned about risks and attacks. Two subsec-
tions of this part belong to the intersection of system and security engineer-
ing areas.

7.1 Composing a System from Reusable Blocks

The growing complexity of systems motivates methods for their construc-
tion as composition of reusable blocks. This approach brings a range of
benefits: it allows reducing the development time and cost, improving the
quality of reusable artefact, utilising better expertise of engineers from var-
ious domains, to name a few. In our work, we exploit the MBE method
SPACE (reviewed in Section 2.2.4) where the notion of a building block
is used. However, there are other widely spread approaches that can po-
tentially support reusability of security solutions across different systems.
In this section, we describe two such approaches, namely component-based
(Section 7.1.1) and aspect-oriented paradigms (Section 7.1.2). Section 7.1.3
positions SEED with respect to these works.

7.1.1 Component-based Development

A component is a core concept used in component-based approaches for
system development. It is a reusable block that encapsulates some sys-
tem functions or services. The widely accepted definition of a component
is given by Szyperski [155]: “A software component is a unit of composi-
tion with contractually specified interfaces and explicit context dependencies
only. A software component can be deployed independently and is subject to
composition by third parties.”

Originally, components are meant to be delivered as binary units de-
ployed and composed at run-time. However, this requirement is often moved
in case of embedded systems to the design phase due to an overhead cre-
ated by a component framework [156]. We proceed to describe the basic
concepts and terminology used in component-based system development ap-
proaches [157, 158].
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To enable component-based design, each component must adhere a spe-
cific component model that defines a set of rules and conventions to describe
a component. In particular, a component is defined by its interfaces. Each
interface reflects properties of the component that are visible externally (i.e.
for other components and a system as a whole). Interfaces can be repre-
sented as a set of operations with a list of input and output parameters,
i.e. operation-based interfaces. Alternatively, interfaces can be considered
as entities that send and receive data, i.e. port-based interfaces. One can
distinguish provided (e.g. operations provided for their environment) and
required (e.g. operations required from their environment) interfaces. Addi-
tionally, the notion of rich interfaces is introduced [157] to refer to interfaces
that contain additional information about interfaces, e.g. declaration of their
extra-functional properties such as the execution time. These rich interfaces
enable certain verifications when composing components.

The process that establishes connection between components (i.e. the
composition of their functions) is called component composition, binding [158],
or wiring [159]. The result of composition of two or more components is re-
ferred to as an assembly. In some component models, the composition of
components is supported through connectors that are mediators between
components. A component model is supported (at the design- or run-time)
by a component framework that is an infrastructure that manages resources
for components.

A set of challenges arises when adopting component-based development
approaches for embedded systems [160]. For example, the temporal proper-
ties of embedded systems require that components provide timing charac-
teristics as a part of their interfaces. This is a difficult task if a component
is considered to be a software unit since temporal properties depend on the
underlying hardware. However, the need to utilise benefits of component
frameworks for the world of embedded systems determines the tendency
of developing component-based approaches for these domains as well, e.g.
AUTOSAR [161] for automotive industry, ROBOCOP [162] for consumer
electronics domains, and ProCom [163] for embedded systems focused on
a class of such systems that perform real-time controlling tasks. Hošek et
al. [164, 165] compare ten component frameworks focusing on those that
provide support for execution. Besides general features related to compo-
nent models and frameworks (e.g. presence of connectors, type of interfaces)
the authors consider a set of requirements that are coming from the domain
of embedded systems. They are, for example, support for coupling with
hardware or modelling real-time attributes.

7.1.2 Aspect-oriented Development

Aspect-orientation enforces the separation of concerns principle [166]. This
principle promotes identification of different concerns in a system and their
separation encapsulating them into reusable artefacts, e.g. modules. These
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artefacts can be analysed in isolation and applied in several applications. In
aspect-oriented modelling (AOM), reusable modules usually realise so-called
crosscutting concerns. The concern is called crosscutting if a requirement,
that it expresses, cuts across a whole system. Reusable modules that im-
plement crosscutting concerns provide such extra-functional properties as
security, safety, or other quality of service properties as opposed to tra-
ditional functional units of decomposition used in component-based devel-
opment. The terminology of AOM is not so mature as the terminology
of component-based development. However, we have identified some basic
concepts used in AOM approaches that deal with the security concern.

A primary system model [167] is a base model of a system (both its func-
tionality and architecture) under development. This primary system model
is further extended with a so-called aspect that is a reusable implementation
of some function that fulfils a crosscutting concern. Each aspect has two
forms: a generic aspect is an application independent model of an aspect,
and a context-specific aspect is a generic aspect instantiated for a given ap-
plication. To transform a generic aspect into a context-specific aspect, a
set of adaptation rules are applied. Basically, these adaptation rules specify
how to map the abstract syntax of a generic aspect into the syntax of a
certain application domain. Finally, a context-specific aspect is integrated
into a primary system model that results in an integrated system model. The
integration is done by applying a set of composition rules that can be imple-
mented as an engine that takes primary system model and context-specific
aspects as an input and produces an integrated system model. Alternatively,
composition rules can be represented as a set of instructions for an engineer
that describe steps to be taken for composition.

The comprehensive and extensive conceptual reference model of aspect-
oriented modelling constituents is presented by Wimmer et al. [168]. Below,
we overview two AOM approaches that deal with the security and depend-
ability concerns. These approaches employ UML for functional modelling
of a system and its aspects.

France et al. [167] represent a generic aspect (referred to as “generalised
form of a solution”) as a pattern that describes common characteristics of a
solution. These patterns are realised as UML model templates. The adap-
tation is implemented as instantiation of a pattern by binding (i.e. relating)
its template parameters to application-specific values. The composition is
realised by merging UML models of a primary system model with context-
specific aspects. This merge can be controlled and managed by so called
composition directives. For example, composition directives can be used to
specify that some elements of a primary system model should be removed,
added, or modified in a certain way. They also can predefine the order when
several aspects are composed with one primary system model. Thus, vary-
ing composition directives several (potentially different) integrated system
models can be obtained. Further, an integrated system model is analysed
to reveal conflicts or undesirable properties, and to investigate whether the



7.1. COMPOSING A SYSTEM FROM REUSABLE BLOCKS 129

used aspect provides the required level of dependability.
Mouheb et al. [169] present another approach for AOM. A primary sys-

tem model is a UML model where some elements are annotated with stereo-
types and tags that express security requirements, e.g. confidentiality and
integrity of data. Additionally, a primary system model is extended with
specifications of join points used to support composition of a primary sys-
tem model and aspects. In particular, join points specify where an aspect
should be integrated in a primary system model, e.g. before or after a spe-
cific operation. An aspect is a UML class model that is extended with a
set of stereotypes from a specific UML profile provided by the authors. For
example, one of the stereotypes provided by this profile is a pointcut that
is used to specify where in a primary model an aspect should be inserted.
Similar to join points, a pointcut can specify, for instance, that an aspect
should be inserted before or after a UML operation or call. Each aspect
can provide several functions that are referred to as advice in the mentioned
profile. The adaptation of a generic aspect, i.e. creation of a context-specific
aspect, is done as matching join points from a primary system model and
pointcuts from a generic aspect. The composition is defined as actual weav-
ing of aspects into a primary system model.

Aspect-oriented modelling has already been applied to development of
embedded systems. For example, Wehrmeister and Berkenbrock [170, 171]
use aspects, namely aspects crosscutting overview diagram, for modelling
of non-functional requirements of real-time embedded systems within the
AMoDE-RT (Aspect-oriented Model-Driven Engineering for Real-Time sys-
tems) design approach. The authors show [171] that one can increase the
reuse of developed artefacts by encapsulation of non-functional requirements
in aspects. Zhang [172] extends AADL (Architecture Analysis and Design
Language) components with a set of aspects from the railway domain.

7.1.3 SEED and Reusable Blocks

Approaches that allow composing a system from reusable elements have been
increasingly popular in recent research. Each approach has its own syntax
and framework (i.e. theoretical foundations supported by tools) to integrate
a reusable unit (i.e. a component, aspect, or building block) into a system
model. When such approaches are adopted, a security countermeasure that
enforces security properties can be represented in the form of a reusable
unit.

We have described the two approaches in Sections 7.1.1 and 7.1.2 where
a security countermeasure can be encapsulated into a component or into an
aspect. In our work, we employ the notion of reusable building blocks used in
the MBE method SPACE (reviewed in Section 2.2.4). By employing SPACE
we enjoy a range of capabilities provided by this method. They are, for
example, a tool-set based on Eclipse Modelling Framework called Arctis [42]
and a rich library of already implemented RBBs [43] including the one that
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model security countermeasures. Moreover, the modelling language used
by SPACE allows us to analyse system models and elicit new information
required to support integration of a relevant set of security countermeasures.

Our contribution enhances the step composition and analysis from Fig-
ure 2.9 when it comes to decide on a set of security countermeasures ex-
pressed as reusable building blocks. In particular, we elaborate methods to
select a set of security building blocks that are suitable for a system under
development according to identified security needs.

Notice that the ideas of the SEED approach are not limited to SPACE
reusable building blocks. The SEED foundation level imposes the require-
ment that it should be possible to encapsulate a security solution as a
reusable element. Both components and aspects satisfy this requirement.
Thus, any of the above mentioned concepts (i.e. components or aspects)
can be potentially employed for implementing the SEED realisation level.

7.2 Performance Analysis at Design Phase

This section reviews methods for obtaining performance estimates from de-
sign models (Section 7.2.1) and other methods that use performance esti-
mations obtained from other sources in system models (Section 7.2.2).

7.2.1 Obtaining Estimates from System Models

There is a range of tools that enable performance analysis when only a de-
sign of a system is available. Robert and Perrier [152] and Piel et al. [173]
present CoFluent and Gaspard2 methodologies and tools to execute perfor-
mance analysis at the design phase. These techniques use UML/MARTE
models to describe architecture and application designs. In addition to the
MARTE profile, CoFluent employs the SysML [174] modelling language.
Both CoFluent and Gaspard2 methodologies use a different chain of trans-
formations to generate SystemC TLM 1 code for its further simulation in
suitable tools.

The use of performance analysis while composing a system with RBBs at
the early design phases is a subject of active research. Woodside et al. [175,
151] develop and apply the PUMA 2 approach for performance analysis of
RBBs represented as security aspects. Woodside et al. start exploiting
the UML SPT 3 profile, but their further works adapt this methodology
for the MARTE profile. In this work, the authors generate LQN 4 models
that are analysed by a solver and simulator. Similarly, Wehrmeister et
al. [176] presents the AMoERT 5 methodology when the aspect-oriented

1Transaction Level Model
2Performance by Unified Model Analysis
3Schedulability, Performance and Time
4Layered Queueing Networks
5Aspect-oriented Model-Driven Engineering for Real-Time systems
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paradigm is used. In this work, the authors propose the GenErTiCa tool to
generate Java code for a specific predefined (though selected by an engineer)
target platform. Bondarev et al. [177] present the CARAT 6 toolkit for
performance evaluation where RBBs conform to a specific component model.
The authors use their own modelling language to describe the application
logic and architecture that are synthesised into an executable system model
used for the task scheduling.

The field of design-space exploration is also concerned with estimating
performance at early design phases. Herrera et al. [150] propose a methodol-
ogy called COMPLEX that uses MARTE modelling. Within this methodol-
ogy a simulation infrastructure (called SCoPE+) is developed that generates
executable models of the system. SCoPE+ consumes a set of inputs for this
purpose. Among these inputs are descriptions of hardware and allocation
of functional components on this hardware. Oliveira et al. [153] present the
SPEU methodology for exploration using analytical estimations.

We can distinguish two categories of methods that allow obtaining per-
formance evaluation results when only a design model is available. The
methods of the first group (CoFluent and AMoERT) take a set of applica-
tion and platform models as an input and generate code, e.g. C and Sys-
temC. Afterwards, the generated code is executed in a simulation tool. The
methods of the second group (PUMA, CARAT, and Gaspard2) use models
as a means to input required data into analytical performance analysis tools.

In this thesis, we capitalise on the outlined methods. The SPACE
method employed in our work enables code generation for functional models
(i.e. UML activities) where Java code is produced from state machines for
a certain predefined execution platform (e.g. ServiceFrame [44]). Thus, one
can relate the SPACE methodology to the first category of the classification
outlined above except the fact that transformations are bound to a specific
predefined execution platform. In our work, we complement SPACE models
with an execution platform described as MARTE models. These MARTE
models can be converted into the corresponding simulation code using meth-
ods developed in the approaches mentioned above. Therefore, there is a
potential to simulate SPACE models on a desired execution platform (that
is modelled in MARTE), once a formalised and tooled allocation of SPACE
models onto MARTE models is defined. Moreover, our work complements
the approaches described above since it enables reuse of outcomes of SBBs
performance evaluation conducted by corresponding domain experts.

Note that the outlined above approaches (e.g. CoFluent and Gaspard2)
introduce some constraints on the original semantics and on usage conven-
tions of MARTE models to enable their further analysis. Similarly, we make
some assumptions on MARTE models when designing the support (methods
and tools) for model-based compatibility analysis.

6Component Architectures Analysis Tool
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7.2.2 Using Estimates in System Models

Ciccozzi et al. [154] propose a meta-model used to propagate results of mon-
itoring extra-functional properties at the code level back to a system model
in order to improve it. The authors refer to this approach as round-trip sup-
port and the meta-model is called as back-propagation meta-model. This
approach is developed for the CHESS modelling language [178].

We find that our approach shares the idea of using values calculated
at the later development phases (code level) for refinement of a system
model. Thus, we promote to use information about performance of SBBs
(possibly obtained when experimenting with already implemented artefact)
for making decision at the design phase. In our work, we exploit MARTE
models to capture platform-specific constraints of embedded systems and
SBBs. The proposed MARTE compatible profile allows capturing more
information about SBBs performance analysis. This includes the outcomes
(also captured by Ciccozzi et al.) as well as the used workload and the
observed resource footprint. Elaboration of a back-propagation model goes
beyond our scope, but we find that it can greatly facilitate the task of
feeding information into our performance evaluation profile and ontology.
This information (structured, captured, and searchable) aids an embedded
system engineer to select an appropriate SBB to satisfy required security
(or other extra-functional) properties.

Desnitsky et al. [179] present an approach (referred to as configuration
model by the authors) to find an optimal set of security components (similar
to SBBs) based on information about embedded system capabilities (avail-
able resource) and security components demands. This data is manually
entered into a tool. Configuration is implemented as multi-criteria optimi-
sation problem on a set of security components.

In SEED we develop a technique for compatibility-based selection of
SBBs. We find the configuration technique proposed by Desnitsky et al. [179]
as complimentary to our model-based compatibility analysis method that
can be realised on top of the developed resource ontologies. In continuity,
Desnitsky and Kotenko [180] also propose to take into consideration hidden
conflicts when selecting security components. The author distinct three
types of conflicts: type 1– conflict due to a lack of consistency between a
security component and the device specification; type 2 – conflict between
the protection functions of several security components; and type 3 – conflict
between several basic components within a complex security component. In
this vein, our compatibility analysis can be seen as a technique supporting
identification of conflicts of type 1. Identification of conflicts of type 2 can
be supported by our security ontologies given that the conflicting relation
is added directly into the ontologies or other rules for identification of such
conflicts based on knowledge stored in the ontologies are elaborated.
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7.3 Marrying Ontologies and Models

The use of ontologies to support tasks of model-driven engineering is an
interesting research topic [32]. The potential of ontology technologies ap-
plied to the system and software engineering to formalise general modelling
is outlined by Tetlow et al. [181]. Recall that ontologies are used to repre-
sent knowledge as a set of domain concepts and their relations. Similarly,
the conceptual description of a domain through meta-modelling is performed
while creation of a DMSL [36]. Both technologies suggest a range of benefits.
For example, one of the main benefits of the ontology technology is its auto-
mated querying services while DSMLs enjoy wider adoption in development
environments and tools. Therefore, it is not a surprise that researchers try
to find a logical synergy to exploit advantages of both of these technologies
to facilitate designing of complex systems.

Walter et al. [182] in their recent work employ ontologies to improve
the practice of domain-specific modelling (DSM). The authors have devel-
oped a framework for DSMLs that relies on the ontology reasoning services
(e.g. the inconsistency checker) to guide a designer and to validate incom-
plete structural domain models. Dibowski et al. [102] present the ontological
framework to describe devices for the building automation domain. Jian-
jun et al. [183] use ontology to configure embedded control systems based
on a functional model of a system that is intended to express the user de-
mand. Wagelaar [184] combines the ontology technology with the model-
driven architecture principles to enable reuse of platform-independent to
platform-specific models (PSMs) transformations. Tekinerdoğan et al. [185]
employ ontologies to support selection of PSMs, where a system platform is
described as a set of high level properties.

Even thought inspired by the same idea of combining ontology and mod-
elling technologies, we employ this synergy for a quite distinct purpose and
in a different way. In our work, we combine the ontology and DSM technolo-
gies to assist the development of security-enhanced systems. First, we em-
ploy DSM to constantly populate the developed ontologies with the domain-
specific security knowledge. Similar, to the works mentioned above we use
knowledge stored in the ontologies to guide a system engineer, but our inten-
tion is selection of SBBs. Furthermore, we use MARTE models and extend
them with additional concepts to formulate platform-specific constraints as
a basics for composition of a system and SBBs. Using these constraints,
we elaborate on the notion of model-based compatibility as one of possible
criteria for selection of a set of SBBs.

7.4 Modelling Security Knowledge

To support knowledge intensive tasks in a semi-automatic way a structured
representation of this knowledge is required. Ontology is a suitable technique
for this purpose. A number of ontologies for capturing security knowledge
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have been proposed.
Herzog et al. [72] and Fenz and Ekelhart [73] introduce two ontologies

that formalise the domain of information security from different aspects;
Kim et al. [74] present an ontology for annotating web-services; Karyda et
al. [75] propose an ontology to assist reuse of the experts’ security knowledge
in the area e-government applications. Extended surveys and classification
of security ontologies can be found in works of Blanco et al. [186], Souag
et al. [187], and Gärtner et al. [188] where the authors discuss 28, 17, and
14 security ontologies respectively. In total, we can see 41 distinct security
ontologies proposed by researchers. In our work, we adopt the ontology
presented by Herzog et al. [72] since it is built upon classic components of
risk analysis.

Souag et al. [189] try to build a complete ontology to support security
requirements elicitation based on their earlier survey [187]. The authors
evaluate on 10 experts their hypothesis whether a complete and usable on-
tology will suffice to support security requirements elicitation. The results
show that only a good ontology is not enough. Souag et al. conclude that a
bridge between requirements elicitation and security knowledge (ontologies)
is needed. With respect to this observation of the authors, we equipped a
system engineer with the set of methods that provide a bridge between the
security knowledge stored in the ontologies and the system design models.

Once security knowledge is acquired it is important to maintain its fresh-
ness and consistency. It is also important to establish a strategy for knowl-
edge integration and sharing among different projects. These concerns have
been left outside the scope of this thesis. However, these aspects are ad-
dressed by other researchers.

For example, Ruhroth et al. [190] discuss this topic and propose a work-
flow for ontology adaptation. The author extend the standard OWL’s im-
port mechanism with new operators (e.g. add, hide, change) that can be
used to adapt ontologies for project-specific needs. These new operations
can be used, for example, to hide a part of and ontology if it is needed.
To support consistency of an ontology while updating it, Javed et al. [191]
propose to follow a set of change patterns (e.g. for concept splitting and
merging). These patterns are also adopted by Ruhroth et al. [190].

7.5 Security-enhanced System Design

This section summarises our review of methods developed to assist a sys-
tem engineer in integrating security mechanisms into a system design. We
start discussing methods to deal with security aspects that are designed for
general systems in Section 7.5.1 followed by ontology-based approaches in
Section 7.5.2. Thereafter, Section 7.5.3 briefly describes approaches related
to selection of security measures given a repository of available alternatives.
Finally, we discuss methods that target embedded systems in Section 7.5.4.
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7.5.1 General Methods to Deal with Security

The challenge of integrating security mechanisms into various types of sys-
tems has been addressed by several approaches. They are, for instance,
MDSE7/UMLsec, MDS8/SecureUML, security aspects, security patterns,
and AVATAR, to name a few.

MDSE/UMLsec [109, 192, 193] is one of the first approaches developed
for integration of security related information into UML specifications of a
system. In particular, UMLsec is a UML profile that is used to incorpo-
rate security requirements (such as the fair exchange principle and secure
communication links) in the form of corresponding stereotypes (i.e. “fair
exchange” and “secure link” respectively) and their tags (e.g. those tags
that allow specifying an adversary) into various UML models (e.g. class or
activity models). These stereotypes allow a system engineer to specify a
proper set of security requirements for a system under development. There-
after, a system design should be enhanced to meet the augmented security
requirements using such techniques as, for example, security patterns [108]
or direct refinement of an initial system design. The use of UMLsec al-
lows formally verifying if the resulted system design meets the annotated
security requirements. Additionally, there are some works that complement
the UMLsec methodology with the security requirements elicitation phase.
Thus, Houmb et al. [194] propose a methodology to elicit requirements from
stakeholders employing a heuristics-based tool empowered by the common
criteria standard [195].

MDS/SecureUML [196, 197] deals with design and verification of role-
based access control systems. SecureUML is a security modelling language
that should be combined with other languages used for a system design.
Thus, it enables a system engineer to model both security and functional
aspects of a system simultaneously. The merge of languages is proposed to
be implemented through a so-called “dialect”. A dialect is used to match
meta-models and syntax of corresponding functional and security languages.
In particular, a dialect shows what elements of a system design language
are SecureUML resources and what actions are applied to these resources.
Thus, SecureUML can help to express such information as which elements
of a system model shall be considered as resources and what actions are
permitted under these resources.

The aspect-oriented paradigm presented by Georg et al. [198] identifies
security as a crosscutting concern. To deal with this concern, security func-
tions are encapsulated as aspects that are woven into the initial (primary)
system model. In this approach, security requirements are elicited by means
of composing a system model with a threat model and checking if the at-
tack succeeds. Thereafter, a suitable security aspect is encapsulated into a
system design. Aspect-Oriented Risk-Driven Development (AORDD) is an

7Model-Driven Security Engineering
8Model-Driven Security
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approach developed by Georg et al. [238] (that extends the earlier contri-
butions [198]) to calculate the fitness of different security countermeasures
as a trade-off between different criteria, e.g. provided security level, project
and deployment effort. The fitness score for a particular security counter-
measure is calculated with a specially constructed Bayesian Belief Network.
Further, Houmb et al. [199] add to AORDD the performance analysis step
employing the PUMA tool.

Security patterns [108, 200] are intended to capture security solutions
for common security challenges. In general, a pattern is an extremely broad
concept that can be used to encapsulate expert knowledge of any kind (e.g.
a reoccurring structure, process, activity, or just some kind of “thing”) along
all phases of a system development. To be able to cover such diverse informa-
tion, patterns are defined in a highly generic form. In particular, each pat-
tern describes a solution in a human-readable text (sometimes referred to as
patterns’s documentation), which is sometimes augmented with UML mod-
els to help developers to understand a pattern. Schmidt et al. [201] develop
an approach called Security Engineering Process using Patterns (SEPP). In
this process, the authors introduce a special type of patterns called Secu-
rity Problem Frames (SPFs). SPFs consider generic security requirements
omitting possible means to satisfy these requirements. The SPF descrip-
tion contains the following fields: name, intent, a frame diagram, informal
description, a security template, and an effect. Each field is defined in a tex-
tual form, as a UML model, or in some other formal notation. Thereafter,
the authors introduce the notion of a Concretised Security Problem Frame
(CSPF) that describes generic security countermeasures linked to related
SPFs. It is the responsibility of a system engineer to select and instanti-
ate both SPFs and CSPFs to proceed with the SEPP method. Uzunov et
al. [202] survey the state-of-the-art in security patterns and methodologies
for applying them for securing distributed systems.

Ramón et al. [203] proposes an approach for automatically generating se-
curity software artefacts from security models called ModelSec. The authors
propose to separate modelling of system requirements from modelling of se-
curity requirements. The authors build a dedicated DSML for modelling of
security requirements. When security requirements are modelled, abstract
security mechanisms (called security design models) are mapped to corre-
sponding security requirements. This mapping is built of two parts. First,
a part of the mapping is captured in the model-to-model transformation
(security requirements to a security design model). For example, authenti-
cation requirements are mapped to AuthenticationDecision. Thereafter, a
skeleton obtained after applying the transformation must be completed by
engineers with information related to the design of the system. The sys-
tem design information is still abstract in the security design model (e.g.
EJB). When a security design model is constructed, a security implemen-
tation model that expresses the implementation details of a concrete target
platform is built around this security design model (e.g. BEA WebLogic
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that is an implementation of EJB).
Other approaches that are designed to assist a system engineer to se-

cure a system can also be mentioned. For example, Hamid et al. [204]
enforce the notion of security (and dependability) patterns supported by
formal validations. Pedroza et al. [205] propose a SysML-based environment
called AVATAR to model and verify safety, authenticity, and confidentiality
properties. Sectet [206] deals with integration of security requirements into
inter-organisational workflows by handling security policies.

The recent work of Uzunov et al. [207] provides a comprehensive survey,
comparison, and classification of many other methodologies to assist in de-
signing security-enhanced systems. Other surveys and systematic reviews
are conducted by Basin et al. [197], Kasal et al. [208], Nguyen et al. [209],
Jensen and Jaatun [210], and Lucio et al. [211].

Compared with the SEED approach proposed in our work where the
security-related knowledge is captured by DSSMs, the approaches mentioned
above still require in-depth security knowledge from a system engineer or
presence of a security expert. For example, it is not clear how a system
engineer should select a suitable security aspect in the AORDD method. It
is assumed as the given knowledge since the authors know a priori how to
model relevant attacks and how to construct and weave a security aspect. In
the SEPP method, selection and instantiation of both SFPs and CSPFs are
supposed to be done by a system engineer that can be cumbersome due to
their complicated structure. In contrast, we provide a bridge between secu-
rity domain experts and embedded system engineers. The SEED approach
defines a structured methodology (i.e. concepts, methods, processes, and
tools) to create and select a suitable set of security measures represented in
the form of reusable building blocks that can be integrated into a system
under development. Thus, our approach produces a guideline on where and
why a specific security countermeasure should be applied.

A security pattern is a powerful concept to assist in analysing and de-
veloping secure software in a systematic manner exploiting the “body of
accumulated knowledge” represented as a pattern. However, due to its un-
fixed (though flexible) syntax, their application is thought to be manual.
This statement is supported by the fact that security patterns, in general,
do not make any assumption on the used design language for a system im-
plementation. Thus, application of current security patterns can be hardly
automated.

ModelSec shares our intention to collect security concerns in a separate
model (called security requirements model in ModelSec), but the authors do
not elaborate further on the idea of separating security experts and system
engineers constantly mixing these two roles. In contrast, SEED allows sep-
arating the task of designing a security mechanism from a system design by
exploiting the principle of application domain specialisation.

Once a security mechanism is integrated into a system model it is im-
portant to verify that it is properly integrated and provides claimed security
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properties. SEED explicitly prescribe this step (see step 7.a in Figure 5.17).
Many of the methods mentioned above provide some means for conducting
such security analysis. UMLsec, for example, complies an integrated model
into a set of first-order logic axioms and verifies them by a prolog-based
tool. SecureUML, in turn, uses the SecureMOVA tool that allows verify-
ing security properties expresses as OCL constraints [212]. In the presented
version of the SEED realisation we enjoy verification utilities provided by
the SPACE method (see Section 2.2.4 for more detail).

7.5.2 Ontology-based Approaches

There is a set of works that share our inspiration of using ontologies for
capturing security knowledge and applying it afterwards. These are, for ex-
ample, works of Gärtner et al. [188] and Daramola et al. [213]. The authors
focus on security requirements, which are use cases written in a natural
language, while we work with design models that represent system func-
tionality and execution platform. Both works use misuse cases for security
analysis, but when Gärtner et al. [188] generate them based on security-
domain knowledge applied to regular requirements use cases, the approach
suggested by Daramola et al. [213] requires that such misuse cases are for-
mulated by a system engineer as an input into the elicitation process. To
generate misuse cases Gärtner et al. [188] use heuristics (captured by the
ontologies) to identify parts of requirements that are susceptible to security
issues. In our approach we have developed a set of methods for this purpose.
However, we think that these methods can be only enriched by using other
heuristics applied to design models.

Kang and Liang [214] propose an ontology-based method for MDA (Model-
Driven Architecture). For this purpose, the authors develop a set of new
ontologies: ontologies to support security analysis at the PIM (Platform In-
dependent Model) level; ontologies to support security analysis at the PSM
(Platform Specific Model) level; and ontologies to support security analy-
sis at the code level. In these ontologies the authors capture only relation
between concepts located in different levels of abstraction (i.e. PIM, PSM,
code), while within one level of abstraction concepts are not interrelated.
For example, it is clear that attack should be related to assets and risks,
and security goals (confidentiality) must be related to assets. By omitting
these details, the authors lose a lot of relevant information. Moreover, ac-
cording to the authors to identify security issues a system engineer needs
to be aware about security (that is often not the case) or try to identify
such issues by studying the ontologies. Similarly, we have developed a set of
ontologies (core security ontology, core evaluation ontology, etc.), however,
our intention is to use these ontology in methods (e.g. asset identification)
to support a system engineer by (semi-)automatically identifying security
issues in a system model. Finally, we also provide a process for security ex-
perts to constantly enrich the ontology, while Kang and Liang [214] assume
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that the ontology will not evolve.
Dritsas et al. [215] develop an ontology with an intention to support

design and development of e-commerce systems. However, the support is
limited to asking a proper competence questions formulated by a system
engineer. While our ontology can also be adapted for this purpose (as any
ontology) we also provide extra support in a form of three methods described
in earlier chapters.

7.5.3 Selection of Security Countermeasures

An important step that precedes actual integration of security building
blocks is the selection of these. We have observed that the model-based
(model-driven) methods mentioned above do not address this task in detail.
However, approaches for selection of security measures are under develop-
ment in the context of security patterns [108].

Selection of security patterns is based on their classification. Such clas-
sification can be built of just three classes (Fernandez et al. [216]) or be
represented as a multi-dimensional matrix of classes (VanHilst et al. [217])
including such categories as an architectural layer (e.g. network), a lifecycle
stage (e.g. design), and a domain (e.g. enterprise systems). In our work the
basics for selection of concrete SBBs are domains, security goals, defence
strategies, and assets. Thus, there are some overlapping concepts compared
to the dimensions elaborated for security patterns. However, SEED pro-
poses that only the domain dimension is selected by an embedded system
engineer following the guideline. Selection of other categories is done by
applying the elicitation technique and querying the security ontologies.

Hafiz et al. [218] organise security patterns according to the CIA9 goal
model, a pattern’s application context (i.e. core security, perimeter security,
and exterior security), a problem domain, and their classification based on
the STRIDE10 model. All these classifications are formalised in tabular or
tree forms. In addition to this method, Washizaki et al. [219] develop the
Dimensional Graph (DG) concept to formalise the multi-dimension classifi-
cation of security patterns. Each DG uses a UML object diagram to show
relations of a pattern to a set of dimensions of interest. We formalise our
categories as the core security ontology, which allows utilising advantages of
the ontology technology querying services for the selection of concrete SBBs.

Nguyen [220] propose to use a feature model from the software product
lines domain. This feature model describes in what ways security patterns
can differ from each other. The authors distinct five types of relations be-
tween patterns: “depends on”, “benefits from”, “alternative to”, “impairs”,
and “conflicts with”. In the current state of our core security ontology, two
out of these five relations are represented. These are “depends on” (when

9Confidentiality, Integrity, and Availability
10Spoofing, Tampering, Repudiation, Information disclosure, Denial of service, and

Elevation of privilege
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a SBB issues another asset that also requires protection) and “alternative
to” (two SBBs are alternative when they provide similar security proper-
ties). We believe that the core security ontology will only benefit when
it is complemented by additional relations between SBBs as discussed by
Nguyen [220].

7.5.4 Methods to Deal with Security for Embedded

Systems

A number of model-based approaches to enforce security within embedded
systems are proposed. The Ruiz et al. [221, 222] approach requires that
a system engineer defines a set of security properties for a scenario. This
assumption already requires that an embedded system engineer has a good
expertise in security. Each security property is further linked to threats
and attacks through so-called threat model. Attacks and threats are mod-
elled in order to describe the capabilities of intruders to cause harm in a
system. Finally, these threat models are associated with a set of static and
dynamic tests to enable the later testing of a system integrated with security
mechanisms. In our approach, we propose a method to systematically elicit
required security properties consulting the security knowledge captured in
DSSMs. Therefore, our approach addresses the situation when an embed-
ded system engineer has just limited expertise in security. We believe that
our approach can be complemented by the Ruiz et al. [221] idea to link
threats with a corresponding set of tests. However, we envisage that there
is also a need to extend this idea linking security properties and threats
to verification facilities (besides tests). This enhancement will provide re-
quired assurance already at the design phase as opposed to postponing all
checks until the first prototype of a system is available when testing can be
performed [223].

Hamid et al. [224] attempt to model trust properties as reusable patterns
for specific domains. While that work shares our aspirations for reusability,
we consider security concerns rather than trust relations.

Similar to our work Eby et al. [225] adopt principles of domain-specific
modelling. They propose to integrate a Security Analysis Language (SAL)
into a DSML for the embedded systems domain (that reminds us the Se-
cureUML approach). However, they focus on security of information flows.

Saadatmand and Leveque [226] develop a method for incorporating secu-
rity aspects into the ProCom component model. The authors consider two
security goals, namely confidentiality and authentication. This approach
proposes to use (manual) annotations to identify those parts of a system
model where integration of security aspects is needed. In contrast to this
work we have developed the asset elicitation technique to identify vulnerable
parts of a system avoiding manual tagging of a system model.

Apvrille and Roudier [227, 228] propose a model-driven environment for
developing secure embedded systems called SysML-Sec. The authors pro-
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vide a set of extra constructs (based on SysML) for adding security related
information into a system design as well as connect their environemnt to
some verification facilities, e.g. for evaluation of real-time constraints in
presence of integrated security mechanisms. The main intention of the au-
thors is to support collaboration of system designers with security experts;
whereas SEED aims at providing a means to bring security expertise to
system engineers when security experts are not easily available within the
development process.

Fayyad and Noll [229] report the recent development of the nSHIELD
project (new SHIELD). This project is an extension of the earlier SHIELD
project. In combination these two research projects address a complex prob-
lem of analysing security, privacy, and dependability (SPD) attributes of
embedded components and a system of interconnected components. Obvi-
ously, the scope of this work (and these two research projects) overlays with
SEED, but it is also clear that the scope of nSHIELD goes beyond our focus.
Thus, the authors target to provide an aggregated metric that accounts for
the SPD triple (a SPD level metric), while we focus on only the security
attribute. The authors look at the large context of system-of-systems, while
we focus on supporting system engineers in designing security-enhanced em-
bedded systems. We think that extension of the scope of our work to the
system-of-systems level is a valuable direction for SEED.

7.6 Risks and Attacks

In this section we focus on a group of methods that support quantitative
analysis of system security. In particular, we look at risk and attack mod-
elling methods and mainly relate them to the method for calculating CL/IL
metrics presented in Chapter 6.

7.6.1 Risk Analysis

There are general methods that specify main steps of any risk analysis.
These methods are CRAMM (CCTA Risk Analysis and Management Me-
thod) [230], ISRAM (Information Security Risk Analysis Method) [231],
OCTAVE (Operationally Critical Threat, Asset, and Vulnerability Evalua-
tion) [232], Boyer and McQueen [233], etc. These methods usually prescribe
basic steps of risk analysis while leaving out details of their implementation.

A set of standards addresses security risk management, for example,
NIST SP800-30 (Risk Management Guide for Information Technology Sys-
tems) [234] and ISO 31010 (Risk management – Risk assessment tech-
niques) [235]. NIST creates foundations of risk management program and
contains basic guidance that broadly covers conduction of risk assessment
of federal information systems and organisations. As pointed by Lund et
al. [106] this guidance should be complemented with a risk analysis process
and cannot be considered as full fledged analysis method. ISO 31010 is a
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supporting standard for ISO 31000. Similar to NIST SP800-30, ISO 31010
provides guidance for conduction of risk assessment, but does not specify
any type of method or techniques that can be used in a specific application
domain. CORAS is based on ISO 31000. Our work can be considered as
contributing into a range of risk assessment techniques that are specific for
design phases of the embedded system development.

Several models for risk evaluation exist that have slightly different in-
gredients. For example, risk for physical security is often modelled as
R = P × V ×D [236, 237] where P is the probability of threat occurrence,
V is vulnerabilities of the system, and D is consequences. Another model
represents security risks as R = U × C [106, 234] where U is the likelihood
of unwanted incidents and C is consequences. These models resemble each
other, i.e. the unwanted incident component in the latter model combines
the first two components in the former. We base our work on the second
model and focus on evaluating the U component.

Next relevant area of research is model-based risk analysis methods
which encompasses such methods as CORAS [123], AORDD [238], and Cy-
SeMoL [239]. While following the same basic structure of risk analysis, these
methods provide richer support for analysts.

CORAS [106] is a general approach to risk analysis (well-established
and already applied in numerous domains). It specifies 8 steps. CORAS
uses a graphical notation to structure the elicited assets, threat scenarios,
related vulnerabilities, and unwanted incidents. This notation is supported
by formal calculus that enables calculation of risks. CORAS has a broad
scope and can be adopted for a large variety of systems (not even limited to
IT systems) and on any stage of a system development life-cycle.

We aim at providing tools for system engineers when designing a system.
In particular, the output provided by our method can be used by system
engineers to reason about the protection needed for data assets in the context
of a given design. The main input of our method is a system model that is
further formally analysed to obtain a risk value. System modelling (target
of the analysis) is also strongly encouraged by CORAS, however, the main
source of inputs in CORAS is a serious of workshops and interviews where
modelling is used to facilitate communication between the analyst team and
stakeholders. In our method there is a set of inputs that can be obtained
as a result of such workshops, e.g. attack step probability distributions
and cost functions for assets. It goes beyond our purposes to define a rigid
structure of these workshops. Here, we can envisage that the principles for
this process defined by CORAS give strong foundations. Similar to CORAS,
our approach can be classified as asset-driven risk analysis method since it
focuses on evaluating risks with respect to data assets present in a system
under consideration that are identified early in the risk analysis process.
However, we focus on data objects as assets while CORAS can work with any
notion of assets conditioned by the fact that CORAS is developed to work
with a large variety of systems. Our scope is narrower (embedded systems)
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that, in turn, allows us to provide additional assistance for system engineers
when identifying the assets (e.g. the asset elicitation technique). Finally,
it is worth mentioning that CORAS also supports such important tasks as
documentation, facilitating communication during structured brainstorming
sessions, giving advice on changes, and has additional support to deal with
legal aspects. These constituents are outside of the scope of this thesis.

Sommestad et al. [239] propose a method for risk assessment of enter-
prise systems. It has also been applied for SCADA systems. The authors’
intention is to connect system architecture models to cyber security assess-
ment concepts. The employed theory is probabilistic rational model (a ver-
sion of Bayesian networks). In this framework the authors define a 3-layer
of abstraction. At the first layer there is a model of the security domain
(one permanent model) called an AbstractPRM created based on Common
Criteria [195]. Besides entities and relations it contains also quantifiable
conditional dependencies, which values are refined on the next two layers.
The second layer is a ConcretePRM that specialises subclasses and rela-
tions from the AbstractPRM according to a system domain, e.g. asset is
refined as DataStore, Host, and Zone (the same is done for countermeasure,
attack, etc.). Finally, the third layer is an instance of the ConcretePRM.
This method is implemented within the framework called CySeMoL (Cy-
ber Security Modeling Language). Thus, the main idea of CySeMoL is to
capture dependencies among different elements of risk analysis and system
architecture, so that a system engineer is equipped to derive risks associated
with a certain architecture.

Similar to our work, CySeMoL is intended to relax the need of having
a security expert closely involved in the loop when analysing security of a
system. This distinguishes CySeMoL and our approach from the CORAS
methodology where security experts are closely involved into the risk analy-
sis process. On one hand, this enables creating additional support; however,
on the other hand, it limits the scope of these methods. In the CySeMoL
framework, all information related to security is implanted into the Con-
cretePRM; similar, in SEED the information related to assets, attacks, and
countermeasures is fetched from the SEED repositories. With CySeMoL the
authors aim to provide a means to analysis “system-of-systems” security. By
defining confidentiality and integrity losses metrics, we focus on providing a
means for security analysis of design models of embedded systems that are
usually relatively small systems. Obviously, it is impossible to guarantee
security at the system-of-systems level when there are no considerations for
security at its ends that are often embedded systems in the modern world.
Thus, our method can be considered as complementary to CySeMoL.

Aime et al. [240] aim to identify suitable sources of data to conduct
risk analysis and to formalise it so that this data can be utilised for auto-
matic elaboration. For this purpose, the authors develop an experimental
framework (that targets mostly enterprise IT systems) called AMBRA. For
processing, one needs to provide a system description in special languages:
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Positif System Description Language (PSDL) that allows describing software
and hardware infrastructure; W3C’s Web Service Choreography Description
Language (WSCDL) to describe provided by a system services; and Positif
Security Policy Language (PSPL) to provide security policy descriptions.
The main mechanics for identification of known vulnerabilities in a system
design is pattern matching. The authors slightly discuss potential security
metrics. In particular, they focus on different combinations of vulnerabili-
ties present in a system model, e.g. counting vulnerability or summing up
their scores.

Similar to Aime et al. [240] we rely on formal descriptions of a system for
automating asset identification. However, in our work we derive these formal
descriptions from conventional engineering artefacts. The main benefit of
such an approach is that an existing models created in a course of designing
a system can be reused for security analysis. As opposed to counting vulner-
abilities, we provide probabilistic risk metrics that accounts for uncertainties
naturally present due to unpredictable behaviour of attackers.

Surveys of risk analysis methods and corresponding metrics are presented
by Verendel [241], Sulaman et al. [242], Rudolph and Schwarz [243], Krautse-
vich et al. [244], and Jansen [245] among others. For example, Verendel [241]
analyses more than 100 approaches and metrics to quantify security. The
conclusion of the author, that is highly relevant for our work, is that CIA
(Confidentiality, Integrity, Availability) quantification methods are under-
represented. Sulaman et al. [242] study 57 papers. The authors conclude
that most of the existing methods are qualitative and not quantitative. We
contribute to the class of quantitative methods. Sulaman et al. also state
that most of the methods are developed for IT systems in general and not
for specific types of IT systems. With respect to this observation, we provide
support for the design phase of embedded systems.

Chen et al. [246] present a holistic approach for assessment of cybersecu-
rity of complex computing systems. The authors point out the importance
of using workflows (descriptions of how a system provided its functionality)
as basics of cybersecurity analysis. Chen et al. use a wide range of sources
of information for their analysis. These are security goals (e.g. availability),
workflow description, system description (e.g. network topology, configura-
tion of devices and subsystems), attack model (e.g. attacker strategies and
entry points), and evidence (e.g. probability to success). These information
is used to construct three types of graphs. These are G-graph (that combines
security goals and workflows), GS-graphs (that embeds system descriptions
into a G-graph), and GSA-graph (that embeds attack models into a GS-
graph). These structures (generally referred to as security argument graphs)
are generated automatically (details are presented by Tippenhauer [247]).
Vu et al. [248] describe a tool called CyberSAGE that support the presented
approach.

We find that Chen et al. approach differ from SEED from many per-
spectives and at the same time it shares a lot of commonalities with SEED.
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For example, SEED emphasises knowledge capturing and reuse of it, while
this concept is not distinct in the Chen et al. approach; for quantitative
analysis we employ Markovian processes, while Chen et al. exploit Boolean
algebra for the assessment; we focus on certain modelling languages (e.g.
MARTE, SPACE), while Chen et al. leave these details outside of their
approach. As we mentioned above, Chen et al. [246] use a wide range of
sources of information for their analysis. One can draw similarities to in-
formation consumed by our methods, i.e. security properties (comparable
to security goals of Chen et al.), functional models (comparable to work-
flow descriptions of Chen et al.), execution platform models (comparable
to system descriptions of Chen et al.), attack models (comparable to attack
models of Chen et al. annotated with quantitative information, i.e. evidence
in terms of Chen et al.). Differently from our methods, Chen et al. generate
intermediate graphs (i.e. security argument graphs) for conducting analy-
sis. One of the benefits from generating these intermediate structures is that
they can be used for understanding the causes of obtained results. This, for
example, can be a valuable input for debugging. We believe provision of
such additional information will only strength SEED.

Being a complex subject, security can be measured from different per-
spectives. Sanders [12] provides classification of security metrics into or-
ganisational, technical, and operational security metrics. Organisational
metrics describe how effectively organisational programs attain cybersecu-
rity; technical metrics score the system security level; and operational met-
rics evaluate risks to an operational environment of a system. The authors
also emphasises that security metrics should be used to measure security
throughout the whole system life-cycle. In this part of the thesis, we de-
velop security metrics that target to support system engineers when a system
is under design. The metrics that we propose can be categorised as both
operational and technical security metrics according to classification given
by Sanders [12].

7.6.2 Attack Modelling

Another type of method that quantifies security of a system is based on
attack modelling. Although all approaches mentioned above also include
some form of attack modelling, this is the main focus of methods from this
group. Hence, a lot of details about system behaviour are omitted.

Methodologies for attack modelling have been in a focus of researchers
for some time. Weiss [249] describes already in 1991 so-called threat logical
trees that resemble modern attack trees. However, the term attack tree
was actually coined by Schneier [250, 251] by the end of that decade. A
comprehensive survey of attack modelling approaches based on direct acyclic
graphs is presented by Kordy et al. [121]. We briefly mention approaches
that are not in the scope of this survey, but still relevant to our work.

Almasizadeh and Azgomi [140] define a state-based stochastic model to
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quantify different aspects of security, namely Mean-Time to Security Failure
(MTSF), attack path probability, and steady-state security. A system is ab-
stracted away as a set of defender transitions, i.e. as backward transitions
in an attack model. Semi-Markov chains are employed as a formalism where
transitions are associated with uniform distributions. Vigo et al. [252] con-
sider a similar set-up capturing attacker and defender behaviours. However,
they adopt a game-theoretical approach for quantification.

Madan et al. [253] propose a method to quantify security attributes of
intrusion-tolerant systems (SITAR). The measured quantities are availabil-
ity of a system and MTSF. All analysis is done based on a single model
of the intrusion-tolerant system, i.e. attack and system behaviours, and
countermeasure reactions are described within one model. The underly-
ing formalism is a semi-Markov chain. Computations are developed for the
steady-state distribution.

The novelty of our approach for quantification of risks is that it explicitly
accounts for both elements (system and attacks), but avoids mixing them in
a single model specifically created for security analysis. Such an approach
has several benefits. A system engineer and a security expert can work sep-
arately on the artefacts belonging to their own fields of responsibility and
professional expertise. In addition, the approach enables the reuse of self-
contained attack models across several systems in one application domain
(e.g. different designs of metering devices from the smart grid application
domain), because these systems can face the same attacks. It also intro-
duces a new dimension into security analysis – analysis of the impact of
a system design itself on security. Thus, our method allows analysing a
situation when an attack vector remains the same, but the system itself is
modified. Moreover, to our knowledge this is the first method that aims to
support system engineers in quantifying risks to data assets in the context
of embedded system design models from multiple stakeholder perspectives.

The attack modelling research also focuses on providing methodologies
to support elicitation of potential attacks, obtaining sound probabilities to
success for attack steps, efficiently propagation these probabilities through
the model (from leaves to upper nodes in case of attack trees), and finding
more realistic models for representing attack behaviour.

Buldas and Lenin [254] realise that an unrealistic assumption of attack
trees is that the steps should be executed in a predefined order, whereas a
realistic attack can violate the order, e.g. skipping, reordering, and retrying
steps. This work extends the results of Jürgenson and Willemson [255, 256]
who deal with effective propagation of probability to success along a tree
assuming that all attack steps are attempted independently in parallel.

Arnold et al. [131] provide formalism for time-dependent analysis of at-
tack trees. The measured quantity is the time to success – the probability
distribution for a system to be successfully attacked as time progresses. The
authors also develop an effective method for evaluation of formalised attack
scenarios based on acyclic phase-type distributions.



7.6. RISKS AND ATTACKS 147

Philips and Swiler [257] early introduce an idea of an attacker profile as a
way to account for attacker capabilities that should be taken into considera-
tion when calculating probabilities of attack steps success. The authors also
bring attack templates to facilitate generation of attack graphs for a cer-
tain system. These effort has been further extended by other researchers in
different contexts, e.g. by LeMay et al. [258], and by Pieters and Davaryne-
jad [259].

LeMay et al. [258] propose a new probabilistic execution model of an
attack. Differently from the methods mentioned above where behaviour of
attackers is considered to be a Markovian process, LeMay et al. introduce
the “look ahead” function that calculates the probability of the current state
based on the future state. For this purpose, the authors consider a sophis-
ticated attack model introducing a set of subjective factors to characterise
the attack behaviour: attack preferences, goals, and skills. All these factors
form an attack profile. The calculated metrics are time to compromise, the
probability of taking a certain path, and the probability of being in a certain
attack step. Ford et al. [260] present a tool that implements this approach
(called ADVISE) in the Möbius Eclipse tool.

Pieters and Davarynejad [259] also investigate how attacker profiles af-
fect probabilities of success for an attack step. The authors distinguish
static attacker properties (skills) and dynamic attacker properties (invest-
ment schemes). The former is predefined and does not change as an attack
is carried out; while the latter is strategically chosen by an attacker and can
change over time. These two types of properties when aggregated are given
as inputs into a so-called control strength function that gives the probability
of success for an attack step.

Atzeni et al. [261] develop an idea of attack personas (adapted from
the human-computer interaction research) to support experts in elicitation
of potential attacks. An attack persona is a behavioural specification of
archetypical attackers on a system.

We believe that such methodologies can be adopted to enrich and strength
the attack model component used in our work. In our method we employ
a basic attack model concept that captures the minimum elements of an
attack model required for our analysis, and thus, giving a certain degree of
flexibility for adopting state-of-the-art results in attack modelling.

In line with current attack-based analysis frameworks, our methodology
deals with known attacks as opposed to unknown zero-day attacks. Predict-
ing and preparing a system for zero-day attacks is also an important area
of research. However, modern systems fail to protect against even known
attacks due to lack of security considerations at the design phase. Moreover,
Bilge and Dumitras [135] demonstrate that a number of launches of a certain
attack when it transients from a zero-day to known attack only grows.





8
Conclusions and Future Work

By coming to the end of the journey, we conclude this thesis and givie an
overview on the contributions of this work as well as discuss some interesting
directions for future studies and research.

8.1 Conclusions

The increased use of embedded systems in countless applications has led to
a boost in their complexity and a need for constant connectivity to open
networks. As a result, these systems operate with different categories of
data which often include sensitive information. In these realities the task of
assuring security properties of embedded systems becomes more challenging
which immediately leads to an emergent need in specific methods and tools
to support the development of embedded systems.

In this work, we have focused on some aspects of the aforementioned
challenge and identified the basic principles currently developed by the re-
search community to address these aspects. These aspects and principles
are outlined below. First, the complexity and resource scarcity of embedded
systems can no longer sustain the practice of adding security measures at
the late development phases. To overcome this issue, the focus on security
should be shifted to the design phase following the principles of model-
based engineering. Second, although security attracts more attention, there
are still a fewer security experts than embedded system engineers. The need
to share the knowledge of the security experts and apply it in multiple do-
mains in an effective way emerges. We tackle this issue by implementing
the principle of separation of concerns. Finally, complexity of embedded
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systems and modern security solutions encourages that security solutions
are adjusted to a certain application domain, so that their integration into
an embedded system design is less of a burden. We exploit the principle of
domain specialisation to address this issue.

To address the named challenge, we have developed an approach called
SEED that is built around the basic principles mentioned above. With the
help of SEED, security experts gain an opportunity to describe developed
security solutions in a reusable manner and embedded system engineers
can select a suitable set of security solutions based on an analysis of both
system’s security needs and its resource constraints.

SEED rests on two concepts introduced in this thesis, namely Domain-
Specific Security Model (DSSM) and Performance Evaluation Record (PER).
The DSSM and PER concepts described in Chapter 4 are relatively easy to
use since they are UML models that are formalised as ontologies: the core
security ontology and the core evaluation ontology respectively. These con-
cepts serve as tools for security experts to capture their knowledge about
existing security solutions. Each DSSM enables characterising common se-
curity issues of a specific application domain in a form of security properties.
Thereafter, security properties are linked to available solutions that can be
used for their enforcement. Each PER is used to characterise the resource
overhead created by a security measure, quality of provided extra-functional
properties, and an evaluation technique applied. The underlying ontologies
allow storing the knowledge provided by experts and inspecting this knowl-
edge when it is needed for embedded system engineers.

Additionally, the SEED approach is combined with a set of methods and
tools (described in Chapter 5 and Chapter 6) that support an embedded sys-
tem engineer in selecting a suitable set of security measures to be integrated
into a system design.

The methods, explained in Chapter 5, assist an engineer to consistently
use the knowledge provided by security experts. The first method, called
asset elicitation technique, allows analysing a system design and identifying
its security needs by consulting DSSMs. The method conducts inspection
of functional and execution platform models, represented as SPACE and
MARTE models respectively, and consult DSSMs to obtain a set of security
properties that are recommended for implementation. A set of security so-
lutions that satisfy security properties are also retrieved from DSSMs. The
second method developed in this thesis examines resource constraints of
security solutions stored in PERs. This technique, called model-based com-
patibility analysis, matches platform-related constraints of a system under
development and those required by security solutions.

Chapters 4 – 5 also describe a set of tools integrated into the MagicDraw
environment as a plug-in that support the SEED approach. These tools
use technologies provided by model-driven engineering, e.g. modelling and
transformation facilities. Using the metering infrastructure domain as an
example, we have shown that the introduced concepts (DSSM and PER)
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can be employed by a security expert to describe the security knowledge.
Consequently, we have demonstrated that it can be used to support an
embedded system engineer to integrate a suitable set of security solutions
exploring this security knowledge. This infrastructure has been provided by
our industrial collaborators as a use case within the European FP7 SecFutur
project.

Next, Chapter 6 focuses on providing a technique for quantifying secu-
rity risks associated with design models of embedded systems. In particular,
we have formalised confidentiality loss and integrity loss as two probabilis-
tic metrics that quantify risks associated with data assets within embedded
systems. These metrics reflect both the stakeholder take on assets and ex-
posure of these assets to security breaches. This is achieved by accounting
for system design, attack scenarios, and different stakeholder preferences
regarding data assets. We have adopted stochastic processes as the com-
putation ground for derivation of these metrics. This allows taking into
consideration the time-dependent nature and various uncertainties of in-
volved components. Thereafter, we have extended the losses computed for
each asset to a system as a whole. More specifically, we have analysed this
case from the standpoint of the expected utility and adapted the form of
the function that aggregates confidentiality and integrity loss computed for
each asset to a system level.

We have devised two application scenarios for these metrics: they can
be used to analyse how certain stakeholders benefit when SBBs are inte-
grated into a system design complementing SEED; and these metrics can
be employed to analyse impact of other design decisions on security of a
system under development. In addition, we have applied the metrics on a
smart metering device and shown their usage for visualising of and reason-
ing about security risks. Thus, we have illustrated how our methodology
allows analysing the impact of design decisions on risks in question, which
demonstrates their potential to increase awareness of engineers about secu-
rity implications for a system at earlier phases.

The SEED approach developed in this thesis contributes to the emerging
practice of systematic treatment of security aspects in embedded systems.
It is one more step towards providing support to embedded system engi-
neers when designing security-enhanced systems. We conclude with a few
reflections about the problem and solution spaces investigated during this
work.

Our work rests on the premise that security functions encapsulated into
reusable SBBs are basic elements used to support designing of security-
enhanced embedded systems. However, it is possible to envisage that en-
forcement of security properties in an embedded system is not limited to
the task of incorporating SBBs. In particular, we find that realisation (at
the design phase) of the system functionality itself and a choice of the hard-
ware/software components for an execution platform have also a consider-
able impact on security properties. For example, if several alternative ways
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to allocate security assets on available components exist, the selected alloca-
tion may affect security of a system when components differ in terms of their
tamper resistance. This, in turn, affects a range of SBBs selected for their
integration into an embedded system. While these aspects might be well
understood by security experts, there is a shortage of support for embedded
system engineers to adopt them when designing a system. We believe that
this knowledge possessed by security experts made available for reuse will
empower system engineering teams to be more security conscious. Towards
this need we have employed the notions of attack scenarios and developed
the two metrics of confidentiality and integrity losses that together allow
analysing sensitivity of system risk levels with respect to design decisions.

In Chapter 5 we conclude that the use of DSMLs can improve the asset
elicitation technique thanks to richer semantics tailored to an application
domain. On the other hand, the use of a specific DSML will limit appli-
cability of SEED (or any other approach) confining it to a certain domain.
To increase applicability of DSMLs for general approaches is an important
challenge. We believe that one way to address it is to elaborate suitable ab-
straction layers that will allow adapting an approach for a range of DSMLs.
To achieve this flexibility we have structured SEED in two levels of ab-
straction, namely foundation and realisation. The foundation level is the
technology-ignorant level that defines basic principles. The realisation level
refines the formulated principles according to a selected DSML.

In conclusion, we must mention that there are still other processes where
an embedded system is not composed from separate functional and non-
functional elements, e.g. building blocks. These processes may have many
other emerging challenges when dealing with a task of supporting engineers
in developing security-enhanced embedded systems. This is also an inter-
esting direction of work, but it is outside of the scope of this thesis.

8.2 Future Work

There are of course many ways to enrich and build upon the work described
in this thesis. In the following, we outline some of them.

8.2.1 Enhancing SEED

The current version of the core security ontology refines the asset concept
by two sub-classes, namely data in transit and data stationary. One path
for future work is to study what are other important assets to be included
into the ontology. These can be refined types of data assets or even asset
of different nature, e.g. algorithms, pieces of hardware and software. Secu-
rity measures can be also considered as assets. However, once new assets
are introduced, they should be traceable into a system model to automate
their elicitation. The currently employed SPACE modelling language is a
general language for modelling of distributed applications. Its semantics
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does not allow identifying other classes of assets within functional models
specified with this language. To tackle this issue, a more expressive, i.e.
more domain-specific, language should be employed for the SEED realisa-
tion. This language should allow identifying newly introduced assets auto-
matically from functional and platform models of a system. For example,
in the current state of the SEED realisation, pieces of hardware and soft-
ware can be already identified within a system model since we use MARTE
that has appropriate semantics to express embedded system resources. In
overall, this direction will require studying both a range of possible assets
and existing DSMLs analysing their suitability for extension of the asset
elicitation technique.

The representation of security properties is an active and interesting
topic. In our work, a tuple consisting of the protected asset, provided se-
curity goal, and used defence strategy represents a security property. This
convention limits the range of considered security properties to those that
can be expressed by such a tuple. However, some security properties can be
only expressed, for example, with respect to an operation and an involved
actor. Therefore, we think that employment of a more powerful language
to express security properties will increase the applicability of the SEED
approach. Thus, we propose this topic as another potential direction for
future work.

The domain specialisation principle adopted by SEED dictates that se-
curity needs of a system vary based on the nature of an application since it
imposes different set of assets that can be present in a system. For example,
banking application will have transaction records while metering devices
will have measurements as one of their typical assets. Besides the need
for security protection also depends on present threats imposed by different
deployment environments of a system, i.e. the context where a considered
embedded system is used. For example, a metering device deployed in a
controlled office environment will be exposed to a set of attacks that are
different from the attacks possible when the same device is deployed in an
opened public environment. The nature of an application is accounted for
in SEED by introducing the notion of an application domain. The next step
will be to systematically elaborate the threat related element. We envis-
age two alternative solutions to account for threats when capturing security
knowledge. First, one can refine the domain concept including information
about context in the definition of the domain itself. For example, instead
of specifying a “metering devices” domain, one can define such domains
as “metering devices in households” and “metering devices in office build-
ings”. Another alternative is to encapsulate these considerations in a special
threat ontology. In such a way, one can create a set of threat context pro-
files for one application domain. For example, when there is the metering
devices domain, it can be associated with several sets of threat profiles that
will characterise threats imposed by different deployment environments, e.g.
households, office buildings, and public locations. We find that the latter
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alternative gives more flexibility.
In SEED we propose to constantly update the enriched security ontology

when capturing the domain-specific security knowledge. Therefore, an im-
portant question of maintaining consistency of the enriched ontology arises.
In particular, an obvious problem with such an update is pollution of the
ontology with concrete SBBs that have different names but refer to the same
implementation. Some issues can be resolved by built-in ontology services
together with such constructs as owl:sameAs or owl:differentFrom. How-
ever, additional support is needed to ensure that two (or more) concrete
SBBs under different names are equal implementations as an example. We
envisage that techniques from the area of model comparison or models diff
(applied to functional and platform models of concrete SBBs) can be em-
ployed to address the mentioned issue.

The starting point of SEED is when an embedded system engineer has an
initial version of a functional model of a system and some decisions about a
used platform are taken. However, for security-critical systems, e.g. defence
applications, the security requirements drive and affect the functionality of
a system. Therefore, identifying alternative model-based approaches that
start directly from security assets and their security goals can be another
subject to study.

The SEED approach provides an infrastructure for capturing diverse
performance evaluation results where both resource footprint indices and
quality of service characteristics are stored. The natural development of
this direction is the use of this data for different kinds of trade-off analyses.
Thus, a path for future work will be the exploration of other criteria and
strategies to reuse the performance analysis results stored within PERs.

In our work we introduce the notion of model-based compatibility using
the hardware resource model defined in MARTE. The natural extension of
this course of work is to consider software model for compatibility analysis.
The software resource model provides modelling artefacts to describe APIs.
This will allow analysing software execution support (API), software services
and interfaces.

Finally, availability of advanced and engineer-friendly tools is always
a question when it comes to engineering processes. In our work, we use
MagicDraw as a platform for our supporting tools since it is selected as
an integrating environment within the SecFutur project. However, model-
driven engineering increasingly prioritises open standards. Therefore, the
migration to such environments as Eclipse Modelling Framework can be a
potential thread for future work.

8.2.2 Strengthening Security Metrics

In our work we proposed two metrics for quantification of security risks
in design models. These are confidentiality and integrity losses. A natu-
ral extension of this direction would be development of models to enable
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quantification of the third element of the CIA triad – availability. This
will require the definition of an event when data becomes unavailable and
mapping it to the formal models.

We envisage that accounting for SBBs and other defences will also nat-
urally fit our work in this area. Obviously, added countermeasures should
be accounted as affecting the probability distributions time to success of at-
tack steps. Attack countermeasure trees researched by Roy et al. [262, 263],
defence trees proposed by Bistarelli et al. [264], and attack-defence trees
studied by Kordy et al. [265, 266] are examples of such formalisms. How-
ever, these integrated SBBs can also influence execution time distributions
at system states since added security features may require extra compu-
tations. The main challenge in this part will be to provide such a means
for adjusting the execution time and time to success probability distribu-
tions when a certain SBB is selected by a system engineer. Naively, one
can think about re-doing the whole analysis for obtaining execution time
and time to success. However, a natural approach would be treating this
as compositional security analysis, when integration of a SBB corresponds
to updating system and attack models with a new component. In this vein,
the research question can be formulated as follows: given the results of the
earlier assessment, how to reuse them by adjusting these results when a
system is updated with a new component (a SBB) without repeating time-
and resource-consuming assessments?

We have formalised a system model as a semi-Markov chain and mainly
rely on transient probabilities when defining confidentiality and integrity
losses. Exploitation of other Markovian statistics to provide even more
elaborate and expressive definitions of risks to data assets can also be a viable
direction for future works. For example, using the already formalised models
one can obtain the number of times that the process enters a certain state
through a given time interval. This, in turn, can be used to enhance the cost
functions that may be sensitive to the number of times a confidential data
item has been observed by an attacker as an example. Another interesting
measure is a first passage time that is a measure of how long it takes to
reach a given state from another state. We believe that such statistics can
complement the current state of our method.

In our work, we extensively use the cost and full cost functions for ex-
pressing consequences when a data asset is attacked. However, it is not a
trivial task to construct these functions. To assign these costs stakehold-
ers may need to consider business values of the company and its strategy.
We can envisage that these cost functions can be built as a result of inter-
views and workshops with involved parties, and by automatically profiling
asset users [124]. We think that construction of an effective and sustain-
able method to obtain adequate cost functions is an interesting direction for
future works.

Attack process modelling is central to security research. In common with
many current attack-based analysis frameworks, our methodology deals with
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known attacks as opposed to unknown zero-day attacks. While it is equally
important to prepare a system to function under known attacks, detection
of unknown attacks is also a research challenge. The methodology proposed
in our work will only benefit when zero-day attacks are also considered.

Finally, we contribute to support a system engineer by defining two met-
rics for quantifying security risks to data assets. This is an important step,
but still only a small part of the big problem of securing our systems and in-
frastructures. To achieve better security it should be measured from various
angles. Therefore, we believe that researchers and practitioners should aim
for constructing a holistic security measuring infrastructure (eco-system).
This framework should enable measuring security throughout the whole life-
cycle and on all organisational levels.



A
Semi-markov Chain Approximation

The main difference between Semi-Markov Chains (SMCs) and Discrete-
time Markov Chains (DTMCs) is that each state of a SMC is additionally
annotated with holding time distributions [76]. In this work, we have used a
transformation that approximates a SMC as a DTMC. The obtained DTMC
can be then computed using such powerful model checkers as PRISM [133].
This, in turn, enables conducting transient analysis for SMCs required for
computation of the confidentiality and integrity loss metrics defined in Chap-
ter 6.

Proposed approximation

Figures A.1(a) and A.1(b) illustrate an idea of the proposed approximation.
A SMC depicted in Figure A.1(a) has two states s1 and s2. The SMC moves
to state s2 from s1 with the transition probability ps1s2 and to state s1 from
s2 with the transition probability ps2s1 . However, before making a transition
the process holds for some time τs1s2 in a current state. This holding time
for each state is given by assigning a probability mass function that expresses
the time that a system will stay in a state before proceeding to a next state
as exemplified in Figure A.1(a). In our example, hs1s2(t) and hs2s1(t) are
holding times in states s1 and s2 respectively. Note that in general case
holding time can depend on the next transition, therefore, the notation for
holding times contains both the initial state and the destination. Hence,
hs1s2(t) is interpreted as holding time for a process in state s1 given that
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Figure A.1: Overview of the proposed approximation

the next transition is taken into state s2. Thus,

P (τsisj = t) = hsisj (t), i = 1, 2, . . . , N ; j = 1, 2, . . . , N ; t = 1, 2, . . . . (A.1)

We consider a case where holding time distributions are discrete distri-
butions. There is also an assumption that all holding times are at least one
time unit in length, i.e. hsisj (0) = 0.

We propose to construct an equivalent DTMC by expanding each origin
state in a SMC by a set of DTMC states that emulate the holding process
as exemplified in Figure A.1(b). This DTMC has two sets of states. The
states s10, s11, ..., s1m, ... correspond to an original state s1 and the states
s20, s21, ..., s2n, ... correspond to an original state s2. The states in each
of such sets are internally related by “internal” transitions. In particular,
there is a transition for each pair of states s1i and s1(i+1) (s2i and s2(i+1)).
Additionally, since there is a transition from s1 to s2 in the original SMC,
each state s1i has a transition to s20 in the approximating DTMC. Similarly,
each state s2i has a transition to s10.

The proposed approximation can be understood with the following intu-
ition. For example, let us assume that the original SMC decides to stay for τ
time units in state s1. The corresponding behaviour of the DTMC from Fig-
ure A.1(b) is that it moves from state s10 to state s1τ along s1i : 0 < i < τ

states only. Now let us assume that the original SMC decides to move
from s1 to s2 after holding in s1 for τ time units. This behaviour is emu-
lated by the approximating DTMC as a move into s1(τ−1) from s10 along
s1i : 0 < i < τ − 1 and then taking the transition from s1(τ−1) to s20.
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Formalisation

We consider a SMC as shown in Figure A.2(a). This model has n + 1
states. Table A.1 shows transition probabilities for this model (see row 2)
and holding time distributions (see row 3). We say that each hs0si(t) is a
vector {ai1, a

i
2, . . . , a

i
m, . . . } where aiτ = hs0si(τ) for any valid τ = 1, 2, . . . .

For simplicity, we also assume that hs0s1(τ) = hs0s2(τ) = · · · = hs0sn(τ) =
aτ for any valid τ = 1, 2, . . . .
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Figure A.2: Illustration of the proposed approximation

Table A.1: Transition probabilities and holding time distributions

s1 s2 . . . sn
transition probabilities from s0 ps0s1 ps0s2 . . . ps0sn
holding time distributions for s0 hs0s1(t) hs0s2(t) . . . hs0sn(t)

A DTMC approximated from the SMC is shown in Figure A.2(b). This
figure shows the approximation applied only for the state s0. In the ap-
proximating DTMC model, the original state s0 from the SMC is replaced
by an additional set of states x0, x1, . . . , xm, . . . . Moreover, new transitions
from each xi to sj (denoted as pxisj ), and from each xi to x(i+1) (denoted as
ri+1) are added. The transition probability matrix for this DTMC model is
summarised in Table A.2. In this table, ri and pxisj are calculated according
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to equations (A.2) and (A.3) respectively.

ri =







1− a1, i = 1

1−
ai

∏i−1
k=1 rk

, otherwise
(A.2)

pxisj = (1− ri+1) ps0sj (A.3)

Recall that aτ is a probability of holding in a current state for τ time units.
Derivation of these expressions are explained in the last rubric of this ap-
pendix.

Table A.2: Transition probabilities for a resulting DTMC

x0 x1 x2 . . . xm . . . s1 s2 . . . sn
x0 0 r1 0 . . . 0 . . . px0s1 px0s1 . . . px0sn

x1 0 0 r2 . . . 0 . . . px1s1 px1s1 . . . px1sn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xm 0 0 0 . . . 0 . . . pxms1 pxms1 . . . pxmsn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Preliminary results

We apply the proposed approximation to a SMC that has 15 states. The
transition matrix is depicted in Table A.3. Table A.4 shows holding time
distributions (probability mass functions) in each state. We assume that
holding time distributions do not depend on the next transition. In some
literature such distributions are referred to as waiting time.

Table A.3: Transition probabilities for an example system

s0 s1 s2 s3 s4 s5 s6 s7 s8 s9 s10 s11 s12 s13 s14
s0 0 0.03 0.01 0.96 0 0 0 0 0 0 0 0 0 0 0
s1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
s2 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
s3 0 0 0 0 0.02 0.98 0 0 0 0 0 0 0 0 0
s4 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
s5 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
s6 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0
s7 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0
s8 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
s9 0 0 0 0 0.13 0 0 0 0 0 0.87 0 0 0 0
s10 0 0 0 0 0 0 0 0 0 0 0 0.03 0 0.97 0
s11 0 0 0 0 0.25 0 0 0 0 0 0 0 0.75 0 0
s12 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
s13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
s14 0 0 0.01 0.01 0.98 0 0 0 0 0 0 0 0 0 0
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Table A.4: Holding time distributions for an example system

s0 s1 s2 s3 s4 s5 s6 s7
holding time
distribution

N (10, 3) N (50, 8) N (50, 8) N (63, 8) N (155, 15) N (12, 3) N (8, 3) N (14, 3)

s8 s9 s10 s11 s12 s13 s14
holding time
distribution

N (10, 3) N (100, 2) N (45, 7) N (3, 1) N (10, 3) N (12, 3) N (10, 3)

When the proposed approximation has been applied, we obtain a DTMC
model that has 1100 states. Thereafter, we compute transient probabilities
for the DTMC model in PRISM [133] and compare these results obtained
by solving the original SMC model (equation 2.2) analytically. We take a
time interval t of 1000 units.

The results are depicted in Figure A.3. This figure shows that there is
only a slight divergence (0.46%) of the analytically obtained results from
the ones obtained from the approximating DTMC.
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Figure A.3: Preliminary results

In general case the used probability mass functions for holding time of
states can have a long tail (countably infinite). However, for the implemen-
tation of the proposed approximation, we assume that the vector hs0si(t) is
actually finite. This means that starting from some time point τ : τ ≤ t we
assume that hs0si(t) = 0. We refer to this truncated version of hs0si(t) as
h′
s0si

(t). To deal with the remaining tail, we add the aggregated probability
into the last element of the new vector h′

s0si
(t). In particular,

h′
s0si

(τ) = 1−
∑

k<τ

hs0si(k) (A.4)

Obviously, this is not exact and the error should be estimated.
A rationale of cutting off this tail is an insight that an exact approxi-

mation can lead to a large number of newly added states xi. This, in turn,
leads to the state explosion problem. We envisage that when there are tools
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to estimate the introduced error, one can balance the needed precision and
the cost of computations.

Derivation of transition probabilities

In this section we explain derivation of the expressions for ri (shown in
system of equations (A.2)) and pxisj (shown in equation (A.3)). We focus
on the SMC and its approximating DTMC that are depicted in Figure A.2(a)
and Figure A.2(b) respectively.

The validity of equation (A.2) for ri lies in solving the following system
of equations:































r1 = 1− a1

r1r2 = 1− a2 − a1

r1r2r3 = 1− a3 − a2 − a1

. . .

r1r2r3 . . . rm = 1− am − · · · − a3 − a2 − a1

(A.5)

The rationale behind this system of equations is explained as follows:
if a system proceeds along the transition r1 (in the approximating DTMC
from Figure A.2(b)), it means that it will stay in s0 for t > 1 (in the SMC
from Figure A.2(a)). In other words,

r1 = P (ξ > 1) = 1− P (ξ ≤ 1) = 1− (hs0si(1) + hs0si(0)) = 1− a1 (A.6)

Similarly, if a system proceeds along the transition from r1 to r2, it
means that it will stay in s0 for t > 2. Thus,

r1r2 = P (ξ > 2) = 1− P (ξ ≤ 2) = 1−
2

∑

k=0

hs0si(k) = 1− a2 − a1 (A.7)

The same logic is applied up to the rm state to obtain the system of
equations (A.5). We exclude a0 since a0 = hs0sj (0) = 0.

Now, we show that equation (A.3) for pxisj exhibits the behaviour of an
approximating DTMC that is equal to the behaviour of an original SMC.
Recall that we focus on the SMC and its approximating DTMC that are
depicted in Figure A.2(a) and Figure A.2(b) respectively.

We know that one of the ways to come to si from s0 by t is to hold in
s0 for t and then take the transition to si. This behaviour can be expressed
as:

φSMC
s0si

(t) = hs0si(t) ps0si (A.8)
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In terms of the approximating DTMC, this transition from s0 to si cor-
responds to moving into state xt−1 from x0 and then taking the transition
from xt−1 to si. This behaviour can be expressed as:

φDTMC
s0si

(t) =

t−1
∏

k=1

rk pxt−1si (A.9)

where pxt−1si = (1−rt) ps0si according to equation (A.3). To check whether
the SMC and the DTMC exhibit similar behaviour, we need to show that
φSMC
s0si

(t) = φDTMC
s0si

(t). That is, we need to show that

hs0si(t) =

t−1
∏

k=1

rk (1− rt) (A.10)

This is straightforward by replacing rt with the expression from equation (A.2).
Note that the expression pxisj = (1 − ri+1) ps0sj also yields correct

properties with respect to transitions outgoing from one state. In particular,

rm + (1− rm)
n
∑

j=1

px(m−1)sj = 1 (A.11)





B
Scenario Setup

Figure B.1(a) describes the setup for our scenario used in Chapter 6. There
are four main components: a manufacturer, a metering device, an admin-
istrator, and a collector. Operations of these components imitate a setup
designed for the TSN infrastructure [3] within the SecFutur project [17].

A manufacturer represents an organisation that produces the device and
is also responsible for its maintainance. This actor can connect to the me-
tering device to provide or revoke guarantees that this device is produced
according to (legal) specifications. These guarantees are stored on the device
in a form of a manufacturer certificate. In our scenario, the manufacturer
talks to a metering device once per year. An administrator combines func-
tions of a calibrator and a configurator. Thus, the administrator is respon-
sible for configuring and for calibrating the meter and its sensors according
to certain rules. For this scenario, we set a configuration period to three
times per year and a calibration period to twelve times per year. A col-
lector collects measurements received from metering devices, verifies, and
acknowledge these measurements. Both the collector and the administrator
are implemented as one component. Figure B.1(b) shows basic actions for
this component that reflect functions of the collector and the administrator.
The metering device is described in Section 6.3.

For our prototype, we use the hardware and firmware provided by the
open-source project OpenEnergyMonitor 1. The manufacturer, the admin-
istrator and the collector are implemented on a Raspberry Pi platform 2

1http://www.openenergymonitor.org/emon/
2http://www.raspberrypi.org
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Figure B.1: Scenario setup used for the prototype

equipped with an additional radio board (RFM12B 3). The metering device
is implemented based on the Arduino platform 4 assembled with the same
radio module. The measurement eavesdropping and spoofing attacks are
also implemented on the same Raspberry Pi platform.

To obtain the probability distributions used in Chapter 6 we conducted
100 experiments for each metering device state and measured its execution
time. Thereafter, we calculated mean and standard deviation and used
these two values as the corresponding parameters for a normal distribution.
A similar approach was used for obtaining time to success probability dis-
tributions for the two attacks mentioned above. However, we applied the
Kernel Density Estimation (KDE) by finding the curve that fitted best the
shape of our samples (by adjusting the bandwidth parameter). For this pur-
pose, we used the Python SciPy 5 library implementation of the KDE (the
gaussian kde function).

3http://www.hoperf.com/rf/fsk_module/RFM12B.htm
4http://www.arduino.cc
5http://www.scipy.org

http://www.hoperf.com/rf/fsk_module/RFM12B.htm
http://www.arduino.cc
http://www.scipy.org


C
From Engineering Artefacts to Formal

Models

In this part, we explain how the formal models introduced in Section 6.2,
i.e. data and state models, have been obtained from engineering artefacts.
We focus on UML models used for the SEED realisation. In particular, we
consider UML activity models as a functional model (and its slight mod-
ification SPACE) and UML class models annotated with stereotype from
MARTE::HRM as an execution platform model.

Concrete syntax

In this section, we outline some parts of UML activities and MARTE con-
crete syntax. This provides basics to assist the reader in creating a link
between syntactical constructs and abstract syntax, and its mapping onto
the formal data and state models.

In general, an (UML) activity model can be built of activities and ac-
tions where each activity is built of actions. For the sake of simplicity and
without loss of generality, we assume that there is only one activity since
nested activities is just a syntactic sugar and they can be flattened. Actions
and activities are related to each other by directed edges that create two
types of flows: a control flow and an object flow. Intuitively, a control flow
determines a logical flow of activities/actions and an object flow carries data
objects. Similar to SPACE, we require that only one edge can leave and ar-
rive to an action. Control and data flow edges can be connected to special
types of nodes that are called control nodes. These are decision, merge, join,
and fork nodes. They serve for coordinating flows in an activity.
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UML 2.4.1 specifies two syntactical constructions to express an object
flow, namely as pins attached to outgoing and incoming nodes, and as an
object node associated with an activity edge. SPACE adopts the pin no-
tation. Note that in the standard [28] an object node associated with an
activity edge implies that this edge is split into two object flows: incoming
and outgoing. For simplicity we converge both notations to one activity
edge, that is an object flow, associated with an object. Usually, an engineer
does not need to create explicitly a special edge to denote an object flow,
but rather he/she annotates an existing control flow with an object.

UML does not define explicitly means for assigning transition probabil-
ities to edges and execution time distributions to actions. However, this
information can be easily added into activity models by using the comment
structure. Note that since we assume that only one edge can leave an action,
a system engineer only needs to explicitly annotate with probabilities those
edges that are outgoing from decision control nodes.

As a model of an execution platform we consider a UML class model
annotated with stereotypes from MARTE::HRM (e.g. as depicted in Fig-
ure 5.4). In general, a wide range of structural UML elements can be an-
notated with these stereotypes. For the sake of this explanation, we will
consider a small part of UML syntax. Hence, we assume that a compo-
nent of an execution platform is represented as a class. The structure of an
execution platform is represented by relating classes to each other with as-
sociation links. These links can capture different kinds of relations between
components, but we omit these details in this section.

The allocation information can be captured in models using the concepts
from the MARTE::Alloc package. In particular, we use the allocation model
defined in this package. This model serves to map the application model
elements (logical parts) to the execution platform elements (physical parts).
There are several syntactical constructs to capture an allocation link that
provide various notations. A system engineer can use the allocate or assign
stereotypes. We consider this variety as syntactic sugaring. An allocation
link has two ends: source and target. In case of the SEED realisation, the
source is a behaviour element of a functional model (action) and target is a
structural element of an execution platform.

Abstract syntax

Now we formalise the concrete syntax outlined above to enable definition
of a semantic function that maps UML models of a system into the formal
models introduced in Section 6.2.2.

We say that a UML system model (YUML) is built of two elements,
namely a functional model (FM ) and its execution platform model (EP).
A functional model FM is a tuple (v0, V, E, P, lex) where the first three el-
ements compromise a graph, P : E → [0, 1] is a function that associates
probabilities to edges, and lex : V → F is a labelling function that asso-
ciates execution time probability distributions to each activity node V . An
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execution platform model EP is a tuple (C, lal) where C is a set of com-
ponents and lal : V → 2C is an allocation function that associates activity
nodes with components of an execution platform. We also use the following
helper functions:

• Two functions mapping an activity node and edge to their particular
types, namely kindV : V → KV and kindE : E → KE , where KV =
{executable, merge, join, fork, decision, timer, other} and KE =
{object, control}.

• Two functions that return the source and target nodes of a given edge,
i.e. source : E → V and target : E → V respectively.

• A function that returns an object flowing along a certain edge, namely
getobj : E → O where O is a set of object nodes.

Semantic Mapping

Transformation of a UML activity diagram into a state machine is the ongo-
ing research subject [125, 267]. We capitalise on this research area. Briefly,
this transformation can be summarised as follows. Each action node from a
UML activity diagram is transformed into a state; and transitions from an
activity diagram are directly transformed into transitions between states.
Control nodes, i.e. decision, merge, join, and fork, are transformed employ-
ing a set of rules. Figure C.1 summarises the basic transformation rules for
control and object flows when a control node is encountered. We develop
these rules from studies conducted by Ouchani et al. [125], Herrmann and
Kraemer [267], and Störrle [268], and from the semantic interpretation of
control nodes provided by UML 2.4.1 [28]. In this appendix, we assume
that there are no nested control nodes. If such cases exist we assume that
there is a function removeNested that flattens such constructions. Detail
elaboration of this function is outside of the scope of this appendix.
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Figure C.1: Transformation rules for control nodes
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In this section, we describe a semantic mapping of FM and EP (an
UML system model) into SD and DM (the formal system model introduced
in Section 6.2) by a function [[·]] adopted for our case studies. The semantic
function [[·]] is defined as follows:

• Initial state. An initial state s0 of SM is a direct mapping of an initial
state v0 of FM, i.e. s0 = v0.

• System states. A set of states S of SM is built of two subsets S1 and
S2 as S = S1 ∪ S2. These two subsets are formed as follows:

– The subset S1 includes all executable and timer vertices from V ,
namely S1 = {v | v ∈ V, kindV (v) ∈ {executable, timer}}.

– The subset S2 includes vertices that correspond to the join control
node (observe state sj in Figure C.1(c)), namely S2 = {v | v ∈
V, kindV (v) = join}

• Transitions and transition probabilities. To obtain the transition ma-
trix P , we need to transform control flows of FM. This flow is governed
in FM by a set of control nodes. To deal with these constructs of UML
activity models we need to consider five basic cases. These cases are
analysed below.

1. In the trivial case there are two vertices in FM connected directly
by an edge e ∈ E. This edge e is directly transformed into a
relation between corresponding states in SM by assigning the
same probability P (e) to P (s, s′). Note, that P (s, s′) = 0 if such
an edge e does not exist. Thus,

P (s, s′) = P (e) where

e ∈ E, [[v]] = s, v = source(e),

[[v′]] = s′, v′ = target(e)

2. A decision node is a node that selects between its outgoing flows.
If there is a decision node vd between two vertices v and v′ in
FM then the mapping function needs to collapse two edges e

(connecting v and vd) and e′ (connecting vd and v′) into one
relation between corresponding states s and s′ in SM. This case
is illustrated in Figure C.1(a) and can be expressed as follows:

P (s, s′) = P (e) · P (e′) where

e ∈ E, e′ ∈ E, vd = target(e),

kindV (vd) = decision, [[v]] = s, v = source(e),

vd = source(e′), [[v′]] = s′, v′ = target(e′)
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3. A merge control node brings together multiple alternate flows.
If there is a merge node vm between two vertices v and v′′ in
FM then the mapping function needs to collapse two edges e

(connecting v and vm) and ej (connecting vm and v′′) into one
relation between the corresponding states s and s′′. This case is
illustrated in Figure C.1(b) and can be expressed as follows:

P (s, s′′) = P (e) where

e ∈ E, e′′ ∈ E, vm = target(e),

kindV (vm) = merge, [[v]] = s, vi = source(e),

vm = source(e′′), [[v′′]] = s′′, v′′ = target(e′′)

4. A join control node synchronises the incoming flows. If there
is a join node vj between two vertices v and v′′ in FM then
the mapping function creates two relations between the corre-
sponding mapped states s, sj , and s′′. This case is illustrated in
Figure C.1(c) and can be expressed as follows:

P (s, sj) = P (e) where

e ∈ E, [[vj ]] = sj , vj = target(e),

kindV (vj) = join, [[v]] = s, v = source(e)

and

P (sj , s
′′) = P (e′) where

e ∈ E, e′′ ∈ E, [[vj ]] = sj , vj = target(e),

kindV (vj) = join, [[v]] = s, v = source(e),

kindV (v) ∈ {executable, timer}, [[v′′]] = s′′,

v′′ = target(e′′), vj = source(e′′)

5. A fork node splits a flow into multiple concurrent flows and ac-
tions of these flows are carried out in parallel. The semantic
function maps these parallel flows to an interleaved sequence of
states (which is shown to be a correct refinement by Kraemer
and Herrmann [267]). For simplicity, we demonstrate the map-
ping function that splits the flow into two parallel flows. This case
is illustrated in Figure C.1(d) and can be expressed as follows:
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P (s, s′) = P (s′, s′′) = P (e) where

e′ ∈ E, e′′ ∈ E, kindV (vf ) = fork, [[v]] = s,

v = source(e), vf = target(e), vf = source(e′),

vf = source(e′′), [[v′]] = s′, v′ = target(e′),

[[v′′]] = s′′, v′′ = target(e′′)

Note that when a fork vertex is encountered it affects the rest of
the transformation since all subgraphs starting from this fork ver-
tex should be interleaved. We refer to this interleaving procedure
as forkEffect.

• Holding time. A holding time distribution for a state s ∈ S from SM
is a direct mapping of execution time for a corresponding vertex in
FM. Thus, {H(s) | s ∈ S} = {lex(v) | v ∈ V, [[v]] = s}. A holding
time distribution for state sj (a node created when a join node is
encountered) is a distribution of inter-arrival time between the first
and the last objects (o and o′) arrived into a corresponding join node.

• Data dependencies. We say that two distinct data objects o and o′

are immediately dependent, and therefore, (o, o′) ∈ D if there is such
a vertex v in FM that o is its incoming object and o′ is its outgoing
object.

D = {(o, o′) | v ∈ V, [[v]] = s, e, e′ ∈ E,

v = target(e), kindE(e) = object,

o = getobj(e), v = source(e′),

kindE(e
′) = object, o′ = getobj(e′)}

• Labelling functions. Finally, we need to provide the mapping for three
labelling functions defined for SM and DM, i.e. lC , lO, and lD.

– The labelling function lC is easily obtained from the allocation
lal from EP by direct mapping. In particular, a state s ∈ S is
associated with a set of components C ′ ⊂ C, i.e. lC(s) = C ′,
where for the corresponding vertex v ∈ V : lal(v) = C ′. Thus,

lC(s) = {c | c ∈ C, v ∈ V, [[v]] = s, c ∈ lal(v)}

– To obtain the labelling function lO, we say that all objects com-
ing in and outgoing from a vertex v along activity edges in FM
are associated with a corresponding state s in SM as objects
associated with this state. Thus,
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lO(s) =
{

{o, o′} | v ∈ V, [[v]] = s, e ∈ E,

e′ ∈ E, v = target(e), kindE(e) = object,

o = getobj(e), v = source(e′),

kindE(e
′) = object, o′ = getobj(e′)

}

– Finally, for any dependency (o, o′) ∈ D the labelling function lD
is defined as follows:

lD(o, o′) = {s | [[v]] = s, v ∈ V, e ∈ E,

e′ ∈ E, v = target(e), v = source(e′),

kindE(e) = object, kindE(e
′) = object,

o = getobj(e), o′ = getobj(e′)}

The semantic mapping function introduced above assumes the existence
of dependencies between two distinct objects that enter and leave the same
node. However, UML does not explicitly define such semantics. Therefore,
the DM model obtained after applying [[·]] should be additionally reviewed
by an engineer to exclude incorrectly assumed dependencies. Figure C.2
depicts the process for transforming of a UML system model, i.e. YUML =
(FM,PM), into a formal model, i. e. Y = (SM,DM), introduced in
Section 6.2.2.

UML models

YUML=(FM, EP)

[[YUML]] ValidationY=(SM', DM')

Y=(SM, DM)

Figure C.2: Application of the semantic function to a UML system model





D
Experiment Details

In this appendix we give additional details of the computations discussed
in Chapter 6. Figure D.1 illustrates inputs used for our example and its
respective outputs.

There are three types of input elements. These are system design models,
attack models, and stakeholder estimates (see equation 6.4). In Chapter 6
we used two design alternatives (original and modified designs), two at-
tacks (eavesdropping and spoofing), and 30 stakeholder cost estimates (three
stakeholders, two security goals, and five data objects). Two mentioned
system designs and attacks are described in Sections 6.3.1 and Section 6.3.2
respectively. Additionally, Tables A.3 and A.4 summarise transition and
holding time probabilities (shown in Figure 6.6) in a matrix form. Table D.1
complements Table 6.3 by giving details about stakeholder cost estimates
for all data objects involved into the example from Section 6.3. To calculate
confidentiality loss, we combine each design model with the eavesdropping
attack. Analogously we combine a system model with the spoofing attack
when computing integrity loss.

Figure D.2 contains four subfigures that depict calculated values for risks
to confidentiality and integrity of measurements over time. There are fluc-
tuations in the CL and IL values in the beginning (up to 17s for CL and up
to 10s for IL in Figures D.2(a) and D.2(b) respectively) and, thereafter, the
curves are stabilising or experiencing only small oscillations. Technically this
behaviour corresponds to stabilisation of underlying SMCs to their steady-
states that is the long run behaviour. We use values observed after the
stabilisation points for the figures discussed in Section 6.3.3, i.e. Figures 6.8
and Figure 6.9. In particular, these points are 17s for CL and 10s for IL in
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case of the original design (e.g. Figure 6.8(a)) and 443 for CL and for IL in
case of the modified design (e.g. Figure 6.8(b)).

Eavesdropping 

attack (Section 6.3.2)

0

0.005

0.01

0.015
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0.035
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User Utility

provider
National

agency

original design

modified designCL/IL

(Section 6.2.3)

Spoofing attack

(Section 6.3.2)

Modified design of a

meter (Section 6.3.3, 

Tables A.3 and A.4)

Stakeholder cost estimates

(Section 6.3 and Table D.1)

Original design of a

meter (Section 6.3.1, 

Tables A.3 and A.4)

Figures D.2

Figures 6.8 and 6.9

Figure D.1: Illustration of input and output data
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Figure D.2: Visualisation of calculated CL and IL
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Table D.1: Stakeholder cost estimates (I – Integrity and C – Confidentiality)

Asset Goal User Utility provider National agency

Measurements
I moderate (0.5) major (0.8) minor (0.1)
C major (0.8) minor (0.1) insignificant (0)

Commands
I insignificant (0) moderate (0.5) major (0.8)
C insignificant (0) moderate (0.5) minor (0.1)

Raw measurements
I minor (0.1) minor (0.1) insignificant (0)
C moderate (0.5) minor (0.1) insignificant (0)

Measurement ids
I insignificant (0) minor (0.1) insignificant (0)
C insignificant (0) minor (0.1) insignificant (0)

Acknowledgements
I insignificant (0) insignificant (0) insignificant (0)
C insignificant (0) insignificant (0) insignificant (0)
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and Jean-Marc Jézéquel. Component-based Design and Integration
Platforms. Technical report, Project IST-2001-34820. ARTIST, 2003.
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