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Abstract. The people in an image are generally not strangers, but
instead often share social relationships such as husband-wife, siblings,
grandparent-child, father-child, or mother-child. Further, the social re-
lationship between a pair of people influences the relative position and
appearance of the people in the image. This paper explores using familial
social relationships as context for recognizing people and for recognizing
the social relationships between pairs of people. We introduce a model
for representing the interaction between social relationship, facial ap-
pearance, and identity. We show that the family relationship a pair of
people share influences the relative pairwise features between them. The
experiments on a set of personal collections show significant improve-
ment in people recognition is achieved by modeling social relationships,
even in a weak label setting that is attractive in practical applications.
Furthermore, we show the social relationships are effectively recognized
in images from a separate test image collection.

1 Introduction

Personal image collections now often contain thousands or tens of thousands of
images. Images of people comprise a significant portion of these images. Con-
sumers capture images of the important people in their lives in a variety of social
situations. People that are important to the photographer often appear many
times throughout the personal collection. Many factors influence the position
and pose of each person in the image. We propose that familial social relation-
ships between people, such as “mother-child” or “siblings”, are one of the strong
factors. For example, Fig. 1 shows two images of a family at two different events.
We observe that the relative position of each family member is the roughly the
same. The position of a person relative to another is dependent on both the iden-
tity of the persons and the social relationship between them. To explore these
ideas, we examine family image collections that have repeating occurrences of
the same individuals and the social relationships that we consider are family
relationships.

For family image collections, face recognition typically uses features based
on facial appearance alone, sometimes including contextual features related to
clothing [14,19,17]. In essence, that approach makes the implicit assumption that
the identity of a face is independent of the position of a face relative to others
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Fig. 1. Social relationships often exhibit certain visual patterns. For the two people in
a wife-husband relationship, the face that is higher in the image is more likely to be
the husband. The family members are in roughly the same position in the two images,
even though the images are of two different events on different days. The inclination of
people to be in specific locations relative to others in a social relationship is exploited
in this work for recognizing individuals and social relationships.

Fig. 2. In the training procedure, images are weakly labeled. Social relationships and
birth years are annotated as input for learning social relationship models. In the recog-
nition test procedure, the goal is to annotate faces present in images with names.

in the image. At its core, our work re-examines this assumption by showing that
face recognition is improved by considering contextual features that describe one
face relative to others in the image, and that these same features are also related
to the familial social relationship.

Our contributions are the following: we develop a probabilistic model for repre-
senting the influence between pairwise social relationships, identity, appearance
and social context. The experimental results show that adding social relation-
ships results in better performance for face annotation. With the learned rela-
tionship models, we can in turn discover social relationships from new image
collections where the social relationships are not manually annotated. To the
best of our knowledge, this is the first work that shows that explicitly modeling
social relationships improves person recognition. Further, this is the first work
that demonstrates classification of social relationships from a single image. It is
also important to note that our model is learned from an empirically attractive
setting of weakly labeled data.
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1.1 Related Work

Organizing consumer photo collections is a difficult problem. One effective solu-
tion is to annotate faces in photos and to search and browse images by people
names [12]. Automatic face annotation in personal albums is a hot topic and
attracts much attention [3,20]. There has been pioneering work on using social
cues for face recognition [6,11,18]. [18] works with strongly labeled data, and
only has one type of relationship: friend or not. In comparison, we deal with
weakly labeled images, and explicitly model a number of social relationships. In
[6], the authors uses the social attributes people display in pictures to better
recognize genders, ages and identities. However, [6] does not explicitly model
different social relationships between people or recognize specific individuals. In
[11], recognizing individuals improves by inferring facial attributes. We extend
these works by using social relationships as attributes for pairs of people in an
image for recognizing people and social relationships.

Weak labeling is an area related to our work. In image annotation, ambiguous
labels are related to generic object classes rather than names [1,8]. Berg et al.
[2] is an example where face recognition has been combined with weak labels.
In that work, face models are learned from news pictures and captions about
celebrities, but ordinary people and the social relationships between them are
not considered.

Certainly, the use of social relationships for recognition constitutes a type of
context. The social context is related to the social interactions and environment
in which an image is captured, and consequently it is not necessarily inferred
directly from image data. Our contextual features for describing the relative
positions between pairs of people in an image are similar to the contextual fea-
tures shown to be effective in general object recognition [4,9,15]. In these works,
pairwise features enforce priors that, for example, make it unlikely for cows to
appear in the sky. We show that our similar features are in fact also useful for im-
proving person recognition and for identifying social relationships. In our work,
social relationships act as a high-level context leveraged from human knowledge
or human behavior. In this sense, it is similar to the context of [5,16].

2 Approach

The common method for providing labeled samples to construct a model of
facial appearance for a specific individual involves asking a user to label a set
of training faces for each person that is to be recognized. Then, a face model
can be learned in a fairly straightforward manner. However, annotating specific
faces in a manual fashion is a time-consuming task. In practice, tools such as
Flickr, or Adobe Album are used by many consumers, but they only provide
weak labels that indicate the presence of a person but not that person’s location
in the image. Appearance models can still be learned in this scenario, but the
label ambiguity increases the learning difficulty. In our work, we assume this
realistic weak-labeling scenario, similar to that of [2], and our model is used
to disambiguate the labels, learn appearance models, and find the identity of
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persons in images that were not in the original training subset. Note also that
other frameworks exist for minimizing the effort of the user by using active
learning to suggest samples to label [19,10], and our model could be inserted
into one of these frameworks.

The procedure is illustrated in Fig. 2. For each image, we only know there are
N names annotated, which are written as {pi, i = 1, · · · , N}, but do not know
the positions or scales of the corresponding faces. Most of faces are automati-
cally detected from images, and we manually add missed faces since we are not
studying face detection in this work. Each face is represented by Fisher subspace
features. Features of faces are written as {wj , j = 1, · · · , M}.

We train a face model for each individual. This requires establishing corre-
spondences between names and faces in each training image. Social relationships
are manually annotated by photo owners; the relationship between the ith and
jth people is written as rij , a discrete variable over the nine pairwise social rela-
tionships that we consider. The labeling of this social relationship is reasonable
and requires only a small amount of additional effort, because a given pairwise
social relationship need be annotated only once for the entire personal collec-
tion. There are N(N −1)/2 possible pairwise relationships in one album with N
people, but many pairs of people do not have direct relationships.

Table 1. The notation for our model

pi: the ith person name P : all names
wi: the feature representation of the ith face W : all face features
ti: the age of the ith person T : all ages
rij : the social relationship between the ith R: all annotated relationships
and the jth person
fij : the social relationship features between F : all social relationship features
the ith and the jth face
A: the hidden variable which assigns names to faces Ai = j: the ith name is assigned
θ: model parameters to the jth face

A specific social relationship usually exhibits common visual patterns in im-
ages. For example, in a “husband-wife” relationship, the husband is usually taller
than the wife due to physical factors (e.g., the average adult male is 176.8 cm
while the average female is 163.3 cm [13]). Of course, it is easy to find excep-
tions, and this is why our model relies not on “rules” that define the behavior
of an individual or a person in a family relationship, but rather on probabilistic
distributions of features f for particular social relationships.

We extract features that reflect social relationships for each pair of faces
i and j. The features describing the ith and jth face pair are written as fij .
This feature vector represents the “social context” in our model. Note that even
within a single social relationship, visual patterns are not time-invariant. For
example, for “child-mother” relationship, when the child is an infant and the
mother is in her 20s, the mother’s face is physically larger than and generally
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positioned above the child’s; but when the child grows, he or she may eventually
have a larger face, be physically taller, and will no longer sit on the mother’s
lap. To accommodate the evolving roles within a social relationship, we allow
the representation of social relationships for different age combinations. This
requires that the collection owner provides approximate birth years for each
person as illustrated in Fig. 2. In a training image, ages of people are written as
{ti, i = 1, · · · , N}.

pi pjwAi

ti tj

wAjrij

fij

N

N

Fig. 3. The graphical model. The notation is explained in Table 1.

Given the above defined notations, we then aim to maximize the conditional
probability of labels given image observations p(P, R, T | W, F ), which can be
rewritten as:

p(P, R, T, W, F )
p(W, F )

∼
∑

A

p(P, R, T, W, F | A)p(A) (1)

A is a hidden variable that defines the correspondence between faces and
names. Ai = j denotes the ith name is assigned to the jth face. Given a specific
A, the dependency between P, R, T, W and F is represented as shown in Fig.
3. We use a discriminative model to represent the appearance of each name
(here we use a weighted KNN classifier due to its robustness, but note that
a generative model such as a Gaussian mixture model is also applicable) and
generative models for social relationships.

According to the graphical model, (1) can be written as:

∑

A

N∏

i=1

p(pi | wAi)
N∏

i=1,j=1

p(fAiAj | rij , ti, tj)p(rij | pi, pj)p(A) (2)

where wAi denotes the features of the face that is associated with the name
pi. rij is annotated for each pair of names pi and pj , so p(rij | pi, pj) is 1 and
neglected from now on. p(pi | wAi) is calculated as:

p(pi | wAi) =
∑L

l=1 p(pi | w
NAi

l )
∑N

i=1

∑L
l=1 p(pi | w

NAi

l )
(3)
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Where w
NAi

l denotes the l nearest neighbor faces found for wAi in all the training
images. p(pi | w

NAi

l ) = 0 if the image containing w
NAi

l does not have the person
pi present.

∑
i p(pi | wj) = 1 is enforced in the training procedure.

fAiAj denotes the social relationship features extracted from the pair of faces
Ai and Aj . We extract five types of features to represent social relationships,
which are introduced in Section 3. The space of each feature is quantized to
several discrete bins, so we can model p(fk

AiAj
| rij , ti, tj) as a multinomial

distribution, where k denotes the kth type of relationship features. For simplicity,
these relationship features are assumed to be independent of each other, and
p(fAiAj | rij , ti, tj) could simply be calculated as the product of the probability
for each feature. However, we find that the features can be combined in smarter
ways. By providing a learned exponent on each probability term, the relative
importance of each feature can be adjusted. By learning the exponents with
cross-validation on training examples, better performance is achieved.

There are many possible ti and tj pairwise age combinations, but we may only
have a few training examples for each combination. However, visual features do
not change much without a dramatic change of age. So we quantize each age
ti into 5 bins. The quantization partition points are

[
0 2 17 35 60 100

]
years.

Consequently, there are 25 possible pairwise age bin combinations. For each,
we learn a multinomial distribution for each type of relationship feature. The
multinomial distribution parameters are smoothed with a Dirichlet prior.

2.1 Learning the Model with EM

Learning is performed to find the parameters θ̂:

θ̂ = argmaxθp(P, R, T | W, F ; θ) (4)

θ contains the parameters to define p(p | w) and p(f | r, t). This can not be
learned with maximum likelihood estimation because of the hidden variable.
Instead, we use the EM algorithm, which iterates between the E step and the
M step. Initialization is critical to the EM algorithm. In our implementation, we
initialize p(pi | wj) with the parameters produced by the baseline model that
omits the social relationship variables. The multinomial distribution is initialized
as a uniform distribution.

In the E step, we calculate the probability of the assignment variable A given
the current parameters θold. For a particular A∗, we calculate it as:

p(A∗ | P, R, T, W, F ; θold) =
p(P, R, T, W, F | A∗; θold)p(A∗; θold)∑

A p(P, R, T, W, F | A; θold)p(A; θold)
(5)

p(P, R, T, W, F, A∗; θold) can be calculated according to (2). The prior distribu-
tion of A is simply treated as a uniform distribution. This needs to be enumerated
over all the possible assignments. When there are a large number of people in
images, it becomes intractable. We only assign one pi to a wj when p(pi | wj) is
bigger than a threshold. In this way, we can significantly reduce the number of
possible A.
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In the M step, we update the parameters by maximizing the expected like-
lihood function, which can be obtained by combing (2) and (5). There are two
types of parameters, one to characterize p(p | w) and the other one to charac-
terize p(f | r, t). In the M step, when updating one type of parameters using
maximum likelihood estimation, the derivative doesn’t contain the other type of
parameters. Therefore, the updates of parameters for p(p | w) and p(f | r, t) are
separate. When running the EM algorithm, the likelihood values do not change
significantly after 5 to 10 iterations.

2.2 Inference

In the inference stage, we are given a test image containing a set of people
(without any name label information), we extract their face appearance features
W and relationship features F , then predict the names P . We use the relationship
models to constrain the labeling procedure, so the classification of faces is not
done based on facial appearance alone. This problem is equivalent to finding a
one-to-one constraint A� in the following way:

A� = argmaxAp(A | P, R, W, F, T ) (6)

Here, P denotes all the names in the dataset. There would be too many possible
A to evaluate and compare. We adopt a simple heuristic by only considering As
which assign a name p to a face w when p(p | w) is bigger than a threshold. This
heuristic works well in our implementation.

3 Implementation Details

In this section, we describe important implementation details. The appearance
of each face is represented by projecting the original pixel values into a Fisher
subspace learned from a held-out collection (containing no images in common
with either the training set or the test set). Each face is represented as a Fisher
discriminant space feature.

In our model, the social relationship variable rij is discrete over the space
of pairwise social relationships. We represent the following nine familial social
relationships between a pair of people:

mother-child father-child grandparent-child husband-wife siblings

child-mother child-father child-grandparent wife-husband

We consider relationships to be asymmetric (e.g., “mother-child” is different
from “child-mother”) because our objective is to identify the role of each per-
son in the relationship. We use the following five types of observed appearance
features to represent social relationships.
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(b) Face Size Ratio
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(c) Closeness
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Fig. 4. Pairwise facial features are dependent on social relationships. From these plots,
we see that parents’ faces are usually above childrens’ faces (a), that spouses’ faces
are usually about the same size, but are larger than children’s (b), and spouses tend
to be close together in an image(c). Note that we also model the changing nature of
family relationships over time: a mother’s face is larger than the child’s when the child
is young, but they are generally the same size when the child is an adult (d).

Height: the height difference is used as a feature. Very simply, we use the ratio
of the difference y-coordinates of the two people’s faces to the average face size
of the faces in the image. The ratio is quantized to six bins.

Face size ratio: this feature is the ratio of the face sizes. We quantize the ratio
to six bins.

Closeness: the distance of two people in an image can reveal something about
their social relationship. We calculate the Euclidean distance between pair of
people, normalized by the average face size. We quantize the distance to five
bins.

We train gender and age classifiers based on standard methods, following the
examples of [7,11]. Two linear projections (one for age and one for gender) are
learned and nearest neighbors (using Euclidean distance) to the query are found
in the projection space.

Age difference: we use our age predictor to estimate the ages of people. This
age difference, estimated purely from appearance, tells us some information
about the social relationship. We quantize age into five ranges, so the age differ-
ence between two people has nine possibilities. The age difference relationship
is modeled as a multinomial distribution over these nine bins.

Gender distribution: the appearance-based gender classifier helps to indicate
the role of a person in a social relationship. For example, gender estimates are
useful for distinguishing between a wife and husband (or more broadly a hetero-
sexual couple). For each pair of people, there are four possible joint combinations
of the genders.

Fig. 4 demonstrates evidence of the dependence between social relationships
and our features by showing the distribution of feature values given the social
relationships, as learned from our training collections.
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4 Experiments

In this section, we show experiments that support our assertion that modeling
social relationships provides improvements for recognizing people, and allows for
the recognition of pairwise social relationships in new images.

In Section 4.1, we examine the task of identifying people through experiments
on three personal image collections, each of which has more than 1,000 images
and more than 30 distinct people. We show that significant improvement is
made by modeling social relationships for face annotation on both datasets.
We also investigate how different social relationships features help to boost the
performance.

Furthermore, in Section 4.2, we show that learned social relationships models
can be transferred across different datasets. Social relationships are learned on a
personal image collection, and then social relationships are effectively classified
in single images from unrelated separate image collections.

4.1 Recognizing People with Social Relationships

In the first experiment, a subset of images from a personal image collection
is randomly selected as training examples, and weak name labels are provided
for the identities of the people in the images. The remaining images comprise a
test set for assessing the accuracy of recognizing individuals. Testing proceeds as
follows: First, the correspondence between the names and the faces of the training
images are found using the EM procedure from Section 2.1. Next, inference is
performed (Section 2.2) to determine the most likely names assignment for each
set of faces in each test image. The percentage of correctly annotated faces is used
as the measure of performance. This measure is used to evaluate the recognition
accuracy in the test set as well as in the training set.

The first collection has 1,125 images and contains 47 distinct people. These
people have 2,769 face instances. The second collection contains 1,123 images,
with 34 distinct people and 2,935 faces. The third collection has 1,117 images
of 152 individuals and 3,282 faces. For each collection, we randomly select 600
images as training examples and the others as test examples. Each image contains
at least two people. In total, these images contain 6,533 instances of 276 pairwise
social relationships.

Improvement made by modeling social relationships: For comparison
to our model that includes social relationships, we first perform experiments
without modeling social relationships. In the training procedure, we maximize:
p(P | W ) ∼ ∑

A

∏N
i=1 p(pi | wAi)p(A). Likewise, the EM algorithm is employed

to learn model parameters.
Fig. 5 shows that all datasets show improved recognition accuracy in both

training and testing when social relationships are modeled. By modeling so-
cial relationships, better correspondence (i.e. disambiguation of the weak label
names) in the training set is established. In collection 1, training set accuracy
improves by 5.0% by modeling social relationships, and test set identification
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improves by 8.6% due to the improved face models as well as the social rela-
tionship models. Significant improvement is also observed in collection 2 in both
the training (improves by 3.3%) and test (improves by 5.8%) sets. Collection 3
also shows improvement (by 9.5% in training and by 1.8% in testing) although
the overall accuracy is lower, mainly because this collection contains many more
unique people (152 people versus 47 and 34 in collections 1 and 2).

Fig. 6 illustrates the improvement that modeling social relationships provides
for specific test image examples. The faces in green squares are instances that
are not correctly classified when the model ignores social relationships, but are
corrected by modeling social relationships. We can see that these faces are sur-
rounded by other people who have strong social relationships with, and the visual
patterns between people are what is typically expected given their roles in the
relationships. The faces in red squares are instances that are correctly classified
when appearance alone is considered, but get confused by incorporating social
relationships. This is because visual relationship patterns in these pictures are
atypical of what is observed in most of other pictures. mother, so she is misclas-
sified as her father, despite her childlike facial appearance.

Table 2. Person recognition accuracy in the test set improves for both collections by
modeling social relationships using more features. For example, “+height” means that
only relative height feature is used, and the other features are omitted.

without relationships +height +closeness +size +age +gender +all

Collection 1 0.560 0.621 0.628 0.637 0.635 0.630 0.646
Collection 2 0.537 0.563 0.560 0.583 0.573 0.584 0.595
Collection 3 0.343 0.361 0.359 0.362 0.362 0.362 0.361

Overall Mean 0.480 0.515 0.516 0.527 0.523 0.525 0.534

Effect of each social relationship feature: As described in Section 3, we
use five features to encapsulate social relationships. We show how each type of
relationship feature helps by in turn omitting all features except that one. The
results are shown in Table 2. We observe that relative face size is the most helpful
single feature, followed by age and gender. In general, including all features
provides significant improvement over using any single feature and adding any
single feature is better than using none at all. It is interesting to note that while
our results concur with [11] in that we achieve improved face recognition by
estimating age and gender.

4.2 Recognizing Social Relationships in Novel Image Collections

Our model explicitly reasons about the social relationships between pairs of
people in images. As a result, the model has applications for image retrieval
based on social relationships.

Social relationships are modeled with visual features such as relative face sizes
and age difference, which are not dependent on the identities of people. This
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Fig. 5. Modeling social relationships improves recognition accuracy. The plots show
the improvement in recognition accuracy for both the training set (left) and the test
set (right) for two different image collections.

Fig. 6. The faces in green squares are instances that are not correctly recognized with-
out modelling social relationships, but are corrected by modeling social relationships.
The faces in red squares are correctly recognized at first, but are misrecognized when
social relationships are considered. The mistakes are sometimes due to an improbable
arrangement of the people in the scene (e.g. the son on the father’s shoulders in the
lower right) that is not often observed in the training set. As another example, in the
middle image of the second row, the daughter (closer to the camera) appears taller and
has a bigger face size than her mother, so she is misclassified as her father, despite her
childlike facial appearance.

means social relationship models can be transferred to other image collections
with different people. Consequently, the models learned from one image collec-
tion can be used to discover social relationships in a separate unrelated image
collection with no labeled information at all. We perform two experiments to ver-
ify that we learn useful and general models for representing social relationships
in images.

In the first experiment, we learn social relationship models from the training
examples of collection 1, and classify relationships in collection 2. Because col-
lection 2 contains no “grandparent-child” relationships, we limit the classified
rij values to the other seven social relationships. The confusion matrix is shown
in Fig. 8. Each row of this confusion matrix shows an actual class.
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(a) social relationships classified as wife-husband

(b) social relationships classified as siblings

(c) social relationships classified as mother-child

Fig. 7. Social relationship classification is accomplished from single images with our
model, trained only with weak labels on a single, unrelated personal collection. Here,
the task is to distinguish between the “wife-husband”, “siblings”, and “mother-child”
relationships for each pair of circled faces. Incorrect classifications are outlined in red.
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Fig. 8. The confusion matrix of social relationships classification. Left: We learn social
relationship models from collection 1 and test on the images of collection 2. Right:
We apply the learned social relationship models to a set of images from Flickr, and la-
beled as one of five social relationships. Both experiments show that social relationship
models learned from one collection and transferable and useful for classifying social
relationships in images containing strangers.

The averaged value of diagonals is 50.8%, far better than random perfor-
mance (14.3%). We can see that the mistakes are reasonable. For example,
“child-mother” is usually misclassified as “child-father” because the primary
visual difference between “mother” and “father” is the gender, which may not
be reliably detected from consumer images.
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In a second experiment, we perform social relationship recognition experi-
ments on the publicly released group image dataset [6]. First, we manually la-
beled relationships between pairs of people. A total of 708 social relationships
were labeled, at most one relationship per image, and each of the three social
relationships has over 200 samples. This dataset is used solely as a test set.
The social relationship models are learned from collection 1 in the same weakly
supervised learning fashion as before. The confusion matrix is shown in Fig. 8.
The overall social relationship classification accuracy in this experiment is 52.7%,
again exceeding random classification 20.0%. This performance is significant in
that the entire model is trained on a single personal image collection with weak
labels. Images classification results from the model are shown for three social
relationships in Fig. 7.

5 Conclusions

We introduce a model that incorporates pairwise social relationships such as
husband-wife or mother-child for representing the relationship between people
in a personal image collection. This model is motivated by the observation that
the joint appearance between people in an image is associated with both their
identities and the social relationship between the pair. We show experimentally
several advantages of this representation. First, the model allows for establish-
ing the correspondence between faces and names in weakly labeled images. Sec-
ond, the identification of unknown faces in test images is significantly improved
when social relationship inference is included. Third, social relationships models
learned from the weakly labeled data are used to recognize social relationships
in single previously unseen images. This work is believed to represent the first
attempt at explicitly modeling the pairwise social relationships between people
in single consumer images.
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