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Segmentation and Classification of 3D Urban

Point Clouds: Comparison and Combination of

Two Approaches

A.K. Aijazi, A. Serna, B. Marcotegui, P. Checchin and L. Trassoudaine

Abstract Segmentation and classification of 3D urban point clouds is a complex

task, making it very difficult for any single method to overcome all the diverse chal-

lenges offered. This sometimes requires the combination of several techniques to ob-

tain the desired results for different applications. This work presents and compares

two different approaches for segmenting and classifying 3D urban point clouds.

In the first approach, detection, segmentation and classification of urban objects

from 3D point clouds, converted into elevation images, are performed by using ma-

thematical morphology. First, the ground is segmented and objects are detected as

discontinuities on the ground. Then, connected objects are segmented using a water-

shed approach. Finally, objects are classified using SVM (Support Vector Machine)

with geometrical and contextual features. The second method employs a super-voxel

based approach in which the 3D urban point cloud is first segmented into voxels and

then converted into super-voxels. These are then clustered together using an efficient

link-chain method to form objects. These segmented objects are then classified using

local descriptors and geometrical features into basic object classes. Evaluated on a

common dataset (real data), both these methods are thoroughly compared on three

different levels: detection, segmentation and classification. After analyses, simple

strategies are also presented to combine the two methods, exploiting their comple-

mentary strengths and weaknesses, to improve the overall segmentation and classi-

fication results.

1 Introduction

The segmentation and classification of 3D point clouds for the interpretation of ur-

ban scenes and detailed semantic analysis have gained major interest in recent years.

This considerable attention is due to the recent advancements in 3D data acquisition
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technologies as well as the increasing demand for different robotics applications

in the field or service industry. Presenting a fundamental problem in robotics and

computer vision, different research activities pertaining to automatic interpretation

of 3D urban point clouds for various field robots and autonomous vehicles opera-

ting in outdoor environments are underway such as urban accessibility analysis [23],

drivable road detection [4] and point cloud classification [17].

For scene interpretation and assignment of a semantic label to each 3D point

(e.g. building, ground, trees, etc.), the first step is to segment the 3D point cloud.

Point cloud segmentation can support classification and further feature extraction

provided that the segments are logical groups of points belonging to the same object

class. Some methods, including [20, 27], employ the use of small sets of specialized

features, such as local point density or height from the ground, to discriminate only

few object categories in outdoor scenes, or to separate foreground from background

while some segmentation methods based on surface discontinuities, such as in [15],

use surface convexity in a terrain mesh as a separator between objects. Lately, seg-

mentation has been commonly formulated as graph clustering [9, 21]. Instances of

such approaches are Graph-Cuts including Normalized-Cuts and Min-Cuts. Markov

Random Fields are also used to segment and label 3D point clouds [2]. Different

methods, such as in [17], are introduced in order to increase their efficiency while

reducing their computational time.

The next step is to extract corresponding features from the segmented 3D object.

These features rely on a local 3D neighborhood which is typically chosen as a sphe-

rical neighborhood formed by a fixed number of the k closest 3D points [13], sphe-

rical neighborhood with fixed radius [12] or cylindrical neighborhood with fixed

radius [7]. These features are mainly based on geometrical features (shape, size,

etc.) [19], local descriptors (color, intensity, surface normals, etc.) [1] or contextual

features (position with respect to neighbors, etc.) [24].

Once these features have been calculated, the next step is the classification of

each 3D point. Some methods such as [19, 1] rely on pre-defined geometrical mo-

dels and thresholds but classification may also be conducted via different supervised

learning techniques as well, such as Support Vector Machines [22], Gaussian Mix-

ture Models [11], Random Forests [5], AdaBoost [14] and Bayesian Discriminant

Classifiers [16]. Furthermore, contextual learning approaches also utilize relation-

ships between 3D points in a local neighborhood which is usually inferred from the

training data. Such methods for classifying point cloud data have been proposed

with Associative and non-Associative Markov Networks [26], Conditional Random

Fields [18] and multi-stage inference procedures focusing on point cloud statistics

and relational information over different scales [28], etc. In addition to the above

methods, Stamos et al. [8] propose an online algorithm to classify scanned points

into 6 distinct classes (ground vegetation, car, horizontal surfaces, vertical surfaces

and curb regions) during data acquisition by analyzing each scan-line one-by-one

relying on several efficiently computed local features.

Common problems in this detection, segmentation and classification pipeline in-

clude coping with the complexity of 3D scenes caused by the irregular sampling, a

large variety of objects, occlusions caused by obstructions, density variation caused
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by different distances of objects from the sensors as well as the computational bur-

den arising from large 3D point clouds and handling the various types of features.

These diverse problems make it very difficult for any single method to produce the

desired results. Hence, the combination of several approaches is necessary for dif-

ferent applications. Consequently, for effective combination, thorough evaluation

and comparison is essential.

In this work, we present and compare two different approaches for segmen-

ting and classifying 3D urban point clouds i.e. a method exploiting mathematical

morphology (Sect. 2) and another based on super-voxels (Sect. 3). Evaluated on a

common dataset (real data), both these methods are thoroughly compared (Sect. 4)

on three different levels: detection, segmentation and classification. After analyses,

simple strategies are also presented to combine the two methods, exploiting their

complementary strengths and weaknesses, to improve the overall segmentation and

classification results (Sect. 5).

2 Morphological Transformation Method

The method for segmenting 3D urban point cloud based on mathematical morpho-

logy is presented in [24]. It aims at developing a process to detect, segment and

classify urban objects, suitable for large scale applications. In this method, the in-

put point cloud is first mapped to a range image. This image is then interpolated

in order to avoid connectivity problems and a k-flat zones algorithm is used to seg-

ment the ground (road and sidewalk). The facades and objects are extracted using

morphological transformations. The method relies on facades being the highest ver-

tical structures in the scene and objects are represented as bumps on the ground on

the range image as shown in Fig. 1. Several geometrical and contextual features are

computed for each object and classification is carried out using a standard SVM

(Support Vector Machine). These features are summarized as follows:

• Geometrical features: object area and perimeter; bounding box area; maximum,

mean, standard deviation and mode (the most frequent value) of the object height;

object volume, computed as the integral of the elevation image over each object.

• Contextual features: Neighboring objects Nneigh, defined as the number of regions

touching the object, using 8-connectivity on the elevation image. This feature is

very discriminative in the case of group of trees and cars parked next to each

other; confidence index Cind = nreal
nreal+ninterp

, where nreal and ninterp are the num-

ber of non-empty object pixels before and after elevation image interpolation,

respectively. In general, occluded and far objects have a low confidence index.

Relatively fast, the method uses little a priori information, and is based on robust

morphological operators and supervised classification.

3 Super-voxel based Segmentation & Classification Method

This method presents a super-voxel based approach in which the 3D urban point

cloud is first segmented into voxels and then converted into super-voxels. These
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(a) (b)

(c) (d)

Fig. 1: (a) Segmentation of 3D point clouds based on morphological modeling. Objects are seg-

mented out as bumps on the ground. (b) Input point cloud. (c) Range image. (d) Segmentation

results.

are then clustered together using an efficient link-chain method to form objects.

The method as presented in [1] uses an agglomerative clustering methodology to

group 3D points based on r-NN (radius Nearest Neighbor). Although the maximum

voxel size is predefined, the actual voxel sizes vary according to the maximum and

minimum values of the neighboring points found along each axis to ensure the pro-

file of the structure is maintained. A voxel is then transformed into a super-voxel

when properties based on its constituting points are assigned to it. These properties

mainly include: geometrical center, mean R, G&B value, maximum of the variance

of R, G&B values; mean intensity value; variance of intensity values; voxel size

along each axis X , Y &Z and surface normals of the constituting 3D points. With

the assignment of all these properties, a voxel is transformed into a super-voxel. All

these properties are then used to cluster these super-voxels into objects using a link

chain method. In this method, each super voxel is considered as a link of a chain.

All secondary links attached to each of these principal links are found. In the final

step, all the principal links are linked together to form a continuous chain removing

redundant secondary links in the process. If VP be a principal link and Vn be the

nth secondary link then each Vn is linked to VP if and only if the following three

conditions are fulfilled:

∣

∣VPX ,Y,Z
−VnX ,Y,Z

∣

∣≤ (wD + cD)

∣

∣VPR,G,B
−VnR,G,B

∣

∣≤ 3
√

wC

|VPI
−VnI

| ≤ 3
√

wI

where, for the principal and secondary link super-voxels respectively:

• VPX ,Y,Z
, VnX ,Y,Z

are the geometrical centers;
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• VPR,G,B
, VnR,G,B

are the mean R, G & B values;

• VPI
, VnI

are the mean laser reflectance intensity values;

• wC is the color weight equal to the maximum value of the two variances

Var(R,G,B), i.e. max(VPVar(R,G,B)
,VnVar(R,G,B)

);
• wI is the intensity weight equal to the maximum value of the two variances

Var(I).

wD is the distance weight given as

(

VPsX ,Y,Z
+VnsX ,Y,Z

)

2
. Here sX ,Y,Z is the voxel size

along X , Y & Z axis respectively. cD is the inter-distance constant (along the three

dimensions) added depending upon the density of points and also to overcome mea-

surement errors, holes and occlusions, etc.

These clustered objects are then classified using local descriptors and geometri-

cal features into 6 main classes: {Road, Building, Car, Pole, Tree, Unclassified}.

These mainly include: surface normals, geometrical and barycenter, color, intensity,

geometrical shape and size. The details of this method are presented in [1] while

some results of this method are shown in Fig. 2. The salient features of this method

are data reduction, efficiency and simplicity of approach.

(a) Voxelisation and segmentation into objects. (b) Labeled points.

Fig. 2: (a) Super-voxel based segmentation. (b) Classified 3D points.

4 Comparison: Results, Evaluation & Discussion

In order to compare the two approaches, we evaluated the two methods using the

”Paris-Rue-Madame” dataset as presented in [25]. This database, used for bench-

marking urban detection-segmentation-classification methods, consists of annotated

3D point clouds acquired by mobile terrestrial data acquisition system [10] of ”Rue

Madame” in the 6th Parisian district (France).

The evaluation was conducted for five common classes: {Building, Road, Pole,

Tree, Car}. The detailed assessment carried out for each of the detection, segmen-

tation and classification phase respectively are presented below.
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4.1 Detection Evaluation

The detection evaluation is done to measure the capacity of the method to detect the

objects present in the scene. This requires the choice of a criterion to decide if an

object from the ground truth is detected or not. In order to ensure that this criterion

does not bias the evaluation, the results are evaluated for a varying threshold m on

the minimum object overlap as presented in [3]. In this analysis, an object OBJ

is defined by the subset of points with the same object identifier i.e. SGT and SAR

are the ground truth and the evaluated algorithm result subsets respectively. For any

object j, S
j
AR is only validated as a correct detection of S

j
GT (a match) if the following

condition is satisfied:

OBJJ(detected)
iff−→

( |SGT |
|SGT ∪SAR|

> m
)∧( |SAR|

|SGT ∪SAR|
> m

)

(1)

where |.| is the cardinal (number of objects) of a set. The standard Precision Pr

and Recall Re are then calculated as functions of m:

Pr(m) =
number of detected objects matched

total number of detected objects

Re(m) =
number of detected objects matched

total number of ground truth objects

These values of Pr and Re are then combined together to calculate the F-Measure

as a function of m as expressed in Equation (2).

F(m) = 2× Pr(m)×Re(m)

Pr(m)+Re(m)
(2)

Figure 3 shows the values of F-Measure with the variation of m for the different ob-

ject types using both methods. The value of F-Measure decreases with the increas-

ing value of m and this decay indicates the performance quality of the detection

(good performance implies slower decay). Although the super-voxel based method

does not classify motorcycles, they were detected and classified manually to analyze

their segmentation quality (discussed in the next section).

The results show that the building and ground are much better detected by the

morphological transformation method while the detection quality performance for

cars, poles, and other road furniture is much more superior for the super-voxel based

method.

4.2 Segmentation and Classification Evaluation

The evaluation was conducted for five common classes: {Building, Road, Pole, Tree,

Car} and also the motorcycle class (only segmentation results). The segmentation

and classification results are presented in Fig. 5. As trees were not present in the

dataset, they were not considered for analysis.

The segmentation and classification quality was evaluated point-wise i.e. the

number of 3D points correctly classified as members of a particular class. The re-
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(a) (b) (c)

(d) (e)

Fig. 3: Detection results for both super-voxel based and morphological transformation based me-

thods are presented for 5 different classes in (a)-(e) respectively.

sults presented in Table 1 are in the form of a confusion matrix in which rows and

columns are the class labels from the ground truth and the evaluated method res-

pectively. The matrix values are the percentage of points with the corresponding

labels using the metrics defined in [1]. If Ti, i ∈ {1, · · · ,N}, is the total number of

3D points distributed into objects belonging to N number of different classes in

the ground truth and, and let t ji , i ∈ {1, · · · ,N}, be the total number of 3D points

classified as a particular class of type- j and distributed into objects belonging to N

different classes (for example a 3D point classified as part of the building class may

actually belong to a tree) then the ratio S jk ( j is the class type as well as the row

number of the matrix and k ∈ {1, · · · ,N}) is given as: S jk =
t jk
Tk

.

These values of S jk are calculated for each class and are used to fill up each el-

ement of the confusion matrix, row by row. The Segmentation ACCuracy (SACC)

is represented by the diagonal of the matrix while the values of classification accu-

racy (CACC), overall segmentation accuracy (OSACC) and overall classification

accuracy (OCACC) are calculated as explained in [1].

Compared to contemporary evaluation methods such as used in [17], employing

a standard confusion matrix, this method is more suitable for this type of work as

it provides more insight in segmentation results along with the classification results

and directly gives the segmentation accuracy similar to [6]. Also as compared to

standard precision and recall evaluation, the use of this metric, also accommodates

for the unclassified 3D points in the results giving a more accurate result without

incorporating the unclassified objects as a class in the confusion matrix.

Table 1 shows the results. It can be seen that for the super-voxel based method,

some of the 3D points belonging to different object classes are found in the road
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Table 1: Segmentation and classification results for both super-voxel based and mathematical

morphology-based method (inside braces) are presented respectively.

Building Road Pole Car CACC

Building 0.914 (0.986) 0.013 (0.045) 0.000 (0.000) 0.000 (0.010) 0.950 (0.970)

Road 0.02 (0.002) 0.901 (0.940) 0.005 (0.000) 0.010 (0.002) 0.933 (0.968)

Pole 0.000 (0.000) 0.001 (0.001) 0.710 (0.000) 0.000 (0.010) 0.850 (0.495)

Car 0.000 (0.010) 0.005 (0.195) 0.000 (0.000) 0.900 (0.950) 0.950 (0.870)

Overall segmentation accuracy: OSACC 0.856 (0.720)

Overall classification accuracy: OCACC 0.920 (0.825)

(a) (b)

Fig. 4: (a) and (b) show the misclassification of some 3D points at boundary regions of road surface

with building and car respectively for super-voxel based method.

class and vice versa. This was found evident at boundary regions of objects belong-

ing to two different classes, as shown in Fig. 4, as sometimes in the voxelisation

process, some of the 3D points belonging to adjacent objects are incorporated in the

same voxel if they have similar color and reflectance intensity values.

Also, it was found that, for this method, one of the traffic sign post was wrongly

classified as a tree resulting in a low SACC and CACC of 0.71 and 0.85 respectively.

This was due to the fact that the particular sign post contained two traffic signs on the

same post giving it a small tree like appearance (in 3D point cloud at least) as shown

in Fig. 6. Compared to this method, the morphological transformation method failed

to classify any of the poles correctly (as depicted in the table), confusing most of

them with trees.

Also evident from the table, the interaction between classes is much more signi-

ficant in the case of the morphological transformation method while on the other

hand in the super-voxel based method the segmented objects belonging to a particu-

lar class instead of being distributed in other classes rather remain unclassified.

In order to further assess the quality of segmentation, the ratio (f) of the total

number of objects segmented by the applied method and the total number of seg-

mented objects in the ground truth was plotted for each of the object classes as

shown in Fig. 7. A value of 1 represents overall best segmentation whereas a value

greater than 1 denotes overall over-segmentation while a value less than 1 denotes

overall under-segmentation. A value of 0 shows failure to detect or no detection.

The mathematical morphology based method seems to outperform the super-

voxel based method in terms of segmenting building and road surface. In the super-

voxel based segmentation method the road was over-segmented in 4 parts as they

were found disconnected and also one of the building was over-segmented due to
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(a) (b)

(c) (d)

Fig. 5: (a) & (b) show the segmentation and classification results for super-voxel based method

while (c) & (d) show the segmentation and classification results for morphological transformation

based method respectively. In (a) & (c) every segmented object is represented by a separate color

(some colors are repeated) while in (b) & (d) each class is represented by a different color.
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(a) (b)

Fig. 6 (a) Google street view

photo of the sign post with

two traffic signs on Rue

Madame. (b) Corresponding

3D points.

Fig. 7 Overall segmentation

quality of the two methods for

different object classes.

strong variation in color and reflectance intensity values (as shown in Fig. 8) while

in case of another building small part found disjoint from the main building was

segmented as a separate object (shown in Fig. 9).

However, compared to the mathematical morphology based method, the super-

voxel based method segments cars and other road furniture better as apart from the

adjacency of the 3D points it also uses color and reflectance intensity values in the

segmentation phase. Figure 10 shows the segmentation results, for both methods,

(a)

(b)

Fig. 8: (a) Google street map view photo of the building on Rue Madame with a strong variation

of paint color. (b) Segmentation results of the super-voxel based method.
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of some of the motorcycles parked in the scene. For the super-voxel based method,

we also find in one instance that two cars parked very close together, having similar

color and reflectance intensity values, are segmented out as one single car.

The mathematical morphology based method, constrained by the generated pro-

file, also fails to segment out 3D ground points directly under the motorcycles and

car as shown in Fig. 11. These ground points are hence considered as part of the

car (also expressed in Table 1 i.e. value of 0.195). This is not an issue for the super-

voxel based method relying on local descriptors i.e. color, reflectance intensity and

surface normals.

(a) (b)

Fig. 9: (a) and (b) show the segmentation results of a particular building in Rue Madame for super-

voxel based method and mathematical morphology based method respectively. In (a) it can be seen

that part of the building that was disjoint was segmented as a separate object.

(a) (b)

Fig. 10: (a) and (b) show the segmentation results of some motorcycles parked in the street for

mathematical morphology and super-voxel based method respectively.

(a) (b)

Fig. 11: (a) and (b) show the segmentation results of some cars in the street for both mathematical

morphology and super-voxel based methods respectively. (a) shows some ground point directly

underneath the cars, segmented as part of the cars.
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5 Combining The Two Approaches

In order to exploit the strengths of the two methods and overcome their respective

weaknesses, we combined the results of the two approaches. Two different types of

combinations were tried which are explained below.

5.1 Direct combination

In this combination, a simple union is applied to the segments, from the two me-

thods, belonging to the same objects from the different object classes. A simple

overlap ratio of 75% was set (i.e. if more than 75% of overlap between two seg-

ments, they are merged together as one). The improved results are presented in Ta-

ble 2. We find that although the segmentation and classification results improve

slightly (OSACC = 0.896, OCACC = 0.922), the overall segmentation quality de-

creases, due to the fact that combining of segments for each object class, in such a

manner, often results in over-segmentation as shown in Fig. 12.

Table 2: Segmentation and classification results for direct combination are presented.

Building Road Pole Car CACC

Building 0.986 0.031 0.000 0.010 0.972

Road 0.015 0.940 0.005 0.010 0.955

Pole 0.000 0.001 0.710 0.006 0.851

Car 0.001 0.110 0.000 0.950 0.912

Overall segmentation accuracy: OSACC 0.896

Overall classification accuracy: OCACC 0.922

5.2 Selective combination

In order to preserve the strengths of each method and overcome their respective

weaknesses, a selective combination is proposed. Using the complimentary perfor-

mances of the two approaches as discussed in Sect. 1, we combine the outputs of

the two methods i.e. mathematical morphology based method for building and road

surface while super-voxel based method for other classes and road furniture. The

improved results are presented in Table 3. We find that not only the segmentation

and classification results improve (OSACC = 0.884, OSACC = 0.935), but also the

segmentation quality as shown in Fig. 12.

6 Conclusion

In this paper, we present and compare two different approaches for segmenting and

classifying of 3D urban point clouds i.e. one based on mathematical morphology

while the other on super-voxels. Evaluated on a common dataset (real data), both

these methods are thoroughly compared on three different levels: detection, seg-

mentation and classification. The results show that the building and ground are much

better detected by the mathematical morphology based method while the detection

quality performance for cars, poles, and other road furniture is much more superior

for the super-voxel based method. After analyses, simple strategies are also pre-

sented to combine the two methods, exploiting their complementary strengths and

weaknesses, to improve the overall segmentation and classification results.
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Table 3: Segmentation and classification results for selective combination are presented.

Building Road Pole Car CACC

Building 0.986 0.045 0.000 0.000 0.970

Road 0.002 0.940 0.000 0.002 0.968

Pole 0.000 0.001 0.710 0.000 0.854

Car 0.000 0.002 0.000 0.900 0.950

Overall segmentation accuracy: OSACC 0.884

Overall classification accuracy: OCACC 0.935

The same comparison methodology can be easily adapted to compare other seg-

mentation and classification methods while the combination strategies need to be

further studied and better adapted to improve upon the overall performances, for

different applications.

Fig. 12 Overall segmentation

quality for different object

classes, for the two combina-

tion methods.
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