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ABSTRACT

Handwritten document recognition is an area of pattern
recognition that has been showing impressive performance
in the machine printed text. Handwritten document recogni-
tion is an intricate task to various writing styles of individual
person. The system first identifies the contour in a handwrit-
ten document for segmentation and features are extracted
from the segmented character. This paper uses GLCM(Gray
Level Co-occurrence Matrix) for character recognition. Fea-
tures of a character has been computed based on calculating
the pairs of pixel with specific values and specified spatial
relationship occurrence in an image. First order and second
order textures are used to measure the intensity of the orig-
inal pixels. Data were collected from different persons, and
the system is trained using SVM with various writing styles.
The proposed system achieves a maximum recognition ac-
curacy of 95.2% with training and testing data using GLCM
as features and SVM with RBF kernel function.

Keywords:
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1. INTRODUCTION

Handwritten character recognition plays a vital role in the
present world. It can solve difficult problems such as recog-
nition of handwritten characters, written in different styles
and makes humans profession easier. Machine simulation of
handwritten recognition has become a topic of serious re-
search. The main motivation for such an attempt was not
only the challenge in handwritten character recognition but
also the possibility of professional applications in which the
data are presented on documents has to be transferred into
editable text format. Human can recognize the character
easily but making the computer system to recognize the
handwritten character becomes difficult due to random vari-
ation of noise, varying styles, unvarying fonts and size. It
involves several application areas like postal address read-
ing, mail sorting, cheque reading, document conversion and
libraries etc. Off-line character recognition is further divided
into two parts, machine printed and handwritten character
recognition. In handwritten character recognition, there are
various problems as compared to machine printed document

because of the different peoples have different styles of writ-
ing, the size of pen-tip and some people have skewness in
their writing.

1.1 Related Work

Pankaj Kumawat et.al.[1] propose character recognition
method, which combines curvelet transform and invariant
statistical features. HMM and SVM is used to classify the
character. Gaurav Kumar et.al.[2] presents a discrete fourier
transform method to measure the relevant shape informa-
tion contained in a pattern to extract the features and clas-
sify the character using feed forward back propagation neu-
ral network. Rajib Lochan Das et.al.[3] propose offline En-
glish character recognition, to combine the global and lo-
cal feature to classify the character using hidden Markov
model. Mohammed Imrul Jubair et.al.[4] simplified method
for handwritten character recognition from document image
using morphological thinning operation. G Pirlo et.al.[5][6]
handwritten character recognition based on static and dy-
namic zoning topologies designed the regular grids that su-
perimpose on the pattern images into regions of equal shape
using voronoi based image zoning. Yusuf Perwej et.al.[7] pro-
pose machine recognition of handwritten character bounding
boxes in individual character and unary operator that pro-
vide the sum of features for a character. Dayashankar et.al.
[8] propose handwritten character recognition which com-
bine conventional feature and gradient feature extraction to
calculate horizontal and vertical gradients of pixels and clas-
sify the character with back propagation neural network.

1.2 Outline of the work

This paper deals with segregated handwritten character
recognition using scanned document. The method has been
evaluated with handwritten characters collected from dif-
ferent writers with various writing styles. GLCM has been
computed for all the characters. First order and second order
statistical texture features that are extracted from GLCM
matrix as given as input to the SVM for recognition. The
block diagram of the proposed work is shown in Fig 1.
The rest of the paper is organised as follows, Section 2 de-
scibes the preprocessing and segmentation. Feature extrac-
tion is described in section 3. Handwritten character recog-
nition using SVM is presented in section 4. Section 5 shows
the experimental results of our approach and section 6 con-
cludes this work.
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2. CHARACTER RECOGNITION

Handwritten characters are collected from different writers,
to ensure various writing styles. The written document is
scanned and the scanned image is used for further analysis.
The document image is initially binarized and morphologi-
cal filtering is done on binarized image. Then the characters
are segmented using intensity based threshold method. Seg-
mented character is uniformly resized to 100 × 100 for fu-
ture extraction. GLCM features are extracted from the seg-
mented character image. Finally, LIBSVM is used to classify
and recognize the character.

Fig. 1. System architecture.

2.1 Pre-processing

The pre-processing is a set of operation performed on the
input document. The various tasks involved in the prepro-
cessing stage are discussed here.

2.1.1 Binarization. Input document images collected from
different writers may be in different colors. Hence the input
document needs to be binarized for experimental use. Bina-
rization is a process of converting an RGB image into a gray
image and further into a binary image using intensity based
thresholding method. In this work, threshold value 127 is
used in binarization. The input image and the binarized im-
age are shown in Fig 2 and Fig 3.

Fig. 2. Input Image.

Fig. 3. Binarized image before morphological filtering.

2.1.2 Morphological Filtering. Binary image may contain
numerous imperfections. Morphological filtering is applied
over the binarized image to remove these imperfections. Bi-
nary area open method is a type of filtering which removes
all the objects that contains fewer than 30 pixels of the in-
put binary image and hence imperfections are removed as
shown in Fig 4.

Fig. 4. Binarized image after morphological filtering.

2.1.3 Segmentation and Resizing. Segmentation is the pro-
cess of extracting individual characters from the binarized
document image. Segmentation is done by finding the con-
nected components and placing a bounding box over it. The
extracted individual characters which are of various sizes are
uniformly resized. Fig 5 shows contours detected in the input
document and the corresponding segmented characters are
shown in Fig 6 and fed the character for feature extraction.

2



International Journal of Computer Applications (0975 - 8887)

Volume 84 - No. 2, December 2013

Fig. 5. Contours detected.

Fig. 6. Segmented character.

3. FEATURE EXTRACTION

The feature is a descriptive portion extracted from the input
image. Recognizing the handwritten document character re-
lies on the competent use of these features that provide dis-
criminating information. The following subsection present
the description of the features used in this study.

3.1 First order Texture

The first order texture feature such as mean and standard
deviation are computed[9]. If z is a random variable indicate
pixel intensity of i, p(z) is the histogram of the intensity
levels in a region, G is the number of possible gray level
intensity, µ is the mean value.
The mean is a measure of average intensity:

Mean(µ) =

G−1
∑

i=0

zip(zi) (1)

Standard deviation is a measure of average contrast.

SD =

√

√

√

√

G−1
∑

i=0

(zi − µ)2
p(zi) (2)

3.2 Gray Level Co-Occurrence
Matrix(GLCM)

Texture analysis aims at finding a distinctive way of
representing the essential characteristics of textures and
represents them in simpler and unique form, so that they
can be used for robust, accurate recognition. A geometric
method of examining texture that considers the spatial

relationship of pixels is the gray level co-occurrence ma-
trix. The theory and techniques behind the Gray Level
Co-occurrence Matrix (GLCM) method is presented in[10].
The GLCM functions characterize the texture of an image
by calculating the pairs of pixel with specific values and
specified spatial relationship occur in an image. In a
graycomatrix, to calculate pixel with the intensity value i
occurs in a specific spatial relationship to a pixel with the
value j. Each element (i,j) in GLCM specifies the number of
times that the pixel with the value i occured adjacent to a
pixel with value j. GLCM texture indicates the relationship
between the reference and neighbor pixel of the gray level
image at the various directions as shown in Fig 7.

Fig. 7. GLCM matrix for 4 distances and 4 directions of adja-
ceny for texture features.

Fig. 8. GLCM Matrix for distance 1 and 0◦ direction.

The adjacency can be specified to occur in each of four di-
rections 0◦, 45◦, 90◦ and 135◦ degrees in a two dimensional
square pixel image (directions horizontal, vertical, left and
right diagonal). GLCM matrix stores the instance occur-
rences between adjacent pixels. Element (1,2) in the GLCM
contains the value 2 because there are two instances in the
image are shown in Fig 8. Given an Image I, of size NxN,
the co-occurrence matrix P can be defined as

p(i, j) =

G
∑

x=1

G
∑

y=1

{

1, if I(x, y) = i and I(x + ∆x, y + ∆y) = j;

0, Otherwise

(3)
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where the offset (∆x, ∆y), specifies the distance between the
pixel of interest and its neighbour. i,j specifies intensity val-
ues of the image and x,y are the spatial positions in the
image I.
A number of texture features are extracted from the GLCM.
In this paper, nine texture descriptors are used namely con-
trast, dissimilarity, entropy, sum of square variance, sum of
average, sum variance, sum of entropy, difference variance
and difference entropy. GLCM 9 dimensional sample fea-
tures for various qualities and different styles as shown in
Fig 9.
Contrast(CON):
Measure of contrast or local intensity variation will favour
contributions from p(i,j)away from the diagonal, i.e.i 6= j

Contrast =

G−1
∑

i,j=0

(i − j)2
p(i, j) (4)

Dissimilarity(DIS):
Similar to GLCM contrast and it is high if the local region
has high contract.

Dissimilarity =

G−1
∑

i,j=0

|i − j|P (i, j) (5)

Entropy(ENT):
This measure the randomness of intensity distribution.

Entropy =

G−1
∑

i,j=0

p(i, j)(−Inp(i, j)) (6)

Sum of Square Variance(SSV):

V arience =

G−1
∑

i=0

G−1
∑

j=0

(i−µ)2
p(i, j) (7)

Sum Average(SA):

aver =

2G−2
∑

i=0

iPx+y(i) (8)

Sum Variance(SV):

sv =

2G−2
∑

i=0

(i − aver)2
Px+y(i) (9)

Sum Entropy(SENT):

SENT = −

2G−2
∑

i=0

px+y(i) log(px+y(i)) (10)

Difference Variance(DV):

DV =

G−1
∑

i=0

(i − aver)2
Px+y(i) (11)

Difference Entropy(DENT):

DENT = −

G−1
∑

i=0

px+y(i) log(px+y(i)) (12)

Fig. 9. Sample features extracted from GLCM.

4. SUPPORT VECTOR MACHINE

SVMs are sets of related supervised learning method for
classification and regression. It is a discriminative classi-
fier formally defined by a separating hyper plane. The basic
idea is to find a hyper plane which separates the dimen-
sional data perfectly between the various classes [11]. SVM
simultaneously minimizes the experimental classification er-
ror and maximize the geometric margin. So SVM called
maximum margin classifiers. Intelligent classifier on the ex-
tracted feature vector of all the data samples. In this paper,
we have chosen the SVM classifier [12][13]for training and
classification. SVM is a two class classifier that classifies the
data samples of two classes by computing maximum mar-
gin boundary between them. The separating boundary is ex-
pressed in the form of a mathematical optimization problem.
In case, the data are nonlinearly separable, we use multi class
SVM. In one against one strategy also known as all pairs
consists in constructing one SVM for each pairs of classes.
In multi class SVMs are trained to pick out the samples of
one class from the samples of another class Fig 10. Clas-
sification of an unidentified pattern is performed according
to the maximum voting for one class[14]. In one against all
strategy consists of constructing one SVM per class, which
is trained to separate the samples of one group from the
samples of all remaining groups [15][16]. Classification of an
unknown pattern is performed according to the most out-
put among all SVMs. In this paper, non linear SVM, to find
a hyper plane that separates the training data by maximal
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margin. ’One against all’ in SVM, and hyper planes are im-
plemented, where n is the number of divisions. Each hyper
plane can be used to distinguish one class from the other
divisions.

Fig. 10. Multi class SVM.

All the experiments are done on LIBSVM [17] which is mul-
ticlass SVM. According to how all the samples can be classi-
fied in different classes with suitable margin, different types
of kernel in SVM classifier are used. In this experimental
work Radial Basis Function (RBF) kernel are used to clas-
sify the samples. The effectiveness of SVM depends on kernel
parameter gamma(g or γ) and cost parameter c.

4.1 Kernel Function

Radial Basis Function (RBF): In RBF kernel, which has a
single parameter gamma(γ). A Suitable combination of c
and g for optimal result by exponentially rising order,based
on parameters c and g for each combination.

K(xi, xj) = exp(−γ
∥

∥xi − xj‖2), γ > 0 (13)

To determine the value of g and cost parameter c. These
parameters are used in LIBSVM. The parameter is selected
in the range of (0, 1) for gamma (g or γ) and (0, 1000) for
cost parameter c determine the recognition rate.

5. EXPERIMENAL RESULTS

The experiments are carried out in Windows 8 operating
system with Intel Xeon X3430 Processor 2.40 GHz with 4
GB RAM. The extracted GLCM features are fed to LIB-
SVM [17]for training. In our experiments 3900 samples of
handwritten datasets are collected from 30 different writers.
Upper case alphabets written in different styles and sizes are
considered. Each writer contributed 5 times of each upper
case alphabet out of 26. GLCM feature vector dimensions 9
were extracted from handwritten character. Total 3900 sam-
ples handwritten characters were employed for this work.
The samples were separated into two divisions, one for train-
ing phase and other for testing phase. In training, number of

samples were used and measure the performances are shown
in Fig 11. Characters are grouped into vertical, horizontal,
center and no center as shown in Table 1, based on whether
they cross the centroid of the character region segmented.

50

60

70

80

90

100

200 400 600 800 1000 1200 1400

A
cc

u
ra

cy
(%

)

Number of samples

Variation of learning accuracy

Fig. 11. Number of samples used for training

Table 1. Character Groups
S.No Groups Characters

1 Vertical Position A,B,H,M,N,P,W

2 Horizontal Position E,F,G,K,Q,R,S,Z
3 Center Position I,J,T,X,Y
4 No Center Position C,D,O,U,V,L

In character grouping, 3900 samples are divided into two
models (M1, M2), each model contains 1950 samples are
based on whether they cross the centroid of the characters
are grouped shown in Table 1. M1 model used for training
and M2 model used for testing. We obtained recognition
accuracy by using RBF kernel various gamma(γ)parameter
for vertical Fig 12, horizontal Fig 13, center Fig 14 and no
center Fig 15and combined all groups are shown in Fig 16.

5.1 Evaluation metrics

Precision (P) and Recall (R) are the commonly used eval-
uation metrics and these measures are used to evaluate the
performance of the proposed system. The measures are de-
fined as follows:

precision =
no.of true positives

no. of true positives + false positives

Recall =
no. of true positives

no. of true positives + false negatives

The work used F-score as the combined measure of Precision
(P) and recall (R) for calculating accuracy which is defined
as follows:

F∝ =
2P R

P + R

where ∝ is weighting factor and ∝ = 1 is used.
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Fig. 12. Recognition accuracy for the vertical group using RBF
kernel for various gamma.

55.68

84.09
85.22 85.22 85.22

86.36 86.36

40

50

60

70

80

90

100

0 0.1 0.2 0.3 0.4 0.5 0.6

A
cc

u
ra

cy
(%

)

Gamma(γ)

Horizontal Group

Fig. 13. Recognition accuracy for the horizontal group using
RBF kernel for various gamma.
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Fig. 14. Recognition accuracy for the center group using RBF

kernel for various gamma.
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Fig. 15. Recognition accuracy for the no center group using RBF
kernel for various gamma.
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Fig. 16. Recognition accuracy for character groups using RBF
kernel for various gamma(γ).

From the total data set, 3000 samples taken for training and
900 samples used for testing. By varying the RBF kernel pa-
rameter gamma(γ), we obtained minimum recognition accu-
racy 80.76% and maximum recognition accuracy 95.43% as
shown in Fig 17.

6. CONCLUSION

This paper presents an approach for handwritten document
recognition using GLCM as features. The approach then
evaluates the performance of GLCM features using SVM
with RBF kernels. The system given a good classification
accuracy 95.2% by RBF kernel parameter gamma (γ)=0.3
and cost (c) =600. Significant amount of preparation and
testing enabled the scheme to have robust recognition accu-
racy.
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Fig. 17. Recognition accuracy using RBF kernel for various
gamma(γ).
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