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Materials and Methods 

Measurements of fault movement and experiment setting 

Four boreholes, the injection hole and 3 seismic monitoring holes, respectively, were 

drilled vertically through the fault (Fig. 1a). A 1.5m long interval of the borehole crossing 

the fault was sealed by a straddle packer system. Fault slip and normal displacements 

were monitored with the SIMFIP probe (13) allowing simultaneous high-frequency (~500 

Hz) sampling of 3D deformation across the fault, fluid pressures, and injection flow rates 

with sensitivities of 10
-6

 m in shear and dilatation, 10
3
 Pa in pressure, and 0.1 l/min in 

flow rate. Three-dimensional movement of the fault is captured by a borehole-parallel 

extensometer set in the injection interval (Fig. 1b). The measurement system is anchored 

to the borehole wall by rings secured by compression keys. These rings are connected by 

variable-angled linkage-tubes that measure axial strains and enable triangulation of the 

full 3D displacement tensor. Linkage-tube deformations are captured with 15 fiber optic 

Bragg gratings that are attached to each tube and distributed along one single fiber that is 

also used to bring the Bragg sensor signals to the surface acquisition system. An 

inversion algorithm is used to calculate the relative three-dimensional displacements of 

the ring units from the tube deformations that are continuously monitored during the test. 

Then, the 3D-components of the displacement allow calculating the fault slip and dilation 

(Fig. 2). This was used to monitor fault slip during the experiment and to estimate the 

local state of stress from similar tests in adjacent boreholes. Indeed, following the 

Hydraulic Testing of Pre-existing Fractures method (HTPF, 17), tests in adjacent holes 

yield an evaluation of the normal stress supported by fracture planes with different 

known orientations, and the complete stress evaluation results from an inversion of these 

results. Using the SIMFIP tool, we can accurately determine the onset of failure on the 

planes and both the normal and shear components of the induced movements.  This 

approach yields that σ1 = 6 ± 0.4MPa is sub-vertical dips 80°S ± 5°, σ2 = 5 ± 0.2 MPa is 

sub-horizontal and strikes N20°E ± 10°, and σ3 = 3 ± 0.1 MPa is sub-horizontal and 

strikes N110°E ± 10°. Seismic signals are recorded at 8 kHz by a single 3-component 

accelerometer (S2: KB12VB, 0.15-260 Hz) and two 3-component geophones (S1: 

GS11D, 4.5-100Hz and S3: GS20DH, 40-1000 Hz). These sensors are set in the 

monitoring holes at 3 to 5 meters from the injection zone (Fig.1a). These three sensors 
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allow for a precise discrimination of seismic events in the near field of the injection 

source. Figure S1 shows two examples of captured micro-earthquakes (Fig. S1a) and long 

duration tremor-like seismic events (Fig. S1b).  

 

Permeability estimation from modeling the injection  

To study the fluid pressure and permeability changes in the fault, we developed a 

three-dimensional hydromechanical model of fluid pressure diffusion from the injection 

well. The finite-difference code FLAC
3D

 (29) is used to simulate fluid flow within 

discrete fractures/faults embedded in porous media and the resulting deformation. The 

code solves the fluid flow equation in three dimensions for a constant density (ρf = 1000 

kg/m
3
 for water) and dynamic viscosity (µf = 10

-3
Pa.s for water) in heterogeneous and 

anisotropic media: 

 ∇ ∙ �𝜅𝜅𝑖𝑖𝑖𝑖𝜇𝜇𝑓𝑓 �∇p + 𝜌𝜌𝑓𝑓𝑔𝑔∇x𝑖𝑖�� = 𝑆𝑆 𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕 − 𝑄𝑄(𝜕𝜕) 
 

Where 𝑘𝑘𝑖𝑖𝑖𝑖 is the permeability, p is the fluid pressure, g is the acceleration of gravity, xj 

reflects the position of a material point, t is the time, Q(t) is the volumetric flow rate at 

the source, and S is the specific storativity that can be defined in its simplest form (S = γ 

(βs + ϕβf)) as a function of the pore compressibility (βs), the fluid compressibility (βf), and 

the specific weight of fluid (γ). 

The model is 40 m ×40 m ×40 m on-edge with a fault plane having a dip angle of 70°. 

A horizontal-to-vertical stress ratio of 0.5 (i.e. extensional stress regime measured in the 

field, 13) is set with the principal stress σ1 vertical and parallel to the Z-axis of the model 

(Fig. S2a). The hydraulic boundaries are approximated as no-flow because the media is 

initially dry and the injection is local with a radius of hydraulic influence of some meters 

(13). The injection zone is represented as a vertical cylinder 1.5 m high and the measured 

in-situ flow rate-versus-time history is imposed at this point in the fault. The calculated 

pore pressure fields for each stabilized pressure step (yellow circles on Fig. S2b) are used 

for estimating the fault permeability (blue circles on Fig. 3a). We considered the fault  

main slip plane (Fig.1C) to be a 0.2m thick layer dipping 70°, and intersected by the 

injection interval. In this layer, the permeability tensor was considered isotropic with 
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initial permeability (before injection) being a factor of 25 higher than in the surrounding 

intact rock. Although isotropic, the flow is essentially one-dimensional along the fault, as 

conditioned by the low permeability of the encapsulating wall-rock. The bulk modulus of 

the fault is defined as the isotropic bulk modulus of this layer.  This modulus was 

estimated by running a fully coupled hydromechanical model, and matching the 

calculated deformations to the ones measured at the low pressure steps with the HPPP 

probe before 1.6MPa when fault hydromechanical response is considered to be elastic. 

Figure S2c presents the evolution of the radius of pressurized fault zone, defined as the 

zone where the pore pressure exceeds 0.5MPa. Model results show that fault permeability 

increases by a factor of 20 over the duration of injection. This permeability evolution 

follows the growth of the slipping area (Fig. S3a). 

 

Determination of fault friction  

Based on our experimental measurements (fluid pressure and mechanical 

displacements), we can compute the shear (∆τ) and normal stress (∆σn) changes for a 

circular crack of length (L) in an elastic medium with a shear (G) and a bulk (K) modulus 

as a function of the slip (δUs) and opening (δUn): 

 ∆𝜏𝜏 = 𝐺𝐺𝐺𝐺𝑈𝑈𝑠𝑠𝐿𝐿  

 ∆𝜎𝜎𝑛𝑛 = 𝐾𝐾𝐺𝐺𝑈𝑈𝑛𝑛𝐿𝐿  

 

The shear stress and normal stresses can then be calculated based on the initial stresses 

and assuming complete stress drop (Figure S3). 

The moment (Mo) (Fig. 3b) can then be estimated from the fault slip and the slipping 

area (A = π[L/2]
2
) (30): 

 𝑀𝑀𝑜𝑜 = 𝐺𝐺𝐺𝐺𝑈𝑈𝑠𝑠𝐴𝐴 
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Figure S4a shows that the estimated friction is observed to increase with the sliding 

velocity suggesting a rate-strengthening behavior. Figure S4b shows no systematic trend 

with slip. We therefore exclude that slip has a first-order control on friction law and 

consider that the sliding velocity is the first-order controlling variable of friction. 

 The approximately linear trend is consistent with a logarithmic dependency of friction 

on sliding velocity as is most often observed in laboratory measurements of rock friction 

(e.g., 24). The scatter must reflect noise measurements and possibly the influence of a 

state-dependency. We therefore tested a purely rate-strengthening friction law as well as 

rate-and-state friction laws.  

With this 1D model, we find that fault slip is well reproduced with a purely rate-and-

state friction law in the steady state regime, and that the introduction of the state variable 

does not improve significantly the fit to the data (Fig. 3d and S5). 

We compare the fault slip and friction coefficient computed from the complete set of 

equations for the rate-and-state friction law with the aging and slip laws for evolution of 

the state variable (31 - 32), as well as a purely rate-strengthening friction law, equivalent 

to the steady-state frictional regime. The friction coefficient (µ) at slip rate (v) can be 

written: 

 𝜇𝜇 = 𝜇𝜇𝑜𝑜 + 𝑎𝑎𝑎𝑎𝑎𝑎 𝑣𝑣𝑣𝑣𝑜𝑜 + 𝑏𝑏𝑎𝑎𝑎𝑎 𝑣𝑣𝑜𝑜𝜃𝜃𝑑𝑑𝑐𝑐  

 

Where μo is the steady-state friction coefficient at reference slip rate (vo), a and b are 

empirical dimensionless constants, dc is the critical slip distance, and θ is a state variable 

which can be expressed by the “aging” or the “slip” law (31): 

 

“Aging” law: 

 𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕 = 1− 𝑣𝑣𝜃𝜃𝐷𝐷𝑐𝑐  

 

“Slip” law: 
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 𝑑𝑑𝜃𝜃𝑑𝑑𝜕𝜕 = −𝑣𝑣𝜃𝜃𝐷𝐷𝑐𝑐 𝑎𝑎𝑎𝑎 𝑣𝑣𝜃𝜃𝐷𝐷𝑐𝑐  

 

In the steady-state regime, the friction coefficient is purely rate dependent, yielding: 

 𝜇𝜇 = 𝜇𝜇𝑜𝑜 + (𝑎𝑎 − 𝑏𝑏)𝑎𝑎𝑎𝑎 𝑣𝑣𝑣𝑣𝑜𝑜 

 

From these two friction laws, the corresponding slip (s) evolution over time (t) is, 

respectively: 

 

𝑠𝑠(𝜕𝜕) = 𝑣𝑣𝑜𝑜� 𝑒𝑒�Δ𝜏𝜏𝜎𝜎𝑛𝑛+𝑏𝑏𝑏𝑏𝑛𝑛�𝜃𝜃𝑣𝑣𝑜𝑜𝑑𝑑𝑐𝑐 ��/𝑎𝑎𝑡𝑡
0 ∙ Δ𝜕𝜕 

 𝑠𝑠(𝜕𝜕) = 𝑣𝑣𝑜𝑜� 𝑒𝑒� ∆𝜏𝜏
(𝑎𝑎−𝑏𝑏)𝜎𝜎𝑛𝑛�𝑡𝑡

0 ∙ Δ𝜕𝜕 
 

We used a grid search method to invert the parameters (a and μ0; v0 fixed to the 

reference value of 10
-7

m/s). The misfit between the observed (obsi) and predicted (predi) 

fault slip is estimated with the reduced chi-square (χ2
), defined as: 

 𝜒𝜒2 = 1𝑁𝑁 � �𝑜𝑜𝑏𝑏𝑠𝑠𝑖𝑖 − 𝜕𝜕𝑝𝑝𝑒𝑒𝑑𝑑𝑖𝑖𝜎𝜎𝑖𝑖 �2𝑖𝑖=1,𝑁𝑁  

 

With N is the number of experimental data (78) minus the number of rate-state 

parameters (2 for the steady-state regime (a and µo) and 4 (a, b, dc and µo) for the full 

regime including the state variable), and σi is the uncertainties (10% for measurement and 

model). We set up the searching range from 0 to 0.07 for parameters a and b, from 0.1 to 

0.9 for the reference friction coefficient (µo), and from 10
-6

 to 10
-2

 m for the critical slip 

distance (dc). For the steady-state regime, we explored 3000 values for each parameters 

(a and µo), that is 9 million of solutions. For the state variable formalism, we explored 60 
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values for each parameters (a, b, µo, and dc), that is about 13 million of solutions. The 

reduced chi-square of the fault slip, as a function of rate-state parameters (Fig. S5 and 

S6), has a well-defined global minimum at a = 0.0447 (+/-0.005) and µo = 0.67 (+/-0.05) 

(for a reference velocity v0 = 10
-7 

m/s).  Uncertainties correspond to a 68% confidence 

level and were estimated based on the Chi-squares statistics, corresponding to the 

parameters yielding a reduced chi-squares with 2.7/76 of the minimum value (red ellipse 

in Figure S6). These uncertainties ignore the uncertainty on the initial state of stress. Note 

that the minimum reduced Chi-squares is around 0.1, significantly less than unity, 

suggesting that the uncertainties on the measurement are probably overestimated by a 

factor of 3 or so. We didn’t renormalize uncertainties so that our estimated uncertainties 

on the model parameters are probably overestimated as well. 
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Fig. S1. Examples of signals and spectrograms: (A) micro-earthquakes and (B) tremor-

like seismic events captured during the experiment. 
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Fig. S2 Fluid injection model: (A) Set-up of the fluid injection model; (B) Measured 

(blue line) and modeled (yellow circle) fluid pressure to invert for permeability; (C) 

Evolution of the radius of pressurized fault zone, defined as the zone where the pore 

pressure exceeds 0.5MPa. 
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Fig. S3 Calculated fault flow geometry and stress variations: (A) Comparison of the 

estimated radius of the sliding zone and of the pressurized zone; (B) total normal stress; 

(C) shear stress; (D) effective normal stress. 
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Fig. S4 Friction coefficient as a function of (a) sliding velocity and (b) slip. 

Qualitatively the evolution of Fig.4a displays a better correlation than Fig.4b suggesting 

that friction is governed more by slip-rate than slip during the experiment. 
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Fig. S5 Observed and modeled fault slip:  (A) Observed and modeled fault slip 

assuming a purely rate-strengthening friction law or rate-and-state friction law (slip or 

aging law); (B) Evolution of the state variable (θ) with the rate-and-state friction law 

model. 
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Fig. S6 Decimal log of the reduced chi-square (χ2) as a function of the model 

parameters for a purely rate-dependent friction law. The black dot with the white 

cross at a = 0.0447; µo = 0.67 for a reference velocity vo = 10
-7

m/s. The red contour line 

corresponds to a confidence interval of 68%. 

 

 

 

Database S1. Data table including time, flowrate, pressure, shear displacement, normal 

displacement, and number of seismic events.  
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