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Abstract—Cooperative relaying is a communication technique for the relay nodes that uses only local information and
in wireless networks where neighboring nodes assist communi- depends on the number of neighbors of the relay as well as
cation pairs to mitigate the negative effects of multi-path fading. distances between the communicating nodes. We determine
The resulting performance strongly depends on the selected s . .
relays. Although a cooperative relay provides benefits to a given the probability that a potential re'_a_y node (i.e., a re_layjen(_)
source-destination pair, overall network performance might be that has acceptable channel conditions) should nomire# it
degraded due to the increased level of interference. So far almbs for assisting the communication between a given source-
all relay selection mechanisms consider mainly channel conditions destination pair. We study the performance of the proposed
to the potential relays. In this paper we propose a contention- ya|ay selection mechanisms for a random uniform network

based relay selection mechanism that can take into account also . I imple isolated rel i0. The
spatial efficiency of potential relays. For that the degree as well scenario as well as a simpie i1solated relay scenario. per

as relative position of the nodes are used for selection. With the formance metrics of interest are tpeobability of successful
proposed method a high successful relay selection probability can relay selectiorand the amount cédditional spatial resources

be achieved, while significantly reducing the amount of additional plocked due to cooperatiorOur results show that with the

spatial resources blocked by the cooperative relay. proposed method a high success rate (above 90%) can be
Index Terms—Cooperative relaying, relay selection, radio re- achieved for various network sizes and the spatial effigienc
source allocation of the cooperative relay can be increased significantly.

The remainder of the paper is organized as follows. Sec-
tion Il summarizes the related work in relay selection. Re-
) ) source allocation scenarios are introduced in SectiornThHe
Cooperative relaying has been shown to have great potenfigyosed relay selection mechanism is explained in Sebtion

in assisting communication pairs in wireless networks B¥action v provides performance results and discussionsiof o
mitigating the effects of multi-path fading [1]. The bengfitf findings. Finally, Section VI concludes the paper.
cooperative relaying rely on the broadcast nature of wéele

networks, where it is likely that several nodes can overhear
an ongoing communication between a source-destination pai Il. RELATED WORK
Therefore, even if a packet cannot be delivered to a destimat The performance of Cooperative re|aying is main|y deter-

due to impaired channel conditions, a copy of the packet Caiined by the selected relaying node. The relay selection can
be retransmitted by a neighboring node that has successfié done once at network startup [3], periodically, at each
overheard the direct transmission. Such form of cooperatitansmission attempt [4], or on demand [5].

diversity helps to overcome hardly predictable signal drop  Bletsas et al. [4] in their relay selection scheme use timers
the direct transmission channel and can eliminate the n@edf; reflect channel conditions of each potential relay. The
higher layer retransmissions [1]. . timer of the relay with the best channel conditions expires

While introducing a relay has clear advantages, it shouffist, which triggers broadcast of a message showing relay
be noted that it also results in use of additional space-timgllingness to cooperate. This scheme is extended in [6] to
resources. In other words, a relay node can degrade thellovefgorporate energy information of nodes, such that theyrela
performance in its neighborhood by blocking communicationyhich minimizes the overall energy costs for delivering a
that can take place if the relay is not used [2]. message is chosen.

Relay .Selectior\ is one of the main bUIldIng blOCkS of In [7] Shan et. al. propose to group neighboring nodes
cooperative relaying and commonly the channel conditidns gccording to their helping ability defined by resulting coop
the relay links are considered as main selection CriteriaJeNherative rate. After that a series of contentions is perf(m’rne
this is necessary, the impact of choosing a given relay noggdetermine a group of nodes for cooperation, then optimal
on the communication of the surroundmg nodes as well as thgdes in the group, and finally a single relay. The selection
overall network also needs to be taken into account. mechanism terminates as soon as one optimal relay is found.

In this paper, we introduce a contention-based relay selecchou et al. propose in [8] a medium access control (MAC)
tion scheme that leads to an efficient COOperative reSOU%tocoi based on Carrier Sense Muitipie Access with Col-
utilization. To this end, we propose a nomination methogkion Avoidance (CSMA/CA) that incorporates cooperative
rel lection. After exchanging signaling m hrei
This work was supported by the European Regional DevelopmeB? ay jeteCt(.) thte' ehC a (‘i] 9 Sltg ? tgh essagey deth
Fund and the Carinthian Economic Promotion Fund (KWF) undentgraPOrS G€lermine their channel quality to the source and the
20214/15935/23108 within the Lakeside Labs project. destination. In case they can support the direct transomssi
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a cooperative relay is selected via a contention-based comh-a cooperative relay in such MAC approach is improved
petition in a contention window of fixed size. The windowwhen a relay closely located to the destination can be found.
size is chosen using the average node density at the netwatlhough such a MAC is not exactly implemented yet, we use
deployment. it to represent the case where cooperation can become a more

The use of nodes location information in communicatiosignificant problem for resource utilization.
protocols is shown to be beneficial in number of works.
Zorzi and Rao in [9] use location of nodes for forwarding
data from source to destination in multihop networks. At
each hop a forwarding node closest to the destination is
selected after the transmission. All nodes in the netwoikibu
groups according to their distance to the destination. rAfte
receiving a message they participate in contention acegrdi
to their group numbers. A contention resolution follows if
necessary. In [10] authors propose an extension to the IEEE
802.11 Distributed Control Function (DCF) MAC that allows
utilization of capture effects in ad hoc networks and insesa
overall network throughput by using local information of
nodes location.

However, to the best of our knowledge there is no work that
considers spatial resource efficiency of a cooperativey raa
a selection criterion.

Blocked by S or/and D

(a) Scenario A.

Ill. RESOURCEALLOCATION SCENARIOS

Efficient spatial resource utilization by cooperative yatg
can be achieved when a relay that blocks minimum addi-
tional nodes (transmissions) is selected. Resource attiz
is closely coupled with the deployed MAC protocol. In this
paper we consider two different approaches. The first apgproa
(Scenario A) is a basic 802.11 DCF-based resource allatatio
After a cooperative relay has been selected and the trans-
mission is started all nodes in the range of the sousce
the destinationD, and the chosen relay are prevented frorfig. 1. Two scenarios of resource allocation. a) 802.11 based scenario;
transmitting or receiving data from any other node during t) Resource Efficient Scenarigi(s transmitting)
allocated transmission period [5], [8]. In Fig. 1a we show th .
principles of such resource allocation on a simple disk rhode Also note that the am_ount of additional blocked nodes not
of wireless signal propagation, where the shaded areatdeanly depends on the distance of the relay $oor D, but

the nodes blocked only by the chosen relay. This model aﬁso on the node distribution in the network. In a network

represents the case of medium over-reservation. As a res I'{h random uniformly distributed nodes, a relay that reesi

the number of nodes additionally blocked by a cooperativswer additional spatial resources most likely will bloawfer

%d?itional nodes. However, for an inhomogeneous node-distr
uti

relay corresponds to the minimum and can be considered S R X
baseline. Intuitively, to optimize spatial resource atlion in ab on around the commumcaﬂqn pair this is most likely not
Hé’e' We study both cases later in this paper.

such a MAC, a relay node that is located closer to either t
source or the destination should be preferred, since iteshar
a large part of spatial resources already allocated to teetdi IV. RELAY SELECTION
transmission. Cooperative relay selection is a challenging task in wizle

It is well known that 802.11 DCF does not solve the exposé®tworks with distributed control. Commonly, relay seieat
terminal problem and in that respect more efficient MAC prdlecision is performed by source or destination. In follayvin
tocols in terms of resource utilization can be implemen®gd [ we assume that destination acts as a relay selecting node.
[11]. The second MAC approach (Scenario B) addresses thid\ll relay selection methods considered in this paper are
problem. The principle of such resource allocation apgroagontention-based. Potential relays can make themselsrkn
for cooperative relaying is depicted in Fig. 1b. Namely, thé&® the selecting node in a given contention-window of size
approach utilizes the fact that during data transmissian tRlots. The selection consists of three phases:
nodes that do not disturb the receptionfatan transmit even « Qualification phasestarts afterS and D exchange sig-
if they are in the range of. In addition, nodes in the range of naling messages to initiate cooperative relay selection. A
D but out of the range of can simultaneously receive data.  third node can qualify itself as a potential relay for the
As a result, a better overall network throughput and space- givenS-D pair if it can overhear signaling messages from
time utilization can be achieved. Clearly, the spatial &fficy both nodes and satisfy certain threshold requirements

(b) Scenario B.



explicitly specified byS and D, e.g., source-relay andslot as:

relay-destination Signal-to-Noise Ratio (SNR) threskold N N1 p
« During thenomination phasell qualified potential relays P=Y PPy = (w —p) - P ©)
can nominate themselves for cooperation to the selecting k=0 w

node. Each potennal relay selgct; rando_mly.a slot in tlﬁe probability that there is at least one non-collided romi
contention window and transmits its homination messa tion message in the contention window is then given by:

with a certain probability. The nomination probability is
defined by anomination functionand can incorporate P,=1-(1-P)". (4)

local information about the node. Taki he derivati f Eq. (4) with d
. Election phaseconcludes the selection procedure. In 12King the derivative of Eq. (4) with respect jo an

this step, via anelection functionthe selecting node equating to zero, we can find that the optimgnvalue that

chooses a cooperative relay among the potential rel flrr|1||ze§Ps IS N- L)smfg thgse f|ndlggs, we .f|rst propose
that successfully sent their nomination messages. Aff& "0!'OWing nomination function to achieve optimum steze

that the destination notifies its potential relays about tfPéObab'“ty:
{1, N < w,
p =

v, N >w.

outcome of the selection.

In our work, we focus on the last two phases and evaluate
different nomination and election functions.

®)

If N > w, on averagew nodes send their nomination

messages. Although in reality it is hard to estimate the texac
A. Nomination Phase number of current potential relays, such assumptions on the
Pmplete information can provide us an upper bound on the

Observe that there is a trade-off between the quality 5 S
success of the nomination phase.

the relay chosen and the duration of the relay nomination o : . o
. . . 2) Degree-based nomination functiofor this nomination
procedure. In order to provide maximum number of opt|or}s . o
N . . unction we assume that destination does not know the number
for the destination to choose the best relay during theielect f botential relavs for current transmission. But we assume
phase, all potential relays should nominate themselveat T P ¥ N
that each node in the network can estimate its number of

requires, however, a sophisticated coordination algaoriéind : )
results in long selection delays when the number of poﬂent%\e'ghbors' Due to the broadcast nature of wireless networks

. . . : nodes constantly overhear the channel and over time they can
relays is large. Moreover, in reality a selecting node cadlja

precisely estimate the number of potential relays befoee tnave an estimation about the number of nodes that transmit
In their range. Although instantaneous information at theet

nomination. In this paper, we propose to use a Contentio?contention miaht not tv be K ltsrlat

window of a fixed size where potential relays access chos%ﬁ L ght not exactly be known, as our resufisriate

slots with certain probability. show, it is usually s_uff|C|ent to kno_w the average number of
: ngl hbors for selecting a cooperative relay.

There are two aspects that characterize the success of ﬁﬁghe second proposed nomination function of a potential
nomination phase. First and prime factor is the contenti?glayy. with a degree ofn; (ie., with n; nodes in its
success probability meaning at least one nomination mess?r%nsrﬁission range) is iver: b o ‘
from potential relays goes through contention. Secondary 9 9 y:
factor is the number of non-collided nomination messages 1, (n; —2) < w,
successfully received at the selecting node. Intuitivisisger pi = (6)
number of successful nominations combined with a smart
election function at the selecting node can lead to a beti@here we discardS and D since they are neighbors of all
choice of a cooperative relay. In this paper we present thetential relays by default.
results for the overall contention success probability. With this function, potential relays use their degree to get

1) Contention-optimal nomination functionn the follow- an estimate of the number of potential relays. However, this
ing we derive an optimum nomination function that maximizesomination function does not really take into account any
the probability of the contention success. We assume theg thspatial resource utilization.
are N potential relays for a giveS-D pair. Each relay chooses 3) Distance-and-degree-based nomination functiém:or-

a random slot in the contention window of sizeand transmits der to reflect additional space-time resources requiredafor
its nomination message with probabilityin this slot. cooperating node, illustrated in Fig. 1, we propose to idelu

The probability that exactlys nodes select a given slot is: information about relay distances % and D in the nomi-

& (N—k) nation function. Estimating distances between commuinigat
P, = (N> (1> (1 _ 1) _ (1) nodes is trivial when they have GPS devices and can exchange
k w w their coordinates. But even without such hardware it would
Then, probability that from thosé nodes exactly one nodeP€ possible to estimate local positioning of the nodes in the
transmits is: network [12], [13]. o . .
Py = kp (1 _p)kfl . ) For the third propos_ed pomlnatlon function nanmst.ance-
and-degree-basedomination, we assume that potential relays
Summing up over all possiblg’s, we obtain the probability know their distances t¢' and D as well as their degree and
that there is exactly one nomination message in the givare this information in the nomination process.

W (ni—2)>w

n;—2°



For Scenario A (see Fig. 1) the closer a potential relacenario we also study the impact of various election foncti
is to either S or D, the higher the nomination probabilityon the selection performance.
should be so that fewer space-time radio resources ardaaffec We assume that the normalized transmission range of all
by the cooperating node. On the other hand, for Scenariodes is 1. Without loss of generality we assume thand
B, the potential relays that are closer i» should have a D are located at a distance (normalized by the transmission
higher nomination probability for better resource utitiza. range) ofd;q = 0.7 from each other. Unless otherwise noted,
The proposed nomination function for a potential refais the contention window size is set to 5 slots and the node
then given by: density is 7 nodes per square unit. The simulation area is set

to include all nodes in the range of potential relays.

1, (ni —2) <w,
bi = . 1—-d; w (7)
{mm (Ti%nﬁ? 1) (i =2)>w A. Random Uniform Network
andd; is given by: In this subsection, we consider random uniform node dis-
min(dia dia) . tribution in the network. Fig. 2 shows the probability of
d = {r’ for Scenario A ®) successful contention versus network node density for the
’ d;%, for Scenario B proposed nomination functions. The success probability fo

) ) ) the degree-based and contention-optimal nomination func-
whered;; andd; are the distances from potential rel&yo  iqng s independent of the used resource allocation sicenar
S and D, respectively, and is the transmission range of thegjnce no distance information is used. The contention sscce
nodes in the network. probability of the proposed degree-based and distance-and

degree-based nomination functions is just slightly lowemt
B. Election Phase the upper bound, where information about exact number of

If after the nomination phase the selecting node correcﬁ&g’tentlal relays is available.

receives more than one nomination message, the electiae pha
starts. A simple election method is to choose a relay node
randomly among the nominated ones. However, the potential _
relays that successfully go through the contention are not -
equivalent in terms of required resources and a more eftecti
election method can be found. For instance, election fancti
can select a cooperative relay with the highest nomination
probability from a set of successfully nominated nodes. We
name such election functianaximum-nomination-probability
function. In case there are several potential relays thatt we
through the contention and all have same highest nomination 5
probability, a cooperative relay is chosen among them ran- & 075;
domly. We illustrate the impact of various election funaso
on resource utilization for a clustered topology in the next 07, R R
section. In addition to theandomand maximum-nomination- Node density
probability methods, we also studgninimum-neighborand
minimum-distanceelections, which elect the potential relay™% %
with minimum number of neighbors and minimum distance

to S or D (for Scenario A) and toD (for Scenario B),
respectively.
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—— Contention—optimal

----- Degree-based

— — Distance-and-degree-based, Scenario A
-—--Distance-and-degree-based, Scenario B

o
o

bability of successful content
P
o

Probability of successful contention vs. node dgnsihenw = 5.

Scenario A has slightly better success probability than
Scenario B, since in former case more nodes participate in
the nomination with higher probability.

As shown in Fig. 3, contention window size has significant
influence on the outcome of the relay selection procedure. A

In this section, we first study the performance of thkrger contention window provides a larger potential rgdapl
nomination methods proposed in the previous section int@athe selecting node and, hence, a higher success ratd for al
network with random uniform node placement. Two perfomomination functions. However, recall that a larger cotiten
mance metrics are considered: the probability of succkssivindow would also cause a longer selection duration. Furthe
contention and the number of nodes blocked only by the sgerk is necessary to determine the optimum contention size
lected cooperative relay. Both metrics are studied forusso for a given node density and desired contention success
allocation schemes of Scenario A and Scenario B introduteddrobability.

Section Ill. The performance is evaluated versus node gensi Next, we study the impact of various nomination functions
contention window size and percentage of not cooperating the additional resources required for cooperative trans
nodes in the network. mission. Maximum-nomination-probability election comtés

In addition, in the isolated relay scenario we look at thihe selection procedure. Fig. 4 shows how many additional
case where degree of potential relays strongly varies. i timodes are blocked by the selected cooperative relay atugrio

V. RESULTS ANDDISCUSSION
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node densities for both resource allocation scenarios. A®@D are qualified as potential relays and participate in the
comparison, the optimum case where the potential relajkblodomination phase. In reality, not all nodes in range necigsa
the minimum number of additional nodes is also provide@Pminate themselves for cooperation. For instance, theymi
for both scenarios. The performance trends are equal for b&ot satisfy the SNR requirements, have low battery, be ieysle
proposed nomination functions. But, as expected, the numieode, or simply might be unable or unwilling to cooperate. In
of additional blocked nodes is higher in Scenario B. This fsig- 5 we illustrate the contention success probabilitysuer
because in Scenario B nodes in the rang® aan be counted Percentage of nodes that are not cooperating. Such nodes
as blocked by the relay. Nevertheless, Fig. 4 shows that @€ chosen randomly in the given network. Observe that the
nomination functions that include the distances of relagiaso success probability decreases sharply when the ratio becom
provide significantly better results than those withoufTie large. This is due to the fact that although fewer nodes enter
impact becomes more profound in dense networks, whdf& nomination phase, the nomination probability is coragut
the distance-and-degree-based nomination function skow@ssuming every neighboring node qualifies as a potentey.rel
50% gain compared to the degree-based nomination. Although he blocked resources are not significantly affected by the
results from the nomination function given in Eq. (7) are muchon-cooperative nodes (see Fig. 6) and increase only lslight
better than Eq. (6), there is still room for improvement imte  This implies that with proposed nomination functions for
of minimizing wasted resources. the random uniform topology number of nodes additionally
We also studied the impact of the contention window size ¢Hocked by a chosen relay can be kept low.
the number of additionally blocked nodes. For both nomamati
functions, the number of blocked nodes decreases onlytislighB- Isolated Relay Scenario
with increase of the contention window size. Next, we analyse a simple clustered topology illustrated in
So far we assumed that all nodes in the rangé afs well Fig. 7 and illustrate the impact of the election phase on the



relay selection performance. The topology is setup such tha 07
there is a single potential rela; located at the edge of the

all other selection requirements, such as SNR threshdids, i
should be selected as the cooperative relay, since it daes no - = Degreeand.distance-based, Scenario A
block any additional nodes, although it is located far away | \ = [ -- Degree-and-distance-based, Scenario B
from both S and D.

Contention—optimal
“““““ Degree-based

transmission ranges ¢f and D and has no other neighbors. A 06f R e
cluster of randomly uniform distributed nodes is located ou [
of range of R,. It is positioned in a way that some of the  _ *[ \ = _________...
nodes in the cluster can be potential relays for $hé& pair 8 oal b _e-7T7
and participate in the selection process. Clearly ifsatisfies 5 o

IZH 0.3

o

I
N}

o
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Uniformly Number of nodes in the cluster
distributed out
of range of R,

Fig. 8. Probability that?; is chosen versus number of nodes in the cluster,
whenw = 5.
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Fig. 7. Isolated relay topology 03f
We first study the impact of network topology on the 02r
relay selection performance, when maximum-nomination- o ‘ ‘ : : ‘ ‘
probability election is employed. Since the contentioncess o 20 40 60 80 100 120 140
Number of nodes in the cluster

probability of all nomination methods performs similar tet
case with random uniform tOpO.I(_)gy’ these resullts are ochlttG'Fig. 9. Election comparison: probability th&t; is chosen versus number
Instead, we look at the probability of reldy; being chosen. of nodes in the cluster, whem = 5.
Recall that for all the nomination method®; will nominate
itself with probability 1 in one of thev slots. In Fig. 8 we
show the probability thaR; is chosen for various nominationcreases the performance of maximum-nomination-proltbili
methods versus the number of nodes in the cluster. When giection approaches to that of minimum-neighbor election,
cluster size is small all nomination techniques performilsim which chooses?; if it successfully goes through contention.
since several relays nominate with probability one. OleseriMinimum-distance election, on the other hand, performs the
that the probability of choosing; significantly decreases with worst sinceR; is located far away from botl and D and is
increasing number of nodes, when the optimum nominati®et elected even if it successfully goes through contention
function Eg. (5) is used. In this case, all potential relays Similarly, both random and minimum-distance election
including R; use the same nomination probability. As a resulmethods fail to elect?; with increasing contention window
the probability that a potential relay other thah is chosen size (see Fig. 10), since more potential relays participate
also grows. For the rest of the nomination functiod, in the election process. On the other hadt, is selected
nominates itself with probability one and is almost alwayBy minimum-neighbor and maximum-nomination-probability
selected after successfully going through contention. elections more thar0% of the time for all of the given
Next, we investigate the performance of random, minimungontention window sizes.
neighbor, minimum-distance, and maximum-nomination- Finally, we study the impact of the election method on
probability election methods with the distance-and-degrethe number of additional blocked nodes. First, we study the
based nomination function for Scenario B. Note that, whilpact for different network sizes when = 5. Observe from
omitted here, the trends for Scenario A are similar to Sckig. 11 that the number of additional blocked nodes is séyere
nario B. Figures 9 and 10 show the probability that is affected by the election method and increases with clugter s
chosen for different election methods versus number of sode Assuming that the number of nodes in the cluster is fixed
in the cluster (whemnw = 5) and contention window size to 90, as shown in Fig. 12, the number of additional blocked
(when number of nodes in the cluster is 90), respectivelyodes does not change with the contention window size if
Observe that as the number of nodes in the cluster ithe latter is sufficiently large. As expected, minimum-aligte
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Fig. 11. Election method comparison: number of additional kedcnodes

by the cooperative relay versus number of nodes in the clustemw = 5. (6]

and random election mechanisms perform significantly worsg,
than the others. Similar to the random uniform topology, an
optimum contention window size might exist for a given nod%]
density.

VI. CONCLUSIONS
)

In this paper, we have proposed a relay selection mecha-
nism that utilizes the degree and position information ligca
available to the potential relay nodes. We have investttgat[alol
the performance of several nomination and election methods
in terms of probability of successful relay selection and tH11]
amount of extra spatial resources used by the cooperatase re
We have shown that while the proposed nomination meth@d]
is not the optimum in terms of spatial reusability, combined
with an efficient election method a high success probability
for relay selection ¥ 90%) as well as significant reduction[13]
of blocked nodes > 50%) can be achieved. We have also
provided insight into the impact of MAC protocol resource
allocation and network topology on the spatial efficiencd an
relay selection performance via simple scenarios. Funtioek
is necessary to incorporate the topology information it t
nomination process of the potential relays.
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