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ABSTRACT Neural networks trained using images with a certain type of distortion should be better at
classifying test images with the same type of distortion than generally-trained neural networks, given other
factors being equal. Based on this observation, an ensemble of convolutional neural networks (CNNs) trained
with different types and degrees of distortions is used. However, instead of simply classifying test images
of unknown distortion types with the entire ensemble of CNNs, an extra tiny CNN is specifically trained
to distinguish between the different types and degrees of distortions. Then, only the dedicated CNN for
that specific type and degree of distortion, as determined by the tiny CNN, is activated and used to classify a
possibly distorted test image. This proposed architecture, referred to as a selective deep convolutional neural
network (DCNN), is implemented and found to result in high accuracy with low hardware costs. Detailed
simulations with realistic image distortion scenarios using three popular datasets show that memory, MAC
operations, and energy savings of up to 93.68%, 93.61%, and 91.92%, respectively, can be achieved with
almost no reduction in image classification accuracy. The proposed selective DCNN scores up to 2.18×
higher than the state-of-the-art DCNN model when evaluated using NetScore, a comprehensive metric that
considers both CNN performance and hardware cost. In addition, it is shown that even higher hardware cost
reduction can be achieved when selective DCNN is combined with previously proposed model compression
techniques. Finally, experiments conducted with extended types and degrees of image distortion show that
selective DCNN is highly scalable.

INDEX TERMS Artificial intelligence, convolutional neural network, image classification, image distortion.

I. INTRODUCTION

Deep convolutional neural networks (DCNNs) perform well
in image classification tasks [1]–[5]. However, as increas-
ingly deeper and larger DCNNs are used in order to get better
accuracies, the number of weight parameters and the number
of multiply-and-accumulate (MAC) operations required also
increase accordingly [6]. This situation is problematic when
researchers attempt to apply these latest DCNN approaches
in cloud edge computing nodes or mobile systems, both of
which will not have extremely high computing capability [7].
The main motivation for the research described in this paper
is the perceived room for improvement in the currently avail-
able methods for distorted image classification in limited
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power budget and/or computing resource environments, such
as would be the case for a mobile embedded device with-
out cloud computing support (due to network disruption,
response-time, or total computing constraints).

In recent years, researchers have shown that even severely
distorted images (with high noise levels, blurring, low-light,
etc.) can be classified with high accuracy [8]–[12]. However,
the methods proposed in these studies use very large and deep
CNN structures, and are thus all solutions with high hardware
and energy usage requirements.

Image classification methods have also been devised for
mobile computing environments. MobileNets [6] and its later
varsion, MobileNetV2 [13], are low hardware cost image
classification methods specifically designed for mobile com-
puting environments, but which do not consider their use for
distorted image classification. More recently, a Fast Fourier
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Transform(FFT)-based method [14] has been proposed for
distorted image classification with low computing overhead.
However, this method assumes that the distortion type and
degree of the input image can easily classified based on 2D
frequency characteristics of the input image, which may not
always be case. Also, Wong [15] has proposed a compre-
hensive metric, termed NetScore, that considers not only the
performance of a DCNN but also its hardware cost [15].
To enable distorted image classification with low hardware

costs, this paper proposes a two stage CNN architecture in
which only one dedicated CNN needs to be active at any
given time and a separate tiny CNN is used to select the
dedicated CNN to use. The tiny CNN architecture produces
close to perfect classification of distortion type/degree and,
as the name implies, is much smaller than a dedicated CNN
designed to classify images with distortions of a specific type
and degree. Additionally, in order to further reduce hardware
costs, the unimportant weights can be pruned without an
excessive degradation in classification accuracy.
Experiments were conducted to compare the proposed

selective DCNN with the best comparable previous state-
of-the-art multi-level distorted image classification DCNN
architectures [12], [14] using the SVHN [16], CIFAR-
100 [17], and Caltech-256 [18] datasets. Experimental results
showed that the proposed selective DCNN achieved sig-
nificantly higher NetScores [15], which is a comprehen-
sive metric that considers both hardware costs and DCNN
accuracy, for all datasets [16]–[18] than two comparison
target DCNNs [12], [14]. It was also found that there is a
huge reduction in energy usage when using selective DCNN.
To summarize, selective DCNN required significantly lower
hardware costs than the previous state-of-the-art DCNN
architectures while at the same time maintaining relatively
high image classification accuracy.
This paper is organized as follows. Section II reviews

the related work and introduces motivation for this work.
Section III explains the proposedmethod. Section IV presents
evaluation results. Finally, Section V concludes the paper.

II. RELATED WORK

There have been several studies on distorted image classi-
fication using a CNN. Dodge and Karam [8] analyzed how
various distortion classes and levels affect various DCNN
models. Zhou et al. [9] also analyzed the effect of different
set of distortions on DCNN performance. These studies [8],
[9] analyzed the impact of image distortion on DCNN, but
did not propose specific solutions to improve accuracy. Dia-
mond et al. [10] proposed a denoising/deblurring method
that improves the accuracy but requires additional complex
computations.
Byun et al. [14] proposed a DCNN architecture, called

DCS-CNN in this paper from now on, for classifying dis-
tortion types using an FFT-based distortion classifier and a
method for effectively scaling the number of channels of an
DCNN according to the distortion classification result. Fig. 1
shows concept of DCS-CNN. However, classifying distortion

FIGURE 1. The concept of DCS-CNN [14] targeting (a) Gaussian noise
level 2 case and (b) Gaussian blur level 1 case (C: clean, B: Gaussian blur,
N: Gaussian noise).

types using an FFT is only effective with specific types of
distortions.

Finally, Dodge and Karam [12] proposed a mixture quality
network (MixQualNet) that is based on the CNN ensemble
technique. In MixQualNet [12], individual DCNNs, which
are called expert networks, are used in parallel (shown using
red dashed lines in Fig. 2). In order to characterize distortions,
gating networks are used to weight the results of individual
expert networks to give the best results depending on the
type and degree of distortion. In the case of MixQualNet,
the weight parameters of the expert networks and gating
network must be activated simultaneously because of the
nature of the ensemble structure. This results in an excessive
amount of concurrent memory access and computation.

Weight pruning has been found to be an effective way of
reducing the network size while maintaining the accuracy
of the DCNN [19]–[23]. Han et al. [19] proposed pruning
unimportant weights based on their magnitudes and retrain-
ing the pruned network to recover classification accuracy.
The weight pruning technique proposed in [19] showed that
it is possible to maintain the classification accuracy while
significantly reducing the number of weight parameters.

III. PROPOSED METHOD

A selective DCNN architecture, as shown in Fig. 3, is pro-
posed for low cost distorted image classification. The tiny
CNN is used to classify the type and degree of image distor-
tion. Then, based on the classification result, one dedicated
DCNN is activated and used to classify the input image.
The figure shows an example with three different types of
distortions, each of which may distort a clean image by vary-
ing degrees. Experiments with various large sets of distorted
images and different types of possible tiny CNN architectures

VOLUME 7, 2019 133031



M. Ha et al.: Selective DCNN for Low Cost Distorted Image Classification

FIGURE 2. MixQualNet architecture proposed in [12].

FIGURE 3. In the proposed selective DCNN architecture, only one dedicated DCNN is active at any given time instant.

showed that a simple 4-layer CNN was sufficient to correctly
classify, with close to 100% accuracy, all of the various
distorted images in our test sets.

A. IMAGE DISTORTION

In this work, three types of distortions have been tested: Gaus-
sian noise, Gaussian blur, and low light. Gaussian noise is

modeled assuming a low quality camera sensor, and an inter-
face circuit affected by pool illumination and/or temperature
variation is used [8], [9], [14]. For example, in a surveillance
system that needs to operate 24 hours a day, low-quality
camera sensors are often used because they require low power
and limited storage space. Gaussian blur is modeled assum-
ing that the camera is not focused properly on the object
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FIGURE 4. Example SVHN image [16] after various levels of Gaussian
noise, Gaussian blur, and low light.

[8], [9], [14]. Also, in the case of many low(or middle)-
end type mobile phones, low quality cameras may be used,
possibly resulting in an image that is blurred due to shaking
or low resolution. Finally, low light is modeled assuming that
the target image is not well illuminated. This is modeled by
scaling the pixel values of the image to reduce the brightness
of the image. A low light image could result when taking
pictures at night or when using a camera in an autonomous
vehicle that enters a tunnel.
In a realistic situation, it is reasonable to assume that

the distortion degree as well as the distortion type of the
image coming through the sensor are unknown. Therefore,
in this work, three levels of distortion degree for each dis-
tortion type are tested. Fig. 4 to 6 shows an example of how
SVHN [16], CIFAR-100 [17], and Caltech-256 [18] images,
respectively, would look like after these various distortion
types and degrees are applied to Fig. 5, and Fig. 4, the stan-
dard deviation of Gaussian noise σn is chosen as 0.25, 0.5, and
0.75. The standard deviation of Gaussian blur σb is chosen
as 1, 2, and 4. The scaling ratio of low light sr is chosen as 2,
3, and 4.

B. SELECTIVE DCNN

The operation of the selective DCNN consists of two steps.
In the first step, a tiny CNN determines whether the input
image is a clean or distorted image and the degree of dis-
tortion. Then, in the second step, based on this decision,
the dedicated DCNN for that specific distortion type and
degree is activated and used to classify the input image.
An example architecture of the proposed selective DCNN is
shown in Fig. 3. Unlike MixQualNet [12], shown in Fig. 2,
which requires all parts of the DCNN to be active, the active
portions of a selective DCNN can be limited to one tiny
CNN and one dedicatedDCNN (shown using red dashed lines
in Fig. 3). Note also that a dedicatedDCNNof this type can be

FIGURE 5. Example CIFAR-100 image [17] after various level of Gaussian
noise, Gaussian blur, and low light.

thinner than the baseline DCNN for the same level of desired
accuracy.

1) TINY CNN

The goals for the design of the tiny CNN are that (a) the size
of the network should be small and (b) it should be able to
correctly classify the types and degrees of distortions with
extremely high accuracy. The tiny CNN in Fig. 3 categorizes
clean and distorted images almost perfectly (for CIFAR-
100 [17] and Caltech-256 [18], classification accuracies are
99.80% and 99.84%, respectively). The tiny CNN is obtained
by repeatedly reducing a large network heuristically until the
desired performance level is met. Fully connected layers are
substituted with convolutional layers whenever possible.

The tiny CNN is a key part of the proposed selective DCNN
architecture. Because the tiny CNN is trained to categorize
the type and extent of distortion almost perfectly, it enables
the selective DCNN to have high accuracy with low hardware
cost. Different distortion types and degrees exhibit different
features, which are recognized by the tiny CNN. For exam-
ple, in the case of Gaussian noise and Gaussian blur, it is
reported that there is a difference in the frequency domain
analysis [14]. For low light images, the darker the modeling,
the less the difference between the surrounding pixels. Other
distortion types not considered here, but which may be added
by the user later, could exhibit additional distinguishable
features that would be captured by retraining the tiny CNN.

2) DEDICATED DCNN

The proposed selectiveDCNN,which uses separate dedicated
networks for clean and distorted images, reduces the number
of weight parameters without sacrificing classification accu-
racy. As in [6], only 0.75, 0.5, and 0.25 times the number of
input/output channels in the baseline DCNN are used. There-
fore, the number of input/output channels of each dedicated
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FIGURE 6. Example Caltech-256 image [18] after various level of Gaussian noise, Gaussian blur, and low light.

network is less than the baseline DCNN. The exact reduction
rates achieved are described in Section III-C.

In Fig. 3, there are a large number of weight parameters,
but the number of parameters actually used for any single
image is fewer than in the baseline network because only one
dedicated DCNN is activated. Assuming a mobile embedded
systemwith a typical DCNN accelerator and an image sensor,
as shown in Fig. 7, all weight parameters are stored in an
external DRAMand only one dedicatedDCNN and tiny CNN
are loaded into an on-chip buffer.
The proposed architecture can easily be extended to

accommodate other types of distortions besides the ones
tested in this work. To do so, one would need to use a
dedicated DCNN for that specific distortion type. A network
structure similar to the DCNNs used in this paper could be
used, and the weights and other parameters for this new ded-
icated DCNN could be trained with training images. The tiny
CNNwould also have to be retrained to be able to distinguish
the new type of image distortion. From then on, the entire
network would function in the same manner as before, and
images with the new type of distortion would be classifiable
with no significant increase in hardware cost or energy.

FIGURE 7. An example hardware design for a mobile embedded system.

C. HARDWARE COST MODEL

The cost of a DCNN can be evaluated in various ways.
Hardware and energy usage costs are affected by the num-
ber of weight parameters, the number of MAC operations,
the number of active processing elements (PEs), and the
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data access energy required for the memories used per input
image. By focusing on these factors, a new hardware cost
metric is proposed in this section.

1) WEIGHT PARAMETERS AND MAC OPERATIONS

The number of weight parameters and MAC operations are
the same as those proposed in [6]. The number of weight
parameters and MAC operations can be computed as follows.

WeightParams = DK × DK × kC × kM (1)

NMAC = DK × DK × kC × kM × DF × DF (2)

In (1) and (2), NMAC refers to the number of MAC accesses,
DK is the height and width of a square shaped convolution
kernel, C is the number of input channels of the convolution
filter, M is the number of output channels, and DF is the
height and width of a square shaped feature map. k , which is
the reduction ratio of channel depth to CNN, is set to 0.75, 0.5,
and 0.25, as was also done in Section III-B.2. In the case of
the first convolution layer of VGG16, for example, the input
channel depth is 64 and the output channel depth is 64. If k
is now set to 0.50, the input and output channel depths will
change to 32. Accordingly, theweight parameters and number
of MAC operations will be reduced by 0.25 times.

2) DATA ACCESS ENERGY

In the case of a mobile embedded system, which needs
to be operated with limited power and memory capacity,
a DCNN accelerator, instead of a general computing plat-
form, is required for efficient DCNN processing. The energy
required to access memory is a large portion of the total
energy consumption of the DCNN accelerator [24]. Data
access energy depends on the design characteristics of the
DCNN accelerator. In this paper, data access energy is
analyzed based on the Eyeriss architecture [24], which is
described in Fig. 7. Considering data reuse, the total energy
of a DCNN accelerator can be computed as follows.

Etotal = eDRAM × NDRAM + ebuffer × Nbuffer

+ eRF × NRF + eMAC × NMAC (3)

In (3), e is the unit energy cost, which is summarized
in Table 1,Ncomp is the count of memory accesses for memory
components comp, and RF refers to the register file. From
the perspective of the DCNN accelerator implementation, N
can vary greatly depending on how the data reuse pattern
is determined. In this paper, it is assumed that a data reuse
pattern with the least energy consumption is used in each
layer among input reuse, output reuse, and weight reuse,
as was also done in [25]. The values in Table 1 assume a
16-bit fixed point number system, which shows no accuracy
degradation and is used in many architectures [24]–[26].
In Table 1, the unit energy cost for DRAM access is obtained
from [25], the unit energy cost for buffer access is extracted
from CACTI 6.5 [27] with 65 nm CMOS technology, and the
MAC operation unit energy cost is measured using Synopsys

TABLE 1. Energy cost for one 16-bit fixed point data item.

Design Compiler with a commercial 65 nm CMOS technol-
ogy. RF unit access energy is assumed to be equal to a MAC
as in [24].

When performing distorted image classification on mobile
embedded systems, both classification accuracy and hard-
ware costs need to be considered together. Wong [15] pro-
posed such a metric, referred to as a NetScore. NetScore
(denoted as �) is computed as follows [15].

�(N ) = 20log

(

a(N )α

p(N )βm(N )γ

)

(4)

In (4), N , a(N ), p(N ), and m(N ) are the CNN architec-
ture, CNN performance (image classification accuracy in this
paper), the number of weight parameters, and the number of
MAC operations, respectively. α, β, and γ are coefficients
used to control the impact of a(N ), p(N ), and m(N ), respec-
tively. As suggested in [15], the following coefficient values
are used: α = 2, β = 0.5, and γ = 0.5.

IV. EVALUATION

A. EXPERIMENTAL SETUP AND METHOD

In this paper, the SVHN [16], CIFAR-100 [17], and Caltech-
256 [18] datasets are used for evaluation. Each type and level
of distortion is applied to both training and test datasets.
There are a total of 10 types of datasets, which consist of
one clean dataset and 9 distorted datasets. The experiment
is performed assuming the same number of instances of each
type of dataset.

All three datasets listed above are commonly used for eval-
uation of DCNN architectures [5], [12], [14]. In particular,
SVHN [16] is a dataset of street view digits, which are impor-
tant features that need to be recognized in future self-driving
systems, collected from street view images. Clearly, distorted
forms of these images will be common in real driving situ-
ations. With almost 90% accuracy, distorted image classifi-
cation of SVHN images are accurate enough to be used in
practice. Used for general image classification, the CIFAR-
100 [17] and Caltech-256 [18] datasets result in image classi-
fication accuracy levels of 50–60% when distorted forms of
images in those datasets are classified. Although this level
of accuracy may be considered to be too low for general
one-time classification, this type of distorted image classifi-
cation could still be used for first-pass image classification,
used to mark images worthy of intensive scrutiny in noisy or
adversarial situations.

As in [12], the baseline DCNN used is VGG16. The selec-
tive DCNN architecture is created as a tiny CNN followed
by n different VGG16 networks, where n is the total number
of dedicated DCNNs used, consisting of one DCNN for
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TABLE 2. SVHN dataset [16] classification accuracies of dedicated DCNNs.

TABLE 3. CIFAR-100 dataset [17] classification accuracies of dedicated DCNNs.

clean images and one DCNN each for distorted images of
each distortion type and degree considered. This proposed
architecture is referred to as S-DCNN from now on.
The proposed method, S-DCNN, is compared to the fol-

lowing three DCNNs: DCS-CNN [14], MixQualNet [12],
and MobileNetV2 [13]. DCS-CNN [14] is a state-of-the-art
DCNN for distorted image classification. DCS-CNN can only
process Gaussian noise and Gaussian blur, so it will be com-
pared separately with only those two noise types. MixQual-
Net [12] is compared with three distortion types (Gaussian
noise, Gaussian blur, and low light). MobileNetV2 [13],
which was proposed for use in mobile or embedded devices
(but not designed specifically for distorted image classifica-
tion), is also compared for completeness as it is a recently
published approach targeted for the same type of computing
environment as S-DCNN.
S-DCNN and the comparison targets [12]–[14] are imple-

mented using the PyTorch [28] Framework. The experiments
are carried out using NVIDIA GTX1080 Ti GPUs. The
experiments for CIFAR-100 datasets [17] are carried out with
8 GPUs and fine-tuned while varying the learning rate from
0.4 to 0.0004, which is decreased by 10× after 50 epochs,
with a fixed batch size of 512. The experiments for Caltech-
256 datasets [18] are carried out with 8 GPUs and fine-tuned
while varying the learning rate from 0.01 to 0.0001, which
is decreased by 10× after 50 epochs, with a fixed batch
size of 128. The Caltech-256 dataset [18] is not divided into
training and test datasets. Therefore, it is necessary to divide
the training and test datasets. In this paper, these datasets are

divided using a ratio of four to one. Because the Caltech-
256 dataset [18] contains different image sizes, image clas-
sification is carried out after resizing each image to 256 by
256 pixels and then using a center crop at 224 by 224 pixels.
All networks are trained with a stochastic gradient descent
algorithm with momentum [29].

Implementation of multi-level distorted image classifica-
tion for the distorted datasets is based on VGG16 [2]. Before
checking the performance of the S-DCNN, it is necessary to
check the top 1 percent accuracies of the dedicated DCNNs
constituting the S-DCNN. Tables 2 to 4 summarize the classi-
fication accuracies of the networks used with these dedicated
DCNNs. In Tables 2 to 4, the accuracy in the no distortion
case is the classification accuracy of only clean images and
the accuracies in the other cases are the classification accura-
cies with only distorted images. The classification accuracy
of the S-DCNN for each type of distortion is compared
with the values shown in Tables 2 to 4. A description of
the distortion degree is given in Section III-A. As shown
in [6] and Tables 2 to 4, the classification accuracy is not
drastically reduced even if the channel depth of DCNN is
slightly reduced.

B. CASE STUDY 1: GAUSSIAN NOISE AND GAUSSIAN BLUR

The proposed S-DCNN is first compared with DCS-
CNN [14], which is the most recent state-of-the-art
DCNN architecture for classifying possibly distorted images.
S-DCNN consists of the tiny CNN and the dedicatedVGG16s
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TABLE 4. Caltech-256 dataset [18] classification accuracies of dedicated DCNNs.

TABLE 5. Hardware costs and SVHN dataset [17] classification accuracies
(DCS-CNN [14] vs. S-DCNNs).

FIGURE 8. NetScore [15] results of DCS-CNN [14] and S-DCNNs for
distorted SVHN dataset [16] classification.

summarized in Tables 2 and 3. Because DCS-CNN cannot
classify low light images, only Gaussian noise and Gaussian
blur distortions are considered.
For SVHN dataset [16] classification, the number of

average activated weight parameters, the number of MAC
operations, memory requirements, and top-1 accuracy of
DCS-CNN [14] and the S-DCNN are summarized in Table 5.
As shown in Table 5, S-DCNNs always outperform DCS-
CNN [14]. As shown in Fig. 8, the S-DCNNs get up to 1.28×
higher NetScores [15] than DCS-CNN [14].
For CIFAR-100 dataset [17] classification, the number of

average activated weight parameters, the number of MAC
operations, memory requirements, and top-1 accuracy of
DCS-CNN [14] and the S-DCNN are summarized in Table 6.
As shown in 6, all S-DCNNs have better performance than
DCS-CNN in the number of weight parameter, the number of

TABLE 6. Hardware costs and CIFAR-100 dataset [17] classification
accuracies (DCS-CNN [14] vs. S-DCNNs).

FIGURE 9. NetScore [15] results of DCS-CNN [14] and S-DCNNs for
distorted CIFAR-100 dataset [17] classification.

MAC operations, required memory size, and top 1 classifi-
cation accuracy. The results of the evaluation with NetScore
appears in Fig. 9. As shown in Fig. 9, the S-DCNNs get up
to 1.32× higher NetScores [15] than DCS-CNN [14]. This
implies that S-DCNN is a better DCNN architecture when
considering both the performance and hardware cost.

C. CASE STUDY 2: GAUSSIAN NOISE, GAUSSIAN BLUR,

AND LOW LIGHT

For SVHN dataset [16] classification, the S-DCNN is
implemented based on the dedicated VGG16s summarized
in Table 2. Hardware costs and DCNN classification accu-
racies of the S-DCNN and MixQualNet [12] are summa-
rized in Table 7. When comparing unpruned S-DCNN with
k = 0.75 and MixQualNet [12], the number of weight
parameters and MAC operations are reduced by 85.97% and
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TABLE 7. Hardware costs and SVHN dataset [16] classification accuracies
(MixQualNet [12] vs. S-DCNNs).

FIGURE 10. NetScore [15] results of MixQualNet [12] and S-DCNNs for
distorted SVHN dataset [16] classification.

86.28%, respectively, while maintaining higher classification
accuracy. Also, the NetScore [15] results, shown in Fig. 10,
demonstrate that the S-DCNNs have 1.29× to 1.60× higher
scores than MixQualNet [8].

Based on the dedicated VGG16s summarized in Table 3,
the proposed S-DCNN is constructed and top 1 accuracies
and hardware costs are obtained. For comparison, classifica-
tion of distorted images for all cases with a single conven-
tional VGG16 [2] and classification using MixQualNet [12]
are also implemented. Details of the expert networks used
with MixQualNet [12] are summarized in Table 3. The num-
ber of weight parameters and MAC operations, memory size,
and top 1 classification accuracies are summarized in Table 8.
The S-DCNN, which includes both the tiny CNN and ded-
icated VGG16, cases show higher classification accuracies
than unpruned VGG16 and MixQualNet [12]. When com-
paring unpruned S-DCNN with k = 0.50, which uses only
half the channel depth of baseline VGG16 [2], and unpruned
VGG16, the number of weight parameters and MAC oper-
ations are reduced by 74.69% and 74.38%, respectively.
When comparing unpruned S-DCNN with k = 0.50 and
MixQualNet [12], the number ofweight parameters andMAC
operations are reduced by 93.68% and 93.61%, respectively.
In addition, unpruned S-DCNN with k = 0.50 requires only
7.4MiB of memory space. The NetScore [15] results, shown
in Fig. 11, demonstrate that the S-DCNNs have 1.36× to
1.68× higher scores than MixQualNet [8].
Fig. 12 shows how much normalized data access energy

per image is reduced using S-DCNN. The data access energy
model is based on (3) and Table 1. As shown in Fig. 12,

TABLE 8. Hardware costs and CIFAR-100 dataset [17] classification
accuracies (MixQualNet [12] vs. S-DCNNs).

FIGURE 11. NetScore [15] results of MixQualNet [12] and S-DCNNs for
distorted CIFAR-100 dataset [17] classification.

the energy consumption of the tiny CNN is negligible. Using
unpruned S-DCNN with k = 0.50, which is more accu-
rate than MixQualNet [12], data access energy is reduced
by 91.92%.

Experiments are also performed on the Caltech-256
dataset [18] in the same way as in the previous exper-
iments. Table 4 summarizes the classification accuracies
of the networks used with these dedicated DCNNs for
Caltech-256 dataset [18]. As in the CIFAR-100 experiments,
the classification accuracy of the S-DCNN is based on the
classification accuracies of the dedicated DCNNs in Table 4.
In Table 4, it is shown that the size of the network is smaller
and the classification accuracy is higher. In general, but not
always [30], the larger the network size, the higher is the
classification accuracy. Thus, a few exceptional cases, as can
be seen in 4, occur occasionally.

The top 1 classification accuracies with the Caltech-
256 dataset [18] and hardware costs are summarized
in Table 9. Because the size of the Caltech-256 dataset [18]
is much larger than the CIFAR-100 dataset [17], the fully-
connected part for Caltech-256 dataset [17] classification is
much larger. Therefore, there are differences in the number of
weights andMAC operations for the Caltech-256 dataset [18]
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FIGURE 12. Normalized data access energy of MixQualNet, baseline
VGG16, and S-DCNNs for distorted CIFAR-100 dataset [17] classification.

TABLE 9. Hardware costs and caltech-256 dataset [18] classification
accuracies (MixQualNet [12] vs. S-DCNNs).

FIGURE 13. NetScore [15] results of MixQualNet [12] and S-DCNNs for
distorted Caltech-256 dataset [18] classification.

case and the CIFAR-100 dataset [17] case. In Table 9, clas-
sification accuracies of MixQualNet [12] are slightly higher
than that of S-DCNN. However, the hardware costs of the
proposed S-DCNNs are much lower than those of MixQual-
Net [12]. The NetScore [15] results are shown in Fig. 13. All
three S-DCNNs show 1.52× to 2.18× higher NetScores [15]
than MixQualNet [12].

Fig. 14 shows how much normalized data access energy
per image is reduced when using S-DCNN. Data access
energy per image is reduced by up to 97.25% compared to

FIGURE 14. Normalized data access energy of MixQualNet, baseline
VGG16, and S-DCNNs for distorted Caltech-256 dataset [18] classification.

MixQualNet [12]. Experimental results show that the
S-DCNNs perform well on the Caltech-256 dataset [18].

There are several reasons why the S-DCNN can show a
higher NetScore [15] than other comparison targets [12], [14].
First, because the tiny CNN can perfectly classify the type and
degree of distortion, it can be used to activate the dedicated
DCNN specific to each case. In a few cases, the accuracy
may be lower than MixQualNet [12] because of its ensemble
effect; however, MixQualNet requires all dedicated DCNNs
to be active whereas S-DCNN only requires one dedicated
DCNN to be active. Second, the hardware cost is low because
the size of the network activated in the actual on-chip hard-
ware is smaller than that of the comparison targets [12], [14].
Thus, based on NetScores [15], which consider both accuracy
and hardware cost, it can be seen that S-DCNN is signifi-
cantly superior to the comparison targets [12], [14].

1) SELECTIVE DCNN WITH WEIGHT PRUNING

Magnitude-based weight pruning [19], which is commonly
used for neural network size reduction, can be applied to the
proposed S-DCNN to further reduce the network size. In this
paper, it is assumed that 80% of the weights are pruned.

Hardware costs and CIFAR-100 dataset [17] classification
accuracies of pruned cases are summarized in Table 8 and
Fig. 12. If weight pruning is applied to the S-DCNN, the result
is better with respect to all hardware costs. For the pruned
S-DCNN with k = 0.50 case, the memory required is only
1.5MB, while the data access energy consumed is only 2.91%
of the energy required for MixQualNet [12] despite main-
taining higher classification accuracies than the comparison
targets. In this paper, only weight pruning [19] is considered,
but other network size reduction techniques, such as quanti-
zation [31], will reduce hardware costs even further.

2) SELECTIVE DCNN WITH MIXED K

In Table 8 and 9, in order to simplify the implementation,
the sizes of the dedicated DCNNs are set to be the same.
However, the dedicated DCNN can be varied in size to further
lower the hardware costs. The dedicated DCNNs summarized
in Table 3 are selected to have a higher classification accuracy
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TABLE 10. Hardware costs and CIFAR-100 dataset [17] classification
accuracies with MixQualNet, MobileNetV2, S-DCNN with Fixed k , and
S-DCNN with mixed k .

than MixQualNet [12] with minimal hardware costs. The
selected dedicated DCNNs are marked in bold.
As shown in Table 3, it can be seen that 5 of the 10 ded-

icated VGG16s are selected as VGG16 with k = 0.25.
If all of the dedicated networks were of the same size, then
networks scaled by 0.25would not have been chosen. CIFAR-
100 dataset [17] classification accuracies and average hard-
ware costs of an S-DCNN architecture with mixed k values
(corresponding to a mixture of different dedicated DCNN
sizes, selected in order to minimize NetScore values) are
summarized in Table 10.
The hardware costs shown in this table include the costs for

all activated weight parameters, MAC operations, and mem-
ory requirements. As shown in Table 10, unpruned S-DCNN
with mixed k maintains higher accuracy than MixQual-
Net [12] with much lower hardware costs than MixQual-
Net [12] and unpruned S-DCNN with k = 0.50. The mixed
k case results in higher NetScores [15] than the fixed k =

0.50 case because the reduction of the hardware cost is greater
than the corresponding reduction in classification accuracy.
In Table 10, the decrease in the number of weight parameters
is 35.90% compared to 4.11% for the accuracy reduction.
Although the coefficients of the NetScores [15] used in this
paper emphasize the accuracy (α is 2 and the others are 0.5),
the decrease in hardware cost is still greater than the decrease
in accuracy.
In order to compare S-DCNN with a DCNN designed to

consider hardware costs only, the results ofMobileNetV2 [13]
are also summarized in Table 10. MobileNetV2 [13] is a rela-
tively small DCNN architecture compared to DCS-CNN [14]
andMixQualNet [12], which are the other comparison targets
used in this paper. Compared to MobileNetV2, it can be seen
that theweight parameters are similar, the computation is less,
and the classification accuracy is higher. A comparison of the
NetScores [15] for the two types of methods are also shown
in Fig. 15. In Fig. 15, unpruned S-DCNNwith mixed k shows
a higher NetScore [15] than MobileNetV2 [13].

3) SCALABILITY OF SELECTIVE DCNN

As mentioned in Section III-B.2, S-DCNN is highly scalable.
The S-DCNN architecture can be easily extended by adding
dedicated DCNNs and slightly modifying the tiny CNN.
This scalability is an advantage when compared to other
comparison target DCNNs [12]–[14], which are not as scal-

FIGURE 15. NetScore [15] results of MixQualNet, MobileNetV2 [13], and
mixed S-DCNNs for distorted CIFAR-100 dataset [17] classification.

FIGURE 16. Example CIFAR-100 images [17] after new types of
distortions: (a) Gaussian blur with Gaussian noise, (b) Gaussian blur with
standard deviation 3, and (c) salt and pepper noise.

able. In the case of DCS-DCNN [14], if the distortion degree
is added, the number of average activated weight parameters
increases. In the case of MixQualNet [12], an expert network
needs to be added, which results in an increase in the number
of activated weight parameters, or the existing expert network
needs be retrained, which will result in longer training time
than S-DCNN. In the case of MobileNetV2 [13], training will
have to restarted from scratch to reflect the new distortion
type.

To evaluate the scalability of S-DCNN, distortion cases are
added and distorted image classification is conducted. The
added distortion cases areGaussian blur level 1withGaussian
noise level 1, which represent a mixture of distortion types,
Gaussian blur with standard deviation 3, which represents
an unknown distortion level, and salt and pepper noise with
probability of noise p = 0.25, which represents an unknown
distortion type. Fig. 16 shows examples of these types of
distorted CIFAR-100 [17] images.

To extend the S-DCNN, the dedicated DCNNs within the
S-DCNN can use the same hyperparameters as in IV-A. Since
a dedicated DCNN has been added, the classifier part of the
fully-connected layer of tiny CNN is modified to match the
number of classes. In the case of the tiny CNN, the number of
weight parameters and MAC operations increases by 1.12%
and 0.03%, respectively, due to the increase in the number of
classes to be classified, but this is negligible considering the
size of the entire network.

Table 11 summarizes the distorted CIFAR-100 dataset [17]
classification accuracies achieved with S-DCNN. As can be
seen, reasonable accuracies are achieved with S-DCNN in all
three cases.
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TABLE 11. Other distorted CIFAR-100 dataset [17] classification
accuracies.

V. CONCLUSION

For low hardware cost multi-level distorted image classi-
fication in energy and memory constrained devices, this
paper proposes a selective DCNN (S-DCNN) architecture
composed of a tiny CNN, which classifies distortion types
and degrees, and dedicated DCNNs, only one of which is
activated and used to classify an input image. To evaluate the
performance of the proposed S-DCNN, a comparison with
previous state-of-the-art multi-level distorted image classifi-
cation methods is conducted.
The experimental results using three popular image

datasets show that S-DCNN has higher accuracy with up to
93.68%, 93.61%, and 91.92% lower memory requirements,
MAC operations, and energy, respectively, than the previ-
ous state-of-the-art DCNNs. In order to consider both CNN
performance and hardware cost, a previously proposed com-
prehensive metric, referred to as the NetScore, is also used.
S-DCNN has up to 2.18× higher NetScores than the pre-
vious state-of-the-art DCNNs. In addition, the performance
of S-DCNN can be further improved by slight adjustments
such as weight pruning. Finally, through our experiments,
S-DCNN is shown to be highly scalable and adaptable to
diverse image distortion types and degrees.
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